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# NEW CHARACTERIZATIONS OF LINEAR WEINGARTEN SPACELIKE HYPERSURFACES IN THE DE SITTER SPACE 

Luis J. Alías, Henrique F. de Lima and Fábio R. dos Santos


#### Abstract

We deal with complete linear Weingarten spacelike hypersurfaces immersed in the de Sitter space, that is, spacelike hypersurfaces of de Sitter space whose mean and scalar curvatures are linearly related. In this setting, we apply a suitable extension of the generalized maximum principle of OmoriYau to show that either such a spacelike hypersurface must be totally umbilical or there holds a sharp estimate for the norm of its total umbilicity tensor, with equality characterizing hyperbolic cylinders of de Sitter space. We also study the parabolicity of these spacelike hypersurfaces with respect to a Cheng-Yau modified operator.


## 1. Introduction

The last few decades have seen a steadily growing interest in the study of the geometry of spacelike hypersurfaces immersed into a Lorentzian space. Recall that a hypersurface $M^{n}$ immersed into a Lorentzian space is said to be spacelike if the metric induced on $M^{n}$ from that of the ambient space is positive definite. Apart from physical motivations, from the mathematical point of view this interest is mostly due to the fact that such hypersurfaces exhibit nice Bernstein-type properties, and one can truly say that the first remarkable results in this branch were the rigidity theorems of E. Calabi [1970] and S. Y. Cheng and S. T. Yau [1976], who showed (the former for $n \leq 4$, and the latter for general $n$ ) that the only maximal complete, noncompact, spacelike hypersurfaces of the Lorentz-Minkowski space $\mathbb{L}^{n+1}$ are the spacelike hyperplanes. However, in the case that the mean curvature is a positive constant, A. E. Treibergs [1982] astonishingly showed that there are many entire solutions of the corresponding constant mean curvature equation in $\mathbb{L}^{n+1}$, which he was able to classify by their projective boundary values at infinity.

When the ambient is the de Sitter space $\mathbb{S}_{1}^{n+1}$, A. J. Goddard [1977] conjectured that every complete spacelike hypersurface with constant mean curvature $H$ in $\mathbb{S}_{1}^{n+1}$ should be totally umbilical. Although the conjecture turned out to be false in its

[^0]original statement, it motivated a great deal of work of several authors trying to find a positive answer to the conjecture under appropriate additional hypotheses. For instance, J. Ramanathan [1987] proved Goddard's conjecture for $\mathbb{S}_{1}^{3}$ and $0 \leq H \leq 1$. Moreover, if $H>1$ he showed that the conjecture is false as can be seen from an example due to M. Dajczer and K. Nomizu [1981]. K. Akutagawa [1987] proved that Goddard's conjecture is true when $n=2$ and $H^{2} \leq 1$ or when $n \geq 3$ and $H^{2}<4(n-1) / n^{2}$. He also constructed complete spacelike rotation surfaces in $\mathbb{S}_{1}^{3}$ with constant $H$ satisfying $H>1$ which are not totally umbilical.
S. Montiel [1988] proved that Goddard's conjecture is true provided that $M^{n}$ is compact. Furthermore, he exhibited examples of complete spacelike hypersurfaces in $\mathbb{S}_{1}^{n+1}$ with constant $H$ satisfying $H^{2} \geq 4(n-1) / n^{2}$ and being nontotally umbilical, the so-called hyperbolic cylinders, which are isometric to the Riemannian product $\mathbb{M}^{1}(r) \times \mathbb{S}^{n-1}\left(\sqrt{1+r^{2}}\right)$ of a hyperbolic line of radius $r>0$ and an $(n-1)$ dimensional Euclidean sphere of radius $\sqrt{1+r^{2}}$. S. Montiel [1996] characterized such hyperbolic cylinders as the only complete noncompact spacelike hypersurfaces in $\mathbb{S}_{1}^{n+1}$ with constant mean curvature $H=2 \sqrt{n-1} / n$ and having at least two ends. A. Brasil Jr., A. G. Colares and O. Palmas [Brasil et al. 2003] obtained a sort of extension of Montiel's result, showing that the hyperbolic cylinders are the only complete spacelike hypersurfaces in $\mathbb{S}_{1}^{n+1}$ with constant mean curvature, nonnegative Ricci curvature and having at least two ends. They also characterized all complete spacelike hypersurfaces of constant mean curvature with two distinct principal curvatures as rotation hypersurfaces or generalized hyperbolic cylinders $\mathbb{H}^{k}(r) \times \mathbb{S}^{n-k}\left(\sqrt{1+r^{2}}\right)$. Proceeding with the ideas related to Goddard's conjecture, it is interesting to obtain characterizations of the so-called linear Weingarten spacelike hypersurfaces (that is, spacelike hypersurfaces whose mean and scalar curvatures are linearly related) immersed in a certain Lorentzian space. Many authors have approached problems in this branch. For instance, when the ambient space is $\mathbb{S}_{1}^{n+1}$, we refer to the readers the works [Chao 2013; Cheng 1990; de Lima and Velásquez 2013; Hou and Yang 2010; Li 1997].

Here, our purpose is to obtain new characterizations concerning complete linear Weingarten spacelike hypersurfaces immersed in $\mathbb{S}_{1}^{n+1}$. Under appropriated constrains on the scalar curvature function, we apply a suitable extension of the generalized maximum principle of Omori-Yau (see Proposition 7) in order to give a sharp estimate of the total umbilicity tensor of the hypersurface, which allows us to characterize hyperbolic cylinders

$$
\mathbb{H}^{1}(r) \times \mathbb{S}^{n-1}\left(\sqrt{1+r^{2}}\right)
$$

of $\mathbb{S}_{1}^{n+1}$ when $n \geq 3$ (see Theorem 8 and Corollary 9) and totally umbilic 2 -spheres in $\mathbb{S}_{1}^{3}$ when $n=2$ (see Theorem 10 and Corollary 11). We also study the parabolicity
of these spacelike hypersurfaces with respect to a Cheng-Yau modified operator (see Theorem 12 and Proposition 13).

## 2. Preliminaries

Let $\mathbb{R}_{1}^{n+2}$ be an $(n+2)$-dimensional real vector space endowed with an inner product of index 1 given by

$$
\langle x, y\rangle=\sum_{j=1}^{n+1} x_{j} y_{j}-x_{n+2} y_{n+2},
$$

where $x=\left(x_{1}, x_{2}, \ldots, x_{n+2}\right)$ is the natural coordinate of $\mathbb{R}_{1}^{n+2}$.
$\mathbb{R}_{1}^{n+2}=\mathbb{L}^{n+2}$ is called the ( $n+2$ )-dimensional Lorentz-Minkowski space. We define the $(n+1)$-dimensional de Sitter space $\mathbb{S}_{1}^{n+1}$ as the following hyperquadric of $\mathbb{Q}^{n+2}$ :

$$
\mathbb{S}_{1}^{n+1}=\left\{\left(x_{1}, x_{2}, \ldots x_{n+2}\right) \in \mathbb{R}_{1}^{n+2}:\langle x, x\rangle=1\right\} .
$$

The induced metric $\langle\cdot, \cdot\rangle$ makes $\mathbb{S}_{1}^{n+1}$ a Lorentzian manifold with constant sectional curvature 1 .

An $n$-dimensional hypersurface $M^{n}$ in $\mathbb{S}_{1}^{n+1}$ is said to be spacelike if the metric on $M^{n}$ induced from the metric of $\mathbb{S}_{1}^{n+1}$ is positive definite.

From now on, we will consider complete spacelike hypersurfaces $M^{n}$ of $\mathbb{S}_{1}^{n+1}$. We choose a local field of semi-Riemannian orthonormal frame $\left\{e_{A}\right\}_{1 \leq A \leq n+1}$ in $\mathbb{S}_{1}^{n+1}$, with dual coframe $\left\{\omega_{A}\right\}_{1 \leq A \leq n+1}$, such that, at each point of $M^{n}, e_{1}, \ldots, e_{n}$ are tangent to $M^{n}$ and $e_{n+1}$ is normal to $M^{n}$. We will use the following convention for the indices

$$
1 \leq A, B, C, \ldots \leq n+1, \quad 1 \leq i, j, k, \ldots \leq n .
$$

In this setting, denoting by $\left\{\omega_{A B}\right\}$ the connection forms of $\mathbb{S}_{1}^{n+1}$, the structure equations of $\mathbb{S}_{1}^{n+1}$ are given by

$$
\begin{aligned}
d \omega_{A} & =\sum_{i} \omega_{A i} \wedge \omega_{i}-\omega_{A n+1} \wedge \omega_{n+1}, \quad \omega_{A B}+\omega_{B A}=0, \\
d \omega_{A B} & =\sum_{C} \varepsilon_{C} \omega_{A C} \wedge \omega_{C B}-\frac{1}{2} \sum_{C, D} \varepsilon_{C} \varepsilon_{D} K_{A B C D} \omega_{C} \wedge \omega_{D}, \\
K_{A B C D} & =\varepsilon_{A} \varepsilon_{B}\left(\delta_{A C} \delta_{B D}-\delta_{A D} \delta_{B C}\right),
\end{aligned}
$$

where $\varepsilon_{i}=1$ and $\varepsilon_{n+1}=-1$.
Next, we restrict all the tensors to $M^{n}$. First of all, $\omega_{n+1}=0$ on $M^{n}$, so $\sum_{i} \omega_{n+1 i} \wedge \omega_{i}=d \omega_{n+1}=0$ and by Cartan's lemma we can write

$$
\begin{equation*}
\omega_{n+1 i}=\sum_{j} h_{i j} \omega_{j}, \quad h_{i j}=h_{j i} . \tag{2-1}
\end{equation*}
$$

This gives the second fundamental form of $M^{n}, A=\sum_{i j} h_{i j} \omega_{i} \otimes \omega_{j} e_{n+1}$. Furthermore, the mean curvature $H$ of $M^{n}$ is defined by $H=1 / n \sum_{i} h_{i i}$.

The structure equations of $M^{n}$ are given by

$$
\begin{aligned}
d \omega_{i} & =\sum_{j} \omega_{i j} \wedge \omega_{j}, \quad \omega_{i j}+\omega_{j i}=0, \\
d \omega_{i j} & =\sum_{k} \omega_{i k} \wedge \omega_{k j}-\frac{1}{2} \sum_{k, l} R_{i j k l} \omega_{k} \wedge \omega_{l} .
\end{aligned}
$$

Using the structure equations we obtain the Gauss equation

$$
\begin{equation*}
R_{i j k l}=\delta_{i k} \delta_{j l}-\delta_{i l} \delta_{j k}-h_{i k} h_{j l}+h_{i l} h_{j k}, \tag{2-2}
\end{equation*}
$$

where $R_{i j k l}$ are the components of the curvature tensor of $M^{n}$.
The Ricci curvature and the normalized scalar curvature of $M^{n}$ are given, respectively, by

$$
\begin{equation*}
R_{i j}=(n-1) \delta_{i j}-n H h_{i j}+\sum_{k} h_{i k} h_{k j} \tag{2-3}
\end{equation*}
$$

and

$$
\begin{equation*}
R=\frac{1}{n(n-1)} \sum_{i} R_{i i} . \tag{2-4}
\end{equation*}
$$

From (2-3) and (2-4) we obtain

$$
\begin{equation*}
S=n^{2} H^{2}+n(n-1)(R-1)=n H^{2}+n(n-1)\left(H^{2}-H_{2}\right), \tag{2-5}
\end{equation*}
$$

where $S=\sum_{i, j} h_{i j}^{2}$ is the square of the length of the second fundamental form $A$ of $M^{n}$, and $H_{2}=2 S_{2} /(n(n-1))$ denotes the mean value of the second elementary symmetric function $S_{2}$ on the eigenvalues of $A$. In particular, it follows from (2-5) that $M^{n}$ is totally umbilical if and only if $S=n H^{2}$.

The components $h_{i j k}$ of the covariant derivative $\nabla A$ satisfy

$$
\begin{equation*}
\sum_{k} h_{i j k} \omega_{k}=d h_{i j}+\sum_{k} h_{i k} \omega_{k j}+\sum_{k} h_{j k} \omega_{k i} . \tag{2-6}
\end{equation*}
$$

Observe that,

$$
|\nabla A|^{2}=\sum_{i, j, k} h_{i j k}^{2} .
$$

Then, by exterior differentiation of (2-1), we obtain the Codazzi equation

$$
\begin{equation*}
h_{i j k}=h_{j i k}=h_{i k j} . \tag{2-7}
\end{equation*}
$$

Similarly, the components $h_{i j k l}$ of the second covariant derivative $\nabla^{2} B$ are given by

$$
\sum_{l} h_{i j k l} \omega_{l}=d h_{i j k}+\sum_{l} h_{l j k} \omega_{l i}+\sum_{l} h_{i l k} \omega_{l j}+\sum_{l} h_{i j l} \omega_{l k} .
$$

By exterior differentiation of (2-6), we can get the following Ricci formula

$$
\begin{equation*}
h_{i j k l}-h_{i j l k}=\sum_{m} h_{i m} R_{m j k l}+\sum_{m} h_{j m} R_{m i k l} . \tag{2-8}
\end{equation*}
$$

The Laplacian $\Delta h_{i j}$ of $h_{i j}$ is defined by $\Delta h_{i j}=\sum_{k} h_{i j k k}$. From (2-7) and (2-8), we have

$$
\begin{equation*}
\Delta h_{i j}=\sum_{k} h_{k k i j}+\sum_{k, l} h_{k l} R_{l i j k}+\sum_{k, l} h_{l i} R_{l k j k} . \tag{2-9}
\end{equation*}
$$

Since $\Delta S=2\left(\sum_{i, j} h_{i j} \Delta h_{i j}+\sum_{i, j, k} h_{i j k}^{2}\right)$, from (2-9) we get

$$
\begin{equation*}
\frac{1}{2} \Delta S=|\nabla A|^{2}+\sum_{i, i, k} h_{i j} h_{k k i j}+\sum_{i, j, k, l} h_{i j} h_{l k} R_{l i j k}+\sum_{i, j, k, l} h_{i j} h_{i l} R_{l k j k} . \tag{2-10}
\end{equation*}
$$

Consequently, taking a (local) orthonormal frame $\left\{e_{1}, \ldots, e_{n}\right\}$ on $M^{n}$ such that $h_{i j}=\lambda_{i} \delta_{i j}$, from (2-10) we obtain the following Simons-type formula:

$$
\begin{equation*}
\frac{1}{2} \Delta S=|\nabla A|^{2}+\sum_{i} \lambda_{i}(n H)_{, i i}+\frac{1}{2} \sum_{i, j} R_{i j i j}\left(\lambda_{i}-\lambda_{j}\right)^{2} . \tag{2-11}
\end{equation*}
$$

Now, let $\phi=\sum_{i, j} \phi_{i j} \omega_{i} \omega_{j}$ be a symmetric tensor on $M^{n}$ defined by

$$
\phi_{i j}=n H \delta_{i j}-h_{i j} .
$$

Following [Cheng and Yau 1977], we introduce a operator $\square$ associated to $\phi$ acting on any smooth function $f$ by

$$
\begin{equation*}
\square f=\sum_{i, j} \phi_{i j} f_{i j}=\sum_{i, j}\left(n H \delta_{i j}-h_{i j}\right) f_{i j} . \tag{2-12}
\end{equation*}
$$

Setting $f=n H$ in (2-12) and taking into account equations (2-5) and (2-11), with a straightforward computation we obtain

$$
\begin{equation*}
\square(n H)=|\nabla A|^{2}-n^{2}|\nabla H|^{2}-\frac{1}{2} n(n-1) \Delta R+\frac{1}{2} \sum_{i, j} R_{i j i j}\left(\lambda_{i}-\lambda_{j}\right)^{2} . \tag{2-13}
\end{equation*}
$$

## 3. Linear Weingarten hypersurfaces in $\mathbb{S}_{1}^{n+1}$

In what follows, we will consider $M^{n}$ as being a linear Weingarten spacelike hypersurface immersed in $\mathbb{S}_{1}^{n+1}$, that is, a spacelike hypersurface of $\mathbb{S}_{1}^{n+1}$ whose
mean curvature $H$ and normalized scalar curvature $R$ satisfy

$$
R=a H+b,
$$

for some $a, b \in \mathbb{R}$. We first state some auxiliary results.
Lemma 1 [de Lima and Velásquez 2013]. Let $M^{n}$ be a linear Weingarten spacelike hypersurface in $\mathbb{S}_{1}^{n+1}$, such that $R=a H+b$ for some $a, b \in \mathbb{R}$. Suppose that

$$
\begin{equation*}
(n-1) a^{2}+4 n(1-b) \geq 0 . \tag{3-1}
\end{equation*}
$$

Then

$$
\begin{equation*}
|\nabla A|^{2} \geq n^{2}|\nabla H|^{2} . \tag{3-2}
\end{equation*}
$$

Moreover, if the inequality (3-1) is strict and the equality holds in (3-2) on $M^{n}$, then $H$ is constant on $M^{n}$.

Now, we will consider the following Cheng-Yau's modified operator:

$$
\begin{equation*}
L=\square+\frac{n-1}{2} a \Delta . \tag{3-3}
\end{equation*}
$$

In other words, for any $u \in \mathcal{C}^{2}(M)$,

$$
\begin{equation*}
L(u)=\operatorname{tr}\left(P \circ \nabla^{2} u\right), \tag{3-4}
\end{equation*}
$$

with

$$
\begin{equation*}
P=\left(n H+\frac{n-1}{2} a\right) I-A, \tag{3-5}
\end{equation*}
$$

where $I$ is the identity in the algebra of smooth vector fields on $M^{n}$ and $\nabla^{2} u$ stands for the self-adjoint linear operator metrically equivalent to the Hessian of $u$.
Remark 2. From Equation (2-5), since $R=a H+b$, we have that

$$
\begin{equation*}
n^{2} H^{2}=S-n(n-1)(a H+b-1) . \tag{3-6}
\end{equation*}
$$

When $b<1$, it follows from (3-6) that $H(p) \neq 0$ for every $p \in M^{n}$. In this case, we can choose the orientation of $M^{n}$ such that $H>0$. On the other hand, when $b=1$, we will assume that $H$ does not change sign on $M^{n}$ and we will choose the orientation of $M^{n}$ such that $H \geq 0$.

The next lemma gives a sufficient criterion for the ellipticity of the operator $L$.
Lemma 3. Let $M^{n}$ be a linear Weingarten spacelike hypersurface in $\mathbb{S}_{1}^{n+1}$ such that $R=a H+b$. Let $\mu_{-}$and $\mu_{+}$be, respectively, the minimum and the maximum of the eigenvalues of the operator $P$ at every point $p \in M^{n}$. If $b<1$, then the operator L is elliptic, with

$$
\mu_{-}>0 \quad \text { and } \quad \mu_{+}<2 n H+(n-1) a .
$$

In the case where $b=1$, assume further that the mean curvature function $H$ does not change sign and $R \geq 1$. Then the operator $L$ is semielliptic, with

$$
\mu_{-} \geq 0 \quad \text { and } \quad \mu_{+} \leq 2 n H+(n-1) a \text {, }
$$

unless $M^{n}$ is totally geodesic.
Proof. Let us consider $b<1$ and choose the orientation on $M^{n}$ for which $H>0$ (see Remark 2). From (3-6), we have that

$$
n^{2} H^{2}=S+n(n-1)(1-a H-b) \geq \lambda_{i}^{2}-n(n-1) a H,
$$

for each principal curvature $\lambda_{i}$ of $M^{n}, i=1, \ldots, n$.
On the other hand, with a straightforward computation we verify that

$$
\begin{align*}
\lambda_{i}^{2} & \leq n^{2} H^{2}+n(n-1) a H  \tag{3-7}\\
& =\left(n H+\frac{n-1}{2} a\right)^{2}-\frac{(n-1)^{2}}{4} a^{2} \\
& \leq\left(n H+\frac{n-1}{2} a\right)^{2} .
\end{align*}
$$

From (3-6) we also have that

$$
\begin{equation*}
n H(n H+(n-1) a)=S+n(n-1)(1-b)>0 . \tag{3-8}
\end{equation*}
$$

We claim that $n H+\frac{1}{2}(n-1) a>0$. When $a \geq 0$, our assertion is immediate since

$$
n H+\left(\frac{n-1}{2}\right) a \geq n H>0 .
$$

When $a<0$, from (3-8) we get $n H+(n-1) a>0$. So, $n H+\frac{1}{2}(n-1) a>$ $n H+(n-1) a>0$.

So, from (3-7) we obtain

$$
-n H-\left(\frac{n-1}{2}\right) a c n-12 a<\lambda_{i}<n H+\left(\frac{n-1}{2}\right) a c n-12 a, \quad i=1, \ldots, n .
$$

Therefore, for every $i$, we get

$$
0<n H+\left(\frac{n-1}{2}\right) a-\lambda_{i}<2 n H+(n-1) a
$$

However, $\mu_{i}=n H+\frac{1}{2}(n-1) a-\lambda_{i}$ are precisely the eigenvalues of $P$. In particular, we conclude that $\mu_{-}>0$ and $\mu_{+}<2 n H+(n-1) a$.

If $b=1$, then choose the orientation of $M^{n}$ for which $H \geq 0$. From (3-6), we have that

$$
n^{2} H^{2}=S-n(n-1) a H \geq \lambda_{i}^{2}-n(n-1) a H,
$$

for each principal curvature $\lambda_{i}$ of $M^{n}, i=1, \ldots, n$ and

$$
\lambda_{i}^{2} \leq\left(n H+\frac{n-1}{2} a\right)^{2} .
$$

From (3-6) we also have that

$$
n H(n H+(n-1) a)=S \geq 0 .
$$

Since $R=a H+1 \geq 1$, we have $a H \geq 0$. If $a \geq 0$ then $n H+\frac{1}{2}(n-1) a \geq 0$ and, similarly as in the case $b<1$, we conclude that $\mu_{-} \geq 0$ and $\mu_{+} \leq 2 n H+(n-1) a$.

On the other hand, if $a<0$ we have $H \equiv 0$ and then $R \equiv 1$ and $S \equiv 0$, which means that $M^{n}$ must be totally geodesic.

Remark 4. Also related to the ellipticity of operator $L$, when $M^{n}$ is totally geodesic, we observe that the operator $L$ reduces to $L=\frac{1}{2}(n-1) a \Delta$, which is elliptic if and only if $a>0$. For this reason, in order to keep the validity of Lemma 3 when $b=1$, even in the totally geodesic case, we will choose $a$ to be a positive constant.

We close this section recalling a classic algebraic lemma due to M. Okumura [1974], which was completed with the equality case by H. Alencar and M. P. do Carmo [1994].
Lemma 5. Let $\kappa_{1}, \ldots, \kappa_{n}$ be real numbers such that $\sum_{i} \kappa_{i}=0$ and $\sum_{i} \kappa_{i}^{2}=\beta^{2}$, with $\beta \geq 0$. Then,

$$
-\frac{(n-2)}{\sqrt{n(n-1)}} \beta^{3} \leq \sum_{i} \kappa_{i}^{3} \leq \frac{(n-2)}{\sqrt{n(n-1)}} \beta^{3},
$$

and equality holds if and only if at least $(n-1)$ of the numbers $\kappa_{i}$ are equal.

## 4. Characterizations of linear Weingarten spacelike hypersurfaces

From now on, we will also consider the following symmetric tensor

$$
\Phi=\sum_{i, j} \Phi_{i j} \omega_{i} \otimes \omega_{j}
$$

associated to the second fundamental form of a hypersurface $M^{n}$ in $\mathbb{S}_{1}^{n+1}$, whose components are given by $\Phi_{i j}=h_{i j}-H \delta_{i j}$. Let $|\Phi|^{2}=\sum_{i, j} \Phi_{i j}^{2}$ be the square of the length of $\Phi$. It is not difficult to check that $\Phi$ is traceless and, from (2-4), we get

$$
\begin{equation*}
|\Phi|^{2}=S-n H^{2}=n(n-1) H^{2}+n(n-1)(R-1) . \tag{4-1}
\end{equation*}
$$

In particular, $|\Phi|^{2}=0$ at the umbilic points of $M^{n}$. For that reason $\Phi$ is usually called the total umbilicity tensor of $M^{n}$.

In order to establish our characterization results, we will need the following lower bound for the operator $L$ acting on the square length of the traceless operator of a linear Weingarten hypersurface.

Proposition 6. Let $M^{n}$ be a linear Weingarten spacelike hypersurface immersed in $\mathbb{S}_{1}^{n+1}, n \geq 2$, such that $R=a H+b$ with $b \leq 1$. In the case where $b=1$, assume that the mean curvature function $H$ does not change sign and $R \geq 1$. Then,

$$
L\left(|\Phi|^{2}\right) \geq 2(n-1)|\Phi|^{2} \varphi_{a, b}(|\Phi|) \sqrt{\frac{|\Phi|^{2}}{n(n-1)}+\frac{a^{2}}{4}-b+1},
$$

where

$$
\begin{align*}
\varphi_{a, b}(x)=\frac{n-2}{n-1} x^{2}+\left(n a-\frac{n(n-2)}{\sqrt{n(n-1)}} x\right) & \sqrt{\frac{x^{2}}{n(n-1)}+\frac{a^{2}}{4}-b+1}  \tag{4-2}\\
& +\frac{n(n-2)}{\sqrt{n(n-1)}} \frac{a}{2} x-n\left(\frac{a^{2}}{2}-b\right)
\end{align*}
$$

Proof. Let us choose a local orthonormal frame $\left\{e_{1}, \ldots, e_{n}\right\}$ on $M^{n}$ such that $h_{i j}=\lambda_{i} \delta_{i j}$. Taking into account equations (2-10) and (2-13), we get from (3-3) that

$$
\begin{equation*}
L(n H)=\sum_{i, j, k} h_{i j k}^{2}-n^{2}|\nabla H|^{2}+\frac{1}{2} \sum_{i, j} R_{i j i j}\left(\lambda_{i}-\lambda_{j}\right)^{2} \tag{4-3}
\end{equation*}
$$

On the one hand, by a straightforward computation we can check
(4-4) $\frac{1}{2} \sum_{i, j} R_{i j i j}\left(\lambda_{i}-\lambda_{j}\right)^{2}=\frac{1}{2} \sum_{i, j}\left(1-\lambda_{i} \lambda_{j}\right)\left(\lambda_{i}-\lambda_{j}\right)^{2}=S^{2}-n H \sum_{i} \lambda_{i}^{3}+n|\Phi|^{2}$.
But, on the other hand, since we are assuming that $b \leq 1$, we have that the relation (3-1) holds, and hence we can apply Lemma 1 to guarantee that

$$
\begin{equation*}
\sum_{i, j, k} h_{i j k}^{2}-n^{2}|\nabla H|^{2} \geq 0 \tag{4-5}
\end{equation*}
$$

Thus, from (4-3), (4-4) and (4-5) we have

$$
\begin{equation*}
L(n H) \geq S^{2}-n H \sum_{i} \lambda_{i}^{3}+n|\Phi|^{2} \tag{4-6}
\end{equation*}
$$

Taking a (local) orthonormal frame $\left\{e_{1}, \ldots, e_{n}\right\}$ at $p \in M^{n}$ such that

$$
h_{i j}=\lambda_{i} \delta_{i j} \quad \text { and } \quad \phi_{i j}=\kappa_{i} \delta_{i j}
$$

it is not difficult to verify the algebraic relations

$$
\begin{equation*}
\sum_{i} \kappa_{i}=0, \quad \sum_{i} \kappa_{i}^{2}=|\Phi|^{2} \quad \text { and } \quad \sum_{i} \kappa_{i}^{3}=\sum_{i} \lambda_{i}^{3}-3 H|\Phi|^{2}-n H^{3} . \tag{4-7}
\end{equation*}
$$

When $n \geq 3$, using Lemma 5 and equations (4-1) and (4-7) we have

$$
\begin{align*}
S^{2}-n H \sum_{i=1}^{n} \lambda_{i}^{3} & =\left(|\Phi|^{2}+n H^{2}\right)^{2}-n H \sum_{i} \kappa_{i}^{3}-3 n H^{2}|\Phi|^{2}-n^{2} H^{4}  \tag{4-8}\\
& =|\Phi|^{4}-n H^{2}|\Phi|^{2}-n H \sum_{i} \kappa_{i}^{3} \\
& \geq|\Phi|^{2}\left(|\Phi|^{2}-\frac{n(n-2)}{\sqrt{n(n-1)}} H|\Phi|-n H^{2}\right)
\end{align*}
$$

In the case that $n=2$, since $\kappa_{1}+\kappa_{2}=0$ we also have $\kappa_{1}^{3}+\kappa_{2}^{3}=0$, and from (4-1) and (4-7) we obtain

$$
\begin{align*}
S^{2}-2 H \sum_{i=1}^{2} \lambda_{i}^{3} & =\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{2}-\left(\lambda_{1}+\lambda_{2}\right)\left(\lambda_{1}^{3}+\lambda_{2}^{3}\right)  \tag{4-9}\\
& =|\Phi|^{2}\left(|\Phi|^{2}-2 H^{2}\right)
\end{align*}
$$

Hence, inserting either (4-8), when $n \geq 3$, or (4-9), when $n=2$, into (4-6) we get

$$
\begin{equation*}
L(n H) \geq|\Phi|^{2}\left(|\Phi|^{2}-\frac{n(n-2)}{\sqrt{n(n-1)}} H|\Phi|-n\left(H^{2}-1\right)\right) . \tag{4-10}
\end{equation*}
$$

On the other hand, from (4-1) and $R=a H+b$, we have

$$
\begin{equation*}
\frac{1}{n-1}|\Phi|^{2}=n H^{2}+n a H+n(b-1) . \tag{4-11}
\end{equation*}
$$

If $M^{n}$ is totally geodesic then the operator $L$ reduces to $L=\frac{1}{2}(n-1) a \Delta$ where $a>0$ is any positive constant (see Remark 4). In this case $|\Phi|^{2} \equiv 0$ and the inequality in Proposition 6 holds trivially. On the other hand, if $M^{n}$ is not totally geodesic then Lemma 3 guarantees that the operator $P$ is positive definite if $b<1$, and $P$ is positive semidefinite if $b=1$. In any case, from (4-11) we have

$$
\begin{align*}
\frac{1}{n-1} L\left(|\Phi|^{2}\right) & =2 H L(n H)+2 n\langle P(\nabla H), \nabla H\rangle+a L(n H)  \tag{4-12}\\
& \geq 2\left(H+\frac{a}{2}\right) L(n H),
\end{align*}
$$

once (3-4) guarantees that $L\left(u^{2}\right)=2 u L(u)+2\langle P(\nabla u), \nabla u\rangle$ for every $u \in \mathcal{C}^{2}(M)$.
Therefore, taking into account that $H+a / 2 \geq 0$, from (4-10) and (4-12) we get

$$
\begin{equation*}
\frac{1}{2(n-1)} L\left(|\Phi|^{2}\right) \geq\left(H+\frac{a}{2}\right)|\Phi|^{2}\left(|\Phi|^{2}-\frac{n(n-2)}{\sqrt{n(n-1)}} H|\Phi|-n\left(H^{2}-1\right)\right) . \tag{4-13}
\end{equation*}
$$

Besides, from (4-11) we have

$$
H^{2}=\frac{1}{n(n-1)}|\Phi|^{2}-a H-b+1,
$$

and consequently, we can write

$$
\begin{equation*}
H+\frac{a}{2}=\sqrt{\frac{|\Phi|^{2}}{n(n-1)}+\frac{a^{2}}{4}-b+1} . \tag{4-14}
\end{equation*}
$$

From (4-14) and (4-11), after a straightforward computation, we get

$$
\begin{equation*}
|\Phi|^{2}-\frac{n(n-2)}{\sqrt{n(n-1)}} H|\Phi|-n\left(H^{2}-1\right)=\varphi_{a, b}(|\Phi|), \tag{4-15}
\end{equation*}
$$

where $\varphi_{a, b}(x)$ is defined as in (4-2). Therefore, replacing (4-14) and (4-15) in (4-13), we obtain the desired inequality.

Let us consider on a Riemannian manifold $M^{n}$ a semielliptic operator of the form $\mathcal{L}=\operatorname{tr}(\mathcal{P} \circ$ Hess $)$, where $\mathcal{P}: T M \rightarrow T M$ is a positive semidefined symmetric tensor. We say that the Omori-Yau maximum principle holds on $M^{n}$ for the operator $\mathcal{L}$ if, for any function $u \in \mathcal{C}^{2}(M)$ with $u^{*}=\sup _{M} u<\infty$, there exists a sequence $\left\{p_{k}\right\}_{k \in \mathbb{N}} \subset M^{n}$ with the properties

$$
u\left(p_{k}\right)>u^{*}-\frac{1}{k}, \quad\left|\nabla u\left(p_{k}\right)\right|<\frac{1}{k} \quad \text { and } \quad \mathcal{L} u\left(p_{k}\right)<\frac{1}{k}
$$

for every $k \in \mathbb{N}$.
As an application of Theorem 6.13 of [Alías et al. 2016] (see also Lemma 4.2 of [Alías et al. 2012]), we establish the following Omori-Yau maximum principle which will be our analytical key tool for the proofs of our main results.

Proposition 7. Let $M^{n}$ be complete noncompact linear Weingarten spacelike hypersurface immersed in $\mathbb{S}_{1}^{n+1}$ such that $R=a H+b$ with $b \leq 1$. In the case where $b=1$, assume that the mean curvature function $H$ does not change sign and $R \geq 1$. If $\sup _{M}|\Phi|^{2}<+\infty$, then the Omori-Yau maximum principle holds on $M^{n}$ for the operator $L$.
Proof. Taking into account that $R=a H+b$, from (4-1) we get

$$
\begin{equation*}
|\Phi|^{2}=n(n-1)\left(H^{2}+a H\right)+n(n-1)(b-1) . \tag{4-16}
\end{equation*}
$$

Since we are assuming $\sup _{M}|\Phi|^{2}<+\infty$, from (4-16) it follows that $\sup _{M} H<+\infty$. Thus, from (3-5) we have

$$
\operatorname{tr}(P)=n(n-1) H+\frac{n(n-1)}{2} a
$$

and hence,

$$
\begin{equation*}
\sup _{M} \operatorname{tr}(P)<+\infty . \tag{4-17}
\end{equation*}
$$

On the other hand, recall from the proof of Lemma 3 that $n H+\frac{1}{2}(n-1) a>0$ and

$$
-n H-\frac{n-1}{2} a<\lambda_{i}<n H+\frac{n-1}{2} a, \quad i=1, \ldots, n .
$$

Therefore, from (2-2) we see that the sectional curvatures of $M^{n}$ satisfy

$$
\begin{equation*}
R_{i j i j}=1-\lambda_{i} \lambda_{j} \geq 1-\left(n H+\frac{n-1}{2} a\right)^{2}>-\infty \tag{4-18}
\end{equation*}
$$

Furthermore, Lemma 3 guarantees us that the operator $L$ is semielliptic. Therefore, taking into account (3-4), (4-17) and (4-18), we can apply Theorem 6.13 of [Alías et al. 2016] in the particular case where the sectional curvatures of $M^{n}$ are bounded from below by a constant to conclude the desired result.

Now, we are in position to state and prove our main characterization result concerning linear Weingarten hypersurfaces immersed in $\mathbb{S}_{1}^{n+1}$.
Theorem 8. Let $M^{n}$ be a complete linear Weingarten spacelike hypersurface isometrically immersed in the de Sitter space $\mathbb{S}_{1}^{n+1}, n \geq 3$, such that $R=a H+b$ with $0<b \leq R<(n-2) / n$. Then
(i) either $\sup _{M}|\Phi|^{2}=0$ and $M^{n}$ is a totally umbilical hypersurface,
(ii) $o r$

$$
\sup _{M}|\Phi|^{2} \geq \alpha(n, a, b)>0
$$

where $\alpha(n, a, b)$ is a positive constant depending only on $n, a$ and $b$.
In (ii), a necessary and sufficient condition for equality to hold and the supremum to be attained at some point of $M^{n}$ is that $M^{n}$ be isometric to a hyperbolic cylinder $\mathbb{H}^{1}(r) \times \mathbb{S}^{n-1}\left(\sqrt{1+r^{2}}\right)$ of radius $r>0$.

Proof. If $\sup _{M}|\Phi|^{2}=0$, then $M^{n}$ is totally umbilical and, hence, item (i) holds. If $\sup _{M}|\Phi|^{2}=+\infty$, then (ii) is trivially satisfied. So, let us suppose that $0<$ $\sup _{M}|\Phi|^{2}<+\infty$ and let us take $u=|\Phi|^{2}$. Then, from Proposition 6 we get

$$
\begin{equation*}
L(u) \geq f(u) \tag{4-19}
\end{equation*}
$$

where

$$
f(u)=2(n-1) u \varphi_{a, b}(\sqrt{u}) \sqrt{\frac{u}{n(n-1)}+1-b+\frac{a^{2}}{4}}
$$

and $\varphi_{a, b}(x)$ is given by (4-2).
If $M^{n}$ is compact, there exists a point $p_{0} \in M^{n}$ such that $u\left(p_{0}\right)=u^{*}=\sup _{M} u$. Consequently, $\nabla u\left(p_{0}\right)=0$ and $L u\left(p_{0}\right) \leq 0$. Therefore, from (4-19) we get $f\left(u^{*}\right) \leq 0$. Now, assume that $M^{n}$ is complete and noncompact. Since $u^{*}<+\infty$,

Proposition 7 guarantees that there exists a sequence of points $\left\{p_{k}\right\}_{k \in \mathbb{N}} \subset M^{n}$ satisfying

$$
\begin{equation*}
u\left(p_{k}\right)>u^{*}-\frac{1}{k} \quad \text { and } \quad L u\left(p_{k}\right)<\frac{1}{k}, \tag{4-20}
\end{equation*}
$$

for every $k \in \mathbb{N}$. Therefore from (4-19) and (4-20), we get

$$
\begin{equation*}
\frac{1}{k}>L u\left(p_{k}\right) \geq f\left(u\left(p_{k}\right)\right) . \tag{4-21}
\end{equation*}
$$

Taking the limit $k \rightarrow+\infty$ in (4-21), by continuity, we have

$$
f\left(u^{*}\right)=2(n-1) u^{*} \varphi_{a, b}\left(\sqrt{\left.u^{*}\right)} \sqrt{\frac{u^{*}}{n(n-1)}+1-b+\frac{a^{2}}{4}} \leq 0 .\right.
$$

Since $u^{*}>0$ and $b<1$, we obtain that

$$
\begin{equation*}
\varphi_{a, b}\left(\sqrt{u^{*}}\right) \leq 0 . \tag{4-22}
\end{equation*}
$$

Recall from Remark 2 that $H>0$ on $M^{n}$. Thus, since we are assuming that $n \geq 3$ and $0<b \leq R<(n-2) / n$, it is not difficult to verify that $\varphi_{a, b}$ has an unique positive root $x_{0}=\sqrt{\alpha(n, a, b)}>0$. Moreover, we have that $\varphi_{a, b}(x)>0$, for $0 \leq x<x_{0}$, and $\varphi_{a, b}(x)<0$, for $x>x_{0}$.

Therefore, (4-22) implies

$$
u^{*} \geq x_{0}^{2}=\alpha(n, a, b),
$$

that is,

$$
\sup _{M}|\Phi|^{2} \geq \alpha(n, a, b) .
$$

This proves the inequality of item (ii).
Moreover, the equality $\sup _{M}|\Phi|^{2}=\alpha(n, a, b)$ holds if and only if $\sqrt{u^{*}}=x_{0}$. Thus $\varphi_{a, b}(\sqrt{u}) \geq 0$ on $M^{n}$, which jointly with (4-19) implies that

$$
L(u) \geq 0 \quad \text { on } M^{n} .
$$

On the other hand, since $b<1$ we know from Lemma 3 that the operator $L$ is elliptic. Therefore, if there exists a point $p_{0} \in M^{n}$ such that $\left|\Phi\left(p_{0}\right)\right|=$ $\sup _{M}|\Phi|$, from the maximum principle the function $u=|\Phi|^{2}$ must be constant and, consequently, $|\Phi| \equiv x_{0}$. Thus,

$$
0=L\left(|\Phi|^{2}\right) \geq 2(n-1)|\Phi|^{2} \varphi_{a, b}(|\Phi|) \sqrt{\frac{|\Phi|^{2}}{n(n-1)}+1-b+\frac{a^{2}}{4}}
$$

Hence, all the inequalities in the proof of Proposition 6 must be equalities. In particular, since $L$ is elliptic if and only if $P$ is positive definite, returning to (4-12) we obtain that $\nabla H=0$ and $H$ is constant. Moreover, equality occurs in (4-5) as
well, or equivalently,

$$
|\nabla A|^{2}=\sum_{i, j, k} h_{i j k}^{2}=n^{2}|\nabla H|^{2}=0
$$

So, it follows that $\lambda_{i}$ is constant for every $i=1, \ldots, n$, that is, $M^{n}$ is an isoparametric hypersurface. Finally, (4-8) must also be an equality, which guarantees that the equality in Lemma 5 occurs. This implies that the hypersurface has exactly two distinct principal curvatures one of which is simple. Therefore, we can apply a classical congruence theorem due to Abe et al. [1987, Theorem 5.1] to conclude that $M^{n}$ must be one of the two following standard product embeddings into $\mathbb{S}_{1}^{n+1}$ :
(a) $\mathbb{H}^{1}(r) \times \mathbb{S}^{n-1}\left(\sqrt{1+r^{2}}\right)$,
(b) $\mathbb{H}^{n-1}(r) \times \mathbb{S}^{1}\left(\sqrt{1+r^{2}}\right)$,
in either case with a positive radius $r>0$. In case (a), for a given radius $r>0$ the standard product embedding $\mathbb{H}^{1}(r) \times \mathbb{S}^{n-1}\left(\sqrt{1+r^{2}}\right) \hookrightarrow \mathbb{S}_{1}^{n+1}$ has constant principal curvatures given by

$$
\lambda_{1}=\frac{\sqrt{1+r^{2}}}{r}, \quad \lambda_{2}=\cdots=\lambda_{n}=\frac{r}{\sqrt{1+r^{2}}}
$$

Therefore,

$$
n H=\frac{1+n r^{2}}{r \sqrt{1+r^{2}}}, \quad S=\frac{1+2 r^{2}+n r^{4}}{r^{2}\left(1+r^{2}\right)}, \quad \text { and } \quad|\Phi|^{2}=\frac{n-1}{n r^{2}\left(1+r^{2}\right)}
$$

and its constant scalar curvature is given

$$
R=\frac{n-2}{n\left(1+r^{2}\right)}
$$

which satisfies our hypothesis, since

$$
0<R<\frac{n-2}{n}<1
$$

for every $r>0$. On the other hand, in case (b) and for a given radius $r>0$ the standard product embedding $\mathbb{H}^{n-1}(r) \times \mathbb{S}^{1}\left(\sqrt{1+r^{2}}\right) \hookrightarrow \mathbb{S}_{1}^{n+1}$ has constant principal curvatures given by

$$
\lambda_{1}=\cdots=\lambda_{n-1}=\frac{\sqrt{1+r^{2}}}{r}, \quad \lambda_{n}=\frac{r}{\sqrt{1+r^{2}}}
$$

Therefore,
$n H=\frac{(n-1)+n r^{2}}{r \sqrt{1+r^{2}}} \quad S=\frac{n-1+2(n-1) r^{2}+n r^{4}}{r^{2}\left(1+r^{2}\right)}, \quad$ and $\quad|\Phi|^{2}=\frac{n-1}{n r^{2}\left(1+r^{2}\right)}$,
and its constant scalar curvature is given by

$$
R=-\frac{n-2}{n r^{2}}<0,
$$

which does not satisfy our hypothesis.
When the spacelike hypersurface has constant scalar curvature (which corresponds to the case $a=0$ ), we also have the following consequence of Theorem 8.
Corollary 9. Let $M^{n}$ be a complete spacelike hypersurface isometrically immersed in de Sitter space $\mathbb{S}_{1}^{n+1}, n \geq 3$, with constant scalar curvature $R$ satisfying $0<R<$ $(n-2) / n$. Then
(i) either $\sup _{M}|\Phi|^{2}=0$ and $M^{n}$ is a totally umbilical hypersurface,
(ii) $o r$

$$
\sup _{M}|\Phi|^{2} \geq \beta(n, R)>0,
$$

where

$$
\beta(n, R)=\alpha(n, 0, R)=\frac{n(n-1) R^{2}}{(n-2)(n-2-n R)} .
$$

In (ii), a necessary and sufficient condition for equality to hold and the supremum to be attained at some point of $M^{n}$ is that $M^{n}$ be isometric to a hyperbolic cylinder $\mathbb{H}^{1}(r) \times \mathbb{S}^{n-1}\left(\sqrt{1+r^{2}}\right)$ of radius $r>0$.

For the proof of Corollary 9 simply observe that when $a=0$ (and hence $R=b$ ) the positive root $x_{0}$ of $\varphi_{0, R}(x)=0$ is given explicitly by

$$
x_{0}^{2}=\frac{n(n-1) R^{2}}{(n-2)(n-2-n R)} .
$$

On the other hand, when $n=2$ it is easy to see that, supposing $0<b<1$ and $R \geq b$, the function $\varphi_{a, b}(x)$ is increasing for $x \geq 0$, with $\varphi_{a, b}(x) \geq \varphi_{a, b}(0)>0$. Therefore in this case, and taking into account that $R=K$ is the Gaussian curvature of $M^{2}$, Theorem 8 can be written as follows.
Theorem 10. Let $M^{2}$ be a complete linear Weingarten spacelike surface isometrically immersed in the de Sitter space $\mathbb{S}_{1}^{3}$ such that $K=a H+b$ with $0<b<1$ and $K \geq b$. If $\sup _{M}|\Phi|^{2}<+\infty$ then $M^{2}$ is a totally umbilical surface.

In other words, taking into account that the only totally umbilical surfaces in $\mathbb{S}_{1}^{3}$ having $K>0$ are the totally umbilical 2 -spheres $\mathbb{S}^{2}(r) \subset \mathbb{S}_{1}^{3}$, with radius $r>1$, Theorem 10 says:

The only complete linear Weingarten spacelike surfaces in de Sitter space $\mathbb{S}_{1}^{3}$ satisfying $K=a H+b$ with $0<b<1$ and $K \geq b$ for which $|\Phi|^{2}$ is bounded are the totally umbilical 2 -spheres.
The proof of Theorem 10 follows from that of Theorem 8 after observing that
when $n=2$ it cannot happen that $0<\sup _{M}|\Phi|^{2}<+\infty$ because that would imply $0<\varphi_{a, b}\left(\sqrt{u^{*}}\right) \leq 0$. Thus if $\sup _{M}|\Phi|^{2}<+\infty$ we must have $|\Phi|^{2} \equiv 0$ and $M^{2}$ is a totally umbilical surface.

Finally, when $a=0$ and $n=2$, from Theorem 10 we also obtain the following:
Corollary 11. The only complete spacelike surfaces in the de Sitter space $\mathbb{S}_{1}^{3}$ with constant Gaussian curvature $0<K<1$ for which $|\Phi|^{2}$ is bounded (or, equivalently, $H$ is bounded) are the totally umbilical 2 -spheres $\mathbb{S}^{2}(r) \subset \mathbb{S}_{1}^{3}$, with radius $r>1$.

## 5. L-parabolicity of linear Weingarten hypersurfaces

Recall that a Riemannian manifold $M^{n}$ is said to be parabolic if the constant functions are the only subharmonic functions on $M^{n}$ which are bounded from above; that is, for a function $u \in \mathcal{C}^{2}(M)$

$$
\Delta u \geq 0 \quad \text { and } \quad u \leq u^{*}<+\infty \quad \text { imply } u=\text { constant. }
$$

So, considering the Cheng-Yau modified operator $L$ given in (3-3), we say that $M^{n}$ is $L$-parabolic if the only solutions of the inequality $L(u) \geq 0$ which are bounded from above are the constant functions. In this setting, and motivated by Theorem 3 in [Alías et al. 2012], we have the following result.

Theorem 12. Let $M^{n}$ be a complete linear Weingarten spacelike hypersurface immersed in de Sitter space $\mathbb{S}_{1}^{n+1}, n \geq 3$, such that $R=a H+b$ with $0<b \leq R<$ $(n-2) / n$. Suppose that $M^{n}$ is not totally umbilical. If $M^{n}$ is $L$-parabolic, then

$$
\begin{equation*}
\sup _{M}|\Phi|^{2} \geq \alpha(n, a, b)>0, \tag{5-1}
\end{equation*}
$$

with equality if and only if $M^{n}$ is isometric to a hyperbolic cylinder $\mathbb{H}^{1}(r) \times$ $\mathbb{S}^{n-1}\left(\sqrt{1+r^{2}}\right)$ of radius $r>0$.

Proof. If $\sup _{M}|\Phi|^{2}=+\infty$ then there is nothing to prove. Since $M^{n}$ is not totally umbilical, we consider the case that $0<\sup _{M}|\Phi|^{2}<+\infty$. In this case, reasoning as in the first part of the proof of Theorem 8, we guarantee that $\sup _{M}|\Phi|^{2} \geq \alpha(n, a, b)$. Moreover, if equality holds in (5-1), then we have $\varphi_{a, b}(|\Phi|) \geq 0$ and, consequently, $L\left(|\Phi|^{2}\right) \geq 0$ on $M^{n}$. Hence, from the $L$-parabolicity of $M^{n}$ we conclude that the function $u=|\Phi|^{2}$ must be constant and equal to $\alpha(n, a, b)$. Therefore, at this point, we can reason as in the proof of Theorem 8.

We close our paper establishing the following $L$-parabolicity criterion.
Proposition 13. Let $M^{n}$ be a complete linear Weingarten spacelike hypersurface immersed in $\mathbb{S}_{1}^{n+1}$ such that $R=a H+b$ with $b \leq 1$. In the case $b=1$, assume further that mean curvature function $H$ does not change sign and $b \leq R$. If
$\sup _{M}|\Phi|^{2}<+\infty$ and, for some reference point $o \in M^{n}$,

$$
\begin{equation*}
\int_{0}^{+\infty} \frac{d r}{\operatorname{vol}\left(\partial B_{r}\right)}=+\infty \tag{5-2}
\end{equation*}
$$

then $M^{n}$ is L-parabolic. Here $B_{r}$ denotes the geodesic ball of radius $r$ in $M^{n}$ centered at the origin $o$.

Proof. By a straightforward computation we can check from (3-4) that

$$
\begin{equation*}
L(u)=\operatorname{div}(P(\nabla u)) \tag{5-3}
\end{equation*}
$$

for any $u \in \mathcal{C}^{2}(M)$, where $P$ is defined in (3-5).
Now, we consider on $M^{n}$ the symmetric $(0,2)$ tensor field $h$ given by $h(X, Y)=$ $\langle P X, Y\rangle$, or, equivalently, $h(\nabla u, \cdot)^{\sharp}=P(\nabla u)$, where ${ }^{\sharp}: T^{*} M \rightarrow T M$ denotes the musical isomorphism. Thus, from (5-3) we get

$$
L(u)=\operatorname{div}\left(h(\nabla u, \cdot)^{\sharp}\right)
$$

On the other hand, as $\sup _{M}|\Phi|^{2}<+\infty$, from (4-16), we have that $\sup _{M} H<+\infty$. So, we can define a positive continuous function $h_{+}$on $[0,+\infty)$, by

$$
\begin{equation*}
h_{+}(r)=2 n \sup _{\partial B_{r}} H+(n-1) a . \tag{5-4}
\end{equation*}
$$

Thus, from (5-4) we have

$$
\begin{equation*}
h_{+}(r)=2 n \sup _{\partial B_{r}} H+(n-1) a \leq 2 n \sup _{M} H+(n-1) a<+\infty . \tag{5-5}
\end{equation*}
$$

Hence, from (5-2) and (5-5) we get

$$
\int_{0}^{+\infty} \frac{d r}{h_{+}(r) \operatorname{vol}\left(\partial B_{r}\right)}=+\infty
$$

Therefore, we can apply Theorem 2.6 of [Pigola et al. 2005] to conclude the proof.
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#### Abstract

We use the theory of $\boldsymbol{U}_{\boldsymbol{q}}$-tilting modules to construct cellular bases for centralizer algebras. Our methods are quite general and work for any quantum group $U_{q}$ attached to a Cartan matrix and include the nonsemisimple cases for $\boldsymbol{q}$ being a root of unity and ground fields of positive characteristic. Our approach also generalizes to certain categories containing infinite-dimensional modules. As applications, we give a new semisimplicity criterion for centralizer algebras, and we recover the cellularity of several known algebras (with partially new cellular bases) which all fit into our general setup.
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## 1. Introduction

Fix any field $\mathbb{K}$ and set $\mathbb{K}^{*}=\mathbb{K}-\{0,-1\}$ if $\operatorname{char}(\mathbb{K})>2$ and $\mathbb{K}^{*}=\mathbb{K}-\{0\}$ otherwise. Let $\boldsymbol{U}_{q}(\mathfrak{g})$ be the quantum group over $\mathbb{K}$ for a fixed, arbitrary parameter $q \in \mathbb{K}^{*}$ associated to a simple Lie algebra $\mathfrak{g}$. The main result in this paper is the following:

Theorem (Cellularity of endomorphism algebras). Let $T$ be a $\boldsymbol{U}_{q}(\mathfrak{g})$-tilting module. Then $\operatorname{End}_{U_{q}(\mathfrak{g})}(T)$ is a cellular algebra (in the sense of [Graham and Lehrer 1996]).

It is important to note that cellular bases are not unique. In particular, a single algebra can have many cellular bases. As a concrete application, see Section 5B, we construct (several) new cellular bases for the Temperley-Lieb algebra depending on the ground field and the choice of deformation parameter. These bases differ therefore for instance from the construction in [Graham and Lehrer 1996, Section 6] of cellular bases for the Temperley-Lieb algebras. Moreover, we also show that some of our bases for the Temperley-Lieb algebra can be equipped with a $\mathbb{Z}$ grading which is in contrast to Graham and Lehrer's bases. Our bases also depend heavily on the characteristic of $\mathbb{K}$ (and on $q \in \mathbb{K}^{*}$ ). Hence, they see more of the characteristic (and parameter) depended representation theory, but are also more difficult to construct explicitly.

We stress that the cellularity itself can be deduced from general theory. Namely, any $\boldsymbol{U}_{q}(\mathfrak{g})$-tilting module $T$ is a summand of a full $\boldsymbol{U}_{q}(\mathfrak{g})$-tilting module $\tilde{T}$. By [Ringel 1991, Theorem 6], $\operatorname{End}_{U_{q}(\mathfrak{g})}(\tilde{T})$ is quasihereditary and comes equipped with an involution as we explain in Section 3C. Thus, it is cellular; see [König and Xi 1998]. By their Theorem 4.3, this induces the cellularity of the idempotent truncation $\operatorname{End}_{U_{q}(\mathfrak{g})}(T)$. In contrast, our approach provides the existence and a method of construction of many cellular bases. It generalizes to the infinite-dimensional Lie theory situation and has other nice consequences that we will explore in this paper. In particular, our results give a novel semisimplicity criterion for $\operatorname{End}_{U_{q}(\mathfrak{g})}(T)$; see Theorem 4.13. This together with the Jantzen sum formula gives rise to a new way to obtain semisimplicity criteria for these algebras (we explain and explore this in [Andersen et al. 2017] where we recover semisimplicity criteria for several algebras using the results of this paper). Here a crucial fact is that the tensor product of $\boldsymbol{U}_{q}$-tilting modules is again a $\boldsymbol{U}_{q}$-tilting module; see [Paradowski 1994]. This implies that our results also vastly generalize [Westbury 2009] to the nonsemisimple cases (where our main theorem is nontrivial).

The framework. Given any simple, complex Lie algebra $\mathfrak{g}$, we can assign to it a quantum deformation $\boldsymbol{U}_{v}=\boldsymbol{U}_{v}(\mathfrak{g})$ of its universal enveloping algebra by deforming its Serre presentation. (Here $v$ is a generic parameter and $\boldsymbol{U}_{v}$ is an $\mathbb{Q}(v)$-algebra.) The representation theory of $\boldsymbol{U}_{v}$ shares many similarities with that of $\mathfrak{g}$. In particular,
the category ${ }^{1} \boldsymbol{U}_{v}$-Mod is semisimple.
But one can spice up the story drastically: the quantum group $\boldsymbol{U}_{q}=\boldsymbol{U}_{q}(\mathfrak{g})$ is obtained by specializing $v$ to an arbitrary $q \in \mathbb{K}^{*}$. In particular, we can take $q$ to be a root of unity ${ }^{2}$. In this case $\boldsymbol{U}_{q}$-Mod is not semisimple anymore, which makes the representation theory much more interesting. It has many connections and applications in different directions, e.g., the category has a neat combinatorics, is related to the corresponding almost-simple, simply connected algebraic group $G$ over $\mathbb{K}$ with char $(\mathbb{K})$ prime; see for example [Andersen et al. 1994] or [Lusztig 1989], to the representation theory of affine Kac-Moody algebras, see [Kazhdan and Lusztig 1994] or [Tanisaki 2004], and to ( $2+1$ )-TQFTs and the Witten-ReshetikhinTuraev invariants of 3-manifolds; see for example [Turaev 2010].

Semisimplicity in light of our main result means the following. If we take $\mathbb{K}=\mathbb{C}$ and $q= \pm 1$, then our result says that the algebra $\operatorname{End}_{U_{q}}(T)$ is cellular for any $\boldsymbol{U}_{q}$-module $T \in \boldsymbol{U}_{q}$-Mod because in this case all $\boldsymbol{U}_{q}$-modules are $\boldsymbol{U}_{q}$-tilting modules. This is no surprise: when $T$ is a direct sum of simple $\boldsymbol{U}_{q}$-modules, then $\operatorname{End}_{U_{q}}(T)$ is a direct sum of matrix algebras $M_{n}(\mathbb{K})$. Likewise, for any $\mathbb{K}$, if $q \in \mathbb{K}^{*}-\{1\}$ is not a root of unity, then $\boldsymbol{U}_{q}$-Mod is still semisimple and our result is (almost) standard. But even in the semisimple case we can say more: we get an Artin-Wedderburn basis as a cellular basis for $\operatorname{End}_{U_{q}}(T)$, i.e., a basis realizing the decomposition of $\operatorname{End}_{U_{q}}(T)$ into its matrix components; see Section 5A.

On the other hand, if $q=1$ and $\operatorname{char}(\mathbb{K})>0$ or if $q \in \mathbb{K}^{*}$ is a root of unity, then $\boldsymbol{U}_{q}$-Mod is far from being semisimple and our result gives many interesting cellular algebras.

For example, if $G=\mathrm{GL}(V)$ for some $n$-dimensional $\mathbb{K}$-vector space $V$, then $T=V^{\otimes d}$ is a $G$-tilting module for any $d \in \mathbb{Z}_{\geq 0}$. By Schur-Weyl duality we have

$$
\begin{equation*}
\Phi_{\mathrm{SW}}: \mathbb{K}\left[S_{d}\right] \rightarrow \operatorname{End}_{G}(T) \quad \text { and } \quad \Phi_{\mathrm{SW}}: \mathbb{K}\left[S_{d}\right] \xrightarrow{\cong} \operatorname{End}_{G}(T), \text { if } n \geq d \text {, } \tag{1}
\end{equation*}
$$

where $\mathbb{K}\left[S_{d}\right]$ is the group algebra of the symmetric group $S_{d}$ in $d$ letters. We can realize this as a special case in our framework by taking $q=1, n \geq d$ and $\mathfrak{g}=\mathfrak{g l}_{n}$ (although $\mathfrak{g l}_{n}$ is not a simple, complex Lie algebra, our approach works fine for it as well). On the other hand, by taking $q$ arbitrary in $\mathbb{K}^{*}-\{1\}$ and $n \geq d$, the group algebra $\mathbb{K}\left[S_{d}\right]$ is replaced by the type $A_{d-1}$ Iwahori-Hecke algebra $\mathcal{H}_{d}(q)$ over $\mathbb{K}$ and our theorem gives cellular bases for this algebra as well. Note that one underlying fact why (1) stays true in the nonsemisimple case is that $\operatorname{dim}\left(\operatorname{End}_{G}(T)\right)$ is independent of the characteristic of $\mathbb{K}$ (and of the parameter $q$ in the quantum case), since $T$ is a $G$-tilting module.

[^2]Of course, both $\mathbb{K}\left[S_{d}\right]$ and $\mathcal{H}_{d}(q)$ are known to be cellular (these cases were one of the main motivations of Graham and Lehrer to introduce the notion of cellular algebras), but the point we want to make is that they fit into our more general framework.

The following known cellularity properties can also be recovered directly from our approach. And moreover in most of the examples we either have no or only some mild restrictions on $\mathbb{K}$ and $q \in \mathbb{K}^{*}$.

- As sketched above, the algebras $\mathbb{K}\left[S_{d}\right]$ and $\mathcal{H}_{d}(q)$ and their quotients under $\Phi_{\text {SW }}$.
- The Temperley-Lieb algebras $\mathcal{T} \mathcal{L}_{d}(\delta)$ introduced in [Temperley and Lieb 1971].
- Other less well-known endomorphism algebras for $\mathfrak{s l}_{2}$-related tilting modules appearing in more recent work, e.g., [Andersen et al. 2015a], [Andersen and Tubbenhauer 2017] or [Rose and Tubbenhauer 2016].
- Spider algebras in the sense of [Kuperberg 1996].
- Quotients of the group algebras of $\mathbb{Z} / r \mathbb{Z}{ }^{2} S_{d}$ and its quantum version $\mathcal{H}_{d, r}(q)$, the Ariki-Koike algebras introduced in [Ariki and Koike 1994]. This includes the Ariki-Koike algebras themselves and thus, the Hecke algebras of type $B$. This also includes Martin and Saleur's [1994] blob algebras $\mathcal{B} \mathcal{L}_{d}(q, m)$ and (quantized) rook monoid algebras (also called Solomon algebras) $\mathcal{R}_{d}(q)$ in the spirit of [Solomon 1990].
- Brauer algebras $\mathcal{B}_{d}(\delta)$, introduced in [Brauer 1937] in the context of classical invariant theory, and related algebras, e.g., the walled Brauer algebras $\mathcal{B}_{r, s}(\delta)$ as in [Koike 1989] and [Turaev 1989], and the Birman-Murakami-Wenzl algebras $\mathcal{B M N}_{d}(\delta)$, in the sense of [Birman and Wenzl 1989] and [Murakami 1987].

Our methods also apply for some categories containing infinite-dimensional modules. For example, with a little bit more care, one could allow $T$ to be a not necessarily finite-dimensional $\boldsymbol{U}_{q}$-tilting module. Moreover, our methods also include the $B G G$ category $\mathcal{O}$, its parabolic subcategories $\mathcal{O}^{\mathfrak{p}}$ and its quantum cousin $\mathcal{O}_{q}$ from [Andersen and Mazorchuk 2015]. For example, using the "big projective tilting" in the principal block, we get a cellular basis for the coinvariant algebra of the Weyl group associated to $\mathfrak{g}$. In fact, we get a vast generalization of this, e.g., we can fit generalized Khovanov arc algebras, see, e.g., [Brundan and Stroppel 2011a], $\mathfrak{s l}_{n}$-web algebras, see, e.g., [Mackaay et al. 2014], cyclotomic Khovanov-Lauda and Rouquier algebras of type A, see [Khovanov and Lauda 2009; 2011] or [Rouquier 2008], for which we obtain cellularity via the connection to cyclotomic quotients of the degenerate affine Hecke algebra, see [Brundan and Kleshchev 2009], cyclotomic $\mathbb{W}_{d}$-algebras, see, e.g., [Ehrig and Stroppel 2013] and cyclotomic quotients of affine Hecke algebras $\mathbf{H}_{\varangle<, d}^{s}$, see, e.g., [Rouquier et al. 2016], into our framework as well; see Section 5A. However, we will for simplicity
focus on the finite-dimensional world. Here we provide all necessary tools and arguments in great detail, sometimes, for brevity, only in an extra file [Andersen et al. 2015b]. See also Remark 1.

Following Graham and Lehrer's approach, our cellular bases for $\operatorname{End}_{U_{q}}(T)$ provide also $\operatorname{End}_{U_{q}}(T)$-cell modules, the classification of simple $\operatorname{End}_{U_{q}}(T)$-modules, etc. We give an interpretation of this in our setting as well; see Section 4. For instance, we deduce a new criterion for semisimplicity of $\operatorname{End}_{U_{q}}(T)$; see Theorem 4.13.
Remark 1. Instead of working with the infinite-dimensional algebra $\boldsymbol{U}_{q}$, we could also work with a finite-dimensional, quasihereditary algebra (with a suitable antiinvolution). By using results summarized in [Donkin 1998, Appendix], our constructions will go through very much in the same spirit as for $\boldsymbol{U}_{q}$. However, using $\boldsymbol{U}_{q}$ has some advantages. For example, we can construct an abundance of cellular bases (for the explicit construction of our basis we need "weight spaces" such that, e.g., (2) or Lemma 3.4 work). Having several cellular bases is certainly an advantage, although calculating these is in general a nontrivial task. (For example, getting an explicit understanding of the endomorphisms giving rise to the cellular basis is a tough challenge, but see [Riche and Williamson 2015] for some crucial steps in this direction.) As a direct consequence of the existence of many cellular bases most of the algebras appearing in our list of examples above can be additionally equipped with a $\mathbb{Z}$-grading. The basis elements from Theorem 3.9 can be chosen such that our approach leads to a $\mathbb{Z}$-graded cellular basis in the sense of [ Hu and Mathas 2010]. We make this more precise in the case of the Temperley-Lieb algebras, but one could for instance also recover the $\mathbb{Z}$-graded cellular bases of the Brauer algebras from [Ehrig and Stroppel 2016a] from our approach. We stress that in both cases the cellular bases in [Graham and Lehrer 1996, § 4 and 6] are not $\mathbb{Z}$-graded. To keep the paper within reasonable boundaries, we do not treat the graded setup in detail.

## 2. Quantum groups, their representations and tilting modules

We briefly recall some facts we need in this paper. Details can be found, e.g., in [Andersen et al. 1991] and [Jantzen 1996], or [Donkin 1998] and [Jantzen 2003]. For notations and arguments adopted to our situation see [Andersen et al. 2015b]. See also [Ringel 1991] and [Donkin 1993] for the classical treatment of tilting modules (in the modular case). As before, we fix a field $\mathbb{K}$ over which we work throughout.

2A. The quantum group $\boldsymbol{U}_{\boldsymbol{q}}$. Let $\Phi$ be a finite root system in an Euclidean space $E$. We fix a choice of positive roots $\Phi^{+} \subset \Phi$ and simple roots $\Pi \subset \Phi^{+}$. We assume that we have $n$ simple roots that we denote by $\alpha_{1}, \ldots, \alpha_{n}$. For each $\alpha \in \Phi$, we denote by $\alpha^{\vee} \in \Phi^{\vee}$ the corresponding coroot. Then $\boldsymbol{A}=\left(\left\langle\alpha_{i}, \alpha_{j}^{\vee}\right\rangle\right)_{i, j=1}^{n}$ is called the Cartan matrix.

By the set of (integral) weights we mean $X=\left\{\lambda \in E \mid\left\langle\lambda, \alpha_{i}^{\vee}\right\rangle \in \mathbb{Z}\right.$ for all $\left.\alpha_{i} \in \Pi\right\}$. The dominant (integral) weights $X^{+}$are those $\lambda \in X$ such that $\left\langle\lambda, \alpha_{i}^{\vee}\right\rangle \geq 0$ for all $\alpha_{i} \in \Pi$.

Recall that there is a partial ordering on $X$ given by $\mu \leq \lambda$ if and only if $\lambda-\mu$ is an $\mathbb{Z}_{\geq 0}$-valued linear combination of the simple roots, that is, $\lambda-\mu=\sum_{i=1}^{n} a_{i} \alpha_{i}$ with $a_{i} \in \mathbb{Z}_{\geq 0}$.

We denote by $\boldsymbol{U}_{q}=\boldsymbol{U}_{q}(\boldsymbol{A})$ the quantum enveloping algebra attached to a Cartan matrix $\boldsymbol{A}$ and specialized at $q \in \mathbb{K}^{*}$, where we follow [Andersen et al. 1991] with our conventions. Note $\boldsymbol{U}_{q}$ always means the quantum group over $\mathbb{K}$ defined via Lusztig's divided power construction. (Thus, we have generators $K_{i}, E_{i}$ and $F_{i}$ for all $i=1, \ldots, n$ as well as divided power generators.) We have a decomposition $\boldsymbol{U}_{q}=\boldsymbol{U}_{q}^{-} \boldsymbol{U}_{q}^{0} \boldsymbol{U}_{q}^{+}$, with subalgebras generated by the $F, K$ and $E$ respectively (and some divided power generators; see, e.g., their Section 1). Note we can recover the generic case $\boldsymbol{U}_{v}=\boldsymbol{U}_{v}(\boldsymbol{A})$ by choosing $\mathbb{K}=\mathbb{Q}(v)$ and $q=v$.

It is worth noting that $\boldsymbol{U}_{q}$ is a Hopf algebra, so its module category is a monoidal category with duals. We denote by $\boldsymbol{U}_{q}$-Mod the category of finite-dimensional $\boldsymbol{U}_{q}$-modules (of type 1, see [Andersen et al. 1991, Section 1.4]). We consider only such $\boldsymbol{U}_{q}$-modules in what follows.

Recall that there is a contravariant, character-preserving duality functor $\mathcal{D}$ that is defined on the $\mathbb{K}$-vector space level via $\mathcal{D}(M)=M^{*}($ the $\mathbb{K}$-linear dual of $M$ ) and an action of $\boldsymbol{U}_{q}$ on $\mathcal{D}(M)$ is defined as follows: Let $\omega: \boldsymbol{U}_{q} \rightarrow \boldsymbol{U}_{q}$ be the automorphism of $\boldsymbol{U}_{q}$ which interchanges $E_{i}$ and $F_{i}$ and interchanges $K_{i}$ and $K_{i}^{-1}$ (see, e.g., [Jantzen 1996, Lemma 4.6], which extends to our setup without difficulties). Then define $u f=m \mapsto f(\omega(S(u)) m)$ for $u \in \boldsymbol{U}_{q}, f \in \mathcal{D}(M), m \in M$. Given any $\boldsymbol{U}_{q}-$ homomorphism $f$ between $\boldsymbol{U}_{q}$-modules, we also write $\mathrm{i}(f)=\mathcal{D}(f)$. This duality gives rise to the involution in our cellular datum from Section 3C.

Assumption 2.1. If $q$ is a root of unity, then, to avoid technicalities, we assume that $q$ is a primitive root of unity of odd order $l$. A treatment of the even case, that can be used to repeat everything in this paper in the case where $l$ is even, can be found in [Andersen 2003]. Moreover, in case of type $G_{2}$ we additionally assume that $l$ is prime to 3 .

For each $\lambda \in X^{+}$there is a Weyl $\boldsymbol{U}_{q}$-module $\Delta_{q}(\lambda)$ and a dual Weyl $\boldsymbol{U}_{q}$-module $\nabla_{q}(\lambda)$ satisfying $\mathcal{D}\left(\Delta_{q}(\lambda)\right) \cong \nabla_{q}(\lambda)$. The $\boldsymbol{U}_{q}$-module $\Delta_{q}(\lambda)$ has a unique simple head $L_{q}(\lambda)$ which is the unique simple socle of $\nabla_{q}(\lambda)$. Thus, there is a (up to scalars) unique $\boldsymbol{U}_{q}$-homomorphism

$$
\begin{equation*}
c^{\lambda}: \Delta_{q}(\lambda) \rightarrow \nabla_{q}(\lambda) \quad \text { (mapping head to socle). } \tag{2}
\end{equation*}
$$

This relies on the fact that $\Delta_{q}(\lambda)$ and $\nabla_{q}(\lambda)$ both have one-dimensional $\lambda$-weight spaces. The same fact implies that $\operatorname{End}_{U_{q}}\left(L_{q}(\lambda)\right) \cong \mathbb{K}$ for all $\lambda \in X^{+}$; see [Andersen
et al. 1991, Corollary 7.4]. This last property fails for quasihereditary algebras in general when $\mathbb{K}$ is not algebraically closed.

Theorem 2.2 (Ext-vanishing). We have for all $\lambda, \mu \in X^{+}$that

$$
\operatorname{Ext}_{U_{q}}^{i}\left(\Delta_{q}(\lambda), \nabla_{q}(\mu)\right) \cong \begin{cases}\mathbb{K} c^{\lambda} & \text { if } i=0 \text { and } \lambda=\mu, \\ 0 & \text { else. }\end{cases}
$$

We have to enlarge the category $\boldsymbol{U}_{q}$-Mod by not necessarily finite-dimensional $\boldsymbol{U}_{q}$ modules to have enough injectives such that the Ext ${ }_{U_{q}}^{i}$-functors make sense by using $q$-analogous arguments as in [Jantzen 2003, Part I, Chapter 3]. However, $\boldsymbol{U}_{q}$-Mod has enough injectives in characteristic zero; see [Andersen 1992, Proposition 5.8] for a treatment of the nonsemisimple cases.

Proof. Similar to the modular analog treated in [Jantzen 2003, Proposition II.4.13] (a proof in our notation can be found in [Andersen et al. 2015b]).

2B. Tilting modules and Ext-vanishing. We say that a $\boldsymbol{U}_{q}$-module $M$ has a $\Delta_{q}$ filtration if there exists some $k \in \mathbb{Z}_{\geq 0}$ and a finite descending sequence of $\boldsymbol{U}_{q}$ submodules

$$
M=M_{0} \supset M_{1} \supset \cdots \supset M_{k^{\prime}} \supset \cdots \supset M_{k-1} \supset M_{k}=0,
$$

such that $M_{k^{\prime}} / M_{k^{\prime}+1} \cong \Delta_{q}\left(\lambda_{k^{\prime}}\right)$ for all $k^{\prime}=0, \ldots, k-1$ and some $\lambda_{k^{\prime}} \in X^{+}$. A $\nabla_{q}$-filtration is defined similarly, but using a finite ascending sequence of $\boldsymbol{U}_{q^{-}}$ submodules and the $\nabla_{q}(\lambda)$ instead of the $\Delta_{q}(\lambda)$. We denote by $\left(M: \Delta_{q}(\lambda)\right)$ and ( $N: \nabla_{q}(\lambda)$ ) the corresponding multiplicities, which are well-defined by Corollary 2.3. Note that a $\boldsymbol{U}_{q}$-module $M$ has a $\Delta_{q}$-filtration if and only if its dual $\mathcal{D}(M)$ has a $\nabla_{q}$-filtration.

A corollary of the Ext-vanishing theorem is the following, whose proof is left to the reader or can be found in [Andersen et al. 2015b]. (Note that the proof of Corollary 2.3 therein gives, in principle, a method to find and construct bases of $\operatorname{Hom}_{U_{q}}\left(M, \nabla_{q}(\lambda)\right)$ and $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), N\right)$ respectively.)
Corollary 2.3. Let $M, N \in \boldsymbol{U}_{q}$-Mod and $\lambda \in X^{+}$. Assume that $M$ has a $\Delta_{q}$-filtration and $N$ has a $\nabla_{q}$-filtration. Then
$\operatorname{dim}\left(\operatorname{Hom}_{U_{q}}\left(M, \nabla_{q}(\lambda)\right)\right)=\left(M: \Delta_{q}(\lambda)\right) \quad$ and $\quad \operatorname{dim}\left(\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), N\right)\right)=\left(N: \nabla_{q}(\lambda)\right)$. In particular, $\left(M: \Delta_{q}(\lambda)\right)$ and $\left(N: \nabla_{q}(\lambda)\right)$ are independent of the choice of filtrations.
Proposition 2.4 (Donkin's Ext-criteria). The following are equivalent:
(a) An $M \in \boldsymbol{U}_{q}$-Mod has a $\Delta_{q}$-filtration (resp. $N \in \boldsymbol{U}_{q}$-Mod has a $\nabla_{q}$-filtration).
(b) We have $\operatorname{Ext}_{U_{q}}^{i}\left(M, \nabla_{q}(\lambda)\right)=0\left(\right.$ resp. $\left.\operatorname{Ext}_{U_{q}}^{i}\left(\Delta_{q}(\lambda), N\right)=0\right)$ for all $\lambda \in X^{+}$and all $i>0$.
(c) We have $\operatorname{Ext}_{U_{q}}^{1}\left(M, \nabla_{q}(\lambda)\right)=0\left(r e s p . \operatorname{Ext}_{U_{q}}^{1}\left(\Delta_{q}(\lambda), N\right)=0\right)$ for all $\lambda \in X^{+}$.

Proof. As in [Jantzen 2003, Proposition II.4.16]. A proof in our notation can be found in [Andersen et al. 2015b].

A $\boldsymbol{U}_{q}$-module $T$ which has both, a $\Delta_{q}$ - and a $\nabla_{q}$-filtration, is called a $\boldsymbol{U}_{q}$-tilting module. Following [Donkin 1993], we are now ready to define the category of $\boldsymbol{U}_{q}$-tilting modules that we denote by $\boldsymbol{\mathcal { T }}$. This category is our main object of study.

Definition 2.5 (Category of $\boldsymbol{U}_{q}$-tilting modules). The category $\boldsymbol{\mathcal { T }}$ is the full subcategory of $\boldsymbol{U}_{q}$-Mod whose objects are given by all $\boldsymbol{U}_{q}$-tilting modules.

From Proposition 2.4 we obtain directly an important statement.

## Corollary 2.6. Let $T \in \boldsymbol{U}_{q}$-Mod. Then

$T \in \mathcal{T} \quad$ if and only if $\quad \operatorname{Ext}_{\boldsymbol{U}_{q}}^{1}\left(T, \nabla_{q}(\lambda)\right)=0=\operatorname{Ext}_{\boldsymbol{U}_{q}}^{1}\left(\Delta_{q}(\lambda), T\right) \quad$ for all $\lambda \in X^{+}$.
When $T \in \mathcal{T}$, the corresponding higher Ext-groups vanish as well.
The indecomposable $\boldsymbol{U}_{q}$-modules in $\mathcal{T}$, that we denote by $T_{q}(\lambda)$, are indexed by $\lambda \in X^{+}$. The $\boldsymbol{U}_{q}$-tilting module $T_{q}(\lambda)$ is determined by the property that it is indecomposable with $\lambda$ as its unique maximal weight. In fact, $\left(T_{q}(\lambda): \Delta_{q}(\lambda)\right)=1$, and $\left(T_{q}(\lambda): \Delta_{q}(\mu)\right) \neq 0$ only if $\mu \leq \lambda$. (Dually for $\nabla_{q}$-filtrations.)

Note that the duality functor $\mathcal{D}$ from above restricts to $\mathcal{T}$. Moreover, as a consequence of the classification of indecomposable $\boldsymbol{U}_{q}$-modules in $\mathcal{T}$, we have $\mathcal{D}(T) \cong T$ for $T \in \mathcal{T}$. In particular, we have for all $\lambda \in X^{+}$that

$$
\left(T: \Delta_{q}(\lambda)\right)=\operatorname{dim}\left(\operatorname{Hom}_{U_{q}}\left(T, \nabla_{q}(\lambda)\right)\right)=\operatorname{dim}\left(\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), T\right)\right)=\left(T: \nabla_{q}(\lambda)\right)
$$

It is known that $\mathcal{T}$ is a Krull-Schmidt category, closed under finite direct sums, taking summands and finite tensor products (the latter is a nontrivial fact, see [Paradowski 1994, Theorem 3.3]).

For a fixed $\lambda \in X^{+}$we have $\boldsymbol{U}_{q}$-homomorphisms

$$
\Delta_{q}(\lambda) \stackrel{\iota^{\lambda}}{\longrightarrow} T_{q}(\lambda) \xrightarrow{\pi^{\lambda}} \nabla_{q}(\lambda),
$$

where $\iota^{\lambda}$ is the inclusion of the first $\boldsymbol{U}_{q}$-submodule in a $\Delta_{q}$-filtration of $T_{q}(\lambda)$ and $\pi^{\lambda}$ is the surjection onto the last quotient in a $\nabla_{q}$-filtration of $T_{q}(\lambda)$. Note that these are only defined up to scalars and we fix scalars in the following such that $\pi^{\lambda} \circ \iota^{\lambda}=c^{\lambda}$ (where $c^{\lambda}$ is again the $\boldsymbol{U}_{q}$-homomorphism from (2)).

Remark 2. Let $T \in \mathcal{T}$. An easy argument (based on Theorem 2.2) shows the following crucial fact:

$$
\begin{align*}
\operatorname{Ext}_{U_{q}}^{1}\left(\Delta_{q}(\lambda), T\right) & =0=\operatorname{Ext}_{U_{q}}^{1}\left(T, \nabla_{q}(\lambda)\right)  \tag{3}\\
\Rightarrow \operatorname{Ext}_{U_{q}}^{1}\left(\operatorname{coker}\left(\iota^{\lambda}\right), T\right) & =0=\operatorname{Ext}_{U_{q}}^{1}\left(T, \operatorname{ker}\left(\pi^{\lambda}\right)\right)
\end{align*}
$$

for all $\lambda \in X^{+}$. Consequently, we see that any $\boldsymbol{U}_{q}$-homomorphism $g: \Delta_{q}(\lambda) \rightarrow T$ extends to a $\boldsymbol{U}_{q}$-homomorphism $\bar{g}: T_{q}(\lambda) \rightarrow T$ whereas any $\boldsymbol{U}_{q}$-homomorphism $f: T \rightarrow \nabla_{q}(\lambda)$ factors through $T_{q}(\lambda)$ via some $\bar{f}: T \rightarrow T_{q}(\lambda)$.
Remark 3. In [Andersen et al. 2015b] it is described in detail how to compute ( $\left.T_{q}(\lambda): \Delta_{q}(\mu)\right)$ for $\lambda, \mu \in X^{+}$. This can be done algorithmically in case $q$ is a complex, primitive $l$-th root of unity, i.e., one can use Soergel's version of the affine parabolic Kazhdan-Lusztig polynomials. For brevity, we do not recall the definition of these polynomials here, but refer to [Soergel 1997, Section 3] where the relevant polynomials are denoted $n_{y, x}$ (and where all the other relevant notions are defined). The main point for us is the following theorem due to Soergel [1998, Theorem 5.12] (see also [Soergel 1997, Conjecture 7.1]): Suppose $\mathbb{K}=\mathbb{C}$ and $q$ is a complex, primitive $l$-th root of unity. For each pair $\lambda, \mu \in X^{+}$with $\lambda$ being an $l$-regular $\boldsymbol{U}_{q}$-weight (that is, $T_{q}(\lambda)$ belongs to a regular block of $\mathcal{T}$ ) we have (with $n_{\mu \lambda}$ equal to the relevant $n_{y, x}$ )

$$
\left(T_{q}(\lambda): \Delta_{q}(\mu)\right)=n_{\mu \lambda}(1)=\left(T_{q}(\lambda): \nabla_{q}(\mu)\right) .
$$

From this one obtains a method to find the indecomposable summands of $\boldsymbol{U}_{q}$-tilting modules with known characters (e.g., tensor products of minuscule representations).

## 3. Cellular structures on endomorphism algebras

In this section we give our construction of cellular bases for endomorphism rings $\operatorname{End}_{\boldsymbol{U}_{q}}(T)$ of $\boldsymbol{U}_{q}$-tilting modules $T$ and prove our main result, that is, Theorem 3.9.

The main tool is Theorem 3.1. The proof of the latter needs several ingredients which we establish in the form of separate lemmas collected in Section 3B.

3A. The basis theorem. As before, we consider the category $\boldsymbol{U}_{q}$-Mod. Moreover, we fix two $\boldsymbol{U}_{q}$-modules $M, N$, where we assume that $M$ has a $\Delta_{q}$-filtration and $N$ has a $\nabla_{q}$-filtration. Then, by Corollary 2.3 , we have

$$
\begin{equation*}
\operatorname{dim}\left(\operatorname{Hom}_{U_{q}}(M, N)\right)=\sum_{\lambda \in X^{+}}\left(M: \Delta_{q}(\lambda)\right)\left(N: \nabla_{q}(\lambda)\right) . \tag{4}
\end{equation*}
$$

We point out that the sum in (4) is actually finite since $\left(M: \Delta_{q}(\lambda)\right) \neq 0$ for only a finite number of $\lambda \in X^{+}$. (Dually, $\left(N: \nabla_{q}(\lambda)\right) \neq 0$ for only finitely many $\lambda \in X^{+}$.)

Given $\lambda \in X^{+}$, we define for $\left(N: \nabla_{q}(\lambda)\right)>0$, respectively for $\left(M: \Delta_{q}(\lambda)\right)>0$, the two sets

$$
\mathcal{I}^{\lambda}=\left\{1, \ldots,\left(N: \nabla_{q}(\lambda)\right)\right\} \quad \text { and } \quad \mathcal{J}^{\lambda}=\left\{1, \ldots,\left(M: \Delta_{q}(\lambda)\right)\right\} .
$$

By convention, $\mathcal{I}^{\lambda}=\varnothing$ and $\mathcal{J}^{\lambda}=\varnothing$ if $\left(N: \nabla_{q}(\lambda)\right)=0$, respectively if $\left(M: \Delta_{q}(\lambda)\right)=0$.
We can fix a basis of $\operatorname{Hom}_{U_{q}}\left(M, \nabla_{q}(\lambda)\right)$ indexed by $\mathcal{J}^{\lambda}$. We denote this fixed basis by $F^{\lambda}=\left\{f_{j}^{\lambda}: M \rightarrow \nabla_{q}(\lambda) \mid j \in \mathcal{J}^{\lambda}\right\}$. By Proposition 2.4 and (3), we see
that all elements of $F^{\lambda}$ factor through the $\boldsymbol{U}_{q}$-tilting module $T_{q}(\lambda)$, i.e., we have commuting diagrams


We call $\bar{f}_{j}^{\lambda}$ a lift of $f_{j}^{\lambda}$. (Note that a lift $\bar{f}_{j}{ }^{\lambda}$ is not unique.) Dually, we can choose a basis of $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), N\right)$ as $G^{\lambda}=\left\{g_{i}^{\lambda}: \Delta_{q}(\lambda) \rightarrow N \mid i \in \mathcal{I}^{\lambda}\right\}$, which extends to give (a nonunique) lift $\bar{g}_{i}^{\lambda}: T_{q}(\lambda) \rightarrow N$ such that $\bar{g}_{i}^{\lambda} \circ \iota^{\lambda}=g_{i}^{\lambda}$ for all $i \in \mathcal{I}^{\lambda}$.

We can use this setup to define a basis for $\operatorname{Hom}_{U_{q}}(M, N)$ which, when $M=N$, turns out to be a cellular basis; see Theorem 3.9. For each $\lambda \in X^{+}$and all $i \in \mathcal{I}^{\lambda}$, $j \in \mathcal{J}^{\boldsymbol{\lambda}}$ set

$$
c_{i j}^{\lambda}=\bar{g}_{i}^{\lambda} \circ \bar{f}_{j}^{\lambda} \in \operatorname{Hom}_{U_{q}}(M, N) .
$$

Our main result here is now the following.
Theorem 3.1 (Basis theorem). For any choice of $F^{\lambda}$ and $G^{\lambda}$ as above and any choice of lifts of the $f_{j}^{\lambda}$ and the $g_{i}^{\lambda}\left(\right.$ for all $\left.\lambda \in X^{+}\right)$, the set

$$
G F=\left\{c_{i j}^{\lambda} \mid \lambda \in X^{+}, i \in \mathcal{I}^{\lambda}, j \in \mathcal{J}^{\lambda}\right\}
$$

is a basis of $\operatorname{Hom}_{U_{q}}(M, N)$.
Proof. This follows from Proposition 3.3 combined with Lemmas 3.6 and 3.7 from below.

The basis $G F$ for $\operatorname{Hom}_{U_{q}}(M, N)$ can be illustrated in a commuting diagram as


Since $\boldsymbol{U}_{q}$-tilting modules have both a $\Delta_{q}$ - and a $\nabla_{q}$-filtration, we get as an immediate consequence a key result for our purposes.

Corollary 3.2. Let $T \in \mathcal{T}$. Then $G F$ is, for any choices involved, a basis of $\operatorname{End}_{U_{q}}(T)$.

3B. Proof of the basis theorem. We first show that, given lifts $\bar{f}_{j} \lambda$, there is a consistent choice of lifts $\bar{g}_{i}^{\lambda}$ such that $G F$ is a basis of $\operatorname{Hom}_{U_{q}}(M, N)$.
Proposition 3.3 (Basis theorem - dependent version). For any choice of $F^{\lambda}$ and any choice of lifts of the $f_{j}^{\lambda}$ (for all $\lambda \in X^{+}$) there exist a choice of a basis $G^{\lambda}$ and a choice of lifts of the $g_{i}^{\lambda}$ such that $G F=\left\{c_{i j}^{\lambda} \mid \lambda \in X^{+}, i \in \mathcal{I}^{\lambda}, j \in \mathcal{J}^{\lambda}\right\}$ is a basis of $\operatorname{Hom}_{U_{q}}(M, N)$.

The corresponding statement with the roles of the $f$ and the $g$ swapped clearly holds as well.

Proof. We will construct $G F$ inductively. For this purpose, let

$$
0=N_{0} \subset N_{1} \subset \cdots \subset N_{k-1} \subset N_{k}=N
$$

be a $\nabla_{q}$-filtration of $N$, i.e., $N_{k^{\prime}+1} / N_{k^{\prime}} \cong \nabla_{q}\left(\lambda_{k^{\prime}}\right)$ for some $\lambda_{k^{\prime}} \in X^{+}$and all $k^{\prime}=$ $0, \ldots, k-1$.

Let $k=1$ and $\lambda_{1}=\lambda$. Then $N_{1}=\nabla_{q}(\lambda)$ and $\left\{c^{\lambda}: \Delta_{q}(\lambda) \rightarrow \nabla_{q}(\lambda)\right\}$ gives a basis of $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), \nabla_{q}(\lambda)\right)$, where $c^{\lambda}$ is again the $\boldsymbol{U}_{q}$-homomorphism chosen in (2). Set $g_{1}^{\lambda}=c^{\lambda}$ and observe that $\bar{g}_{1}^{\lambda}=\pi^{\lambda}$ satisfies $\bar{g}_{1}^{\lambda} \circ \iota^{\lambda}=g_{1}^{\lambda}$. Thus, we have a basis and a corresponding lift. This clearly gives a basis of $\operatorname{Hom}_{U_{q}}\left(M, N_{1}\right)$, since, by assumption, we have that $F^{\lambda}$ gives a basis of $\operatorname{Hom}_{U_{q}}\left(M, \nabla_{q}(\lambda)\right)$ and $\pi^{\lambda} \circ \bar{f}_{j}^{\lambda}=f_{j}^{\lambda}$.

Hence, it remains to consider the case $k>1$. Set $\lambda_{k}=\lambda$ and observe that we have a short exact sequence of the form

$$
\begin{equation*}
0 \longrightarrow N_{k-1} \xrightarrow{\text { inc }} N_{k} \xrightarrow{\text { pro }} \nabla_{q}(\lambda) \longrightarrow 0 . \tag{5}
\end{equation*}
$$

By Theorem 2.2 (and the usual implication as in (3)) this leads to a short exact sequence

$$
\begin{equation*}
0 \rightarrow \operatorname{Hom}_{U_{q}}\left(M, N_{k-1}\right) \xrightarrow{\mathrm{inc}_{*}} \operatorname{Hom}_{U_{q}}\left(M, N_{k}\right) \xrightarrow{\mathrm{pro}_{*}} \operatorname{Hom}_{U_{q}}\left(M, \nabla_{q}(\lambda)\right) \rightarrow 0 . \tag{6}
\end{equation*}
$$

By induction, we get from (6) for all $\mu \in X^{+}$a basis of $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\mu), N_{k-1}\right)$ consisting of the $g_{i}^{\mu}$ with lifts $\bar{g}_{i}^{\mu}$ such that

$$
\begin{equation*}
\left\{c_{i j}^{\mu}=\bar{g}_{i}^{\mu} \circ{\overline{f_{j}}}^{\mu} \mid \mu \in X^{+}, i \in \mathcal{I}_{k-1}^{\mu}, j \in \mathcal{J}^{\mu}\right\} \tag{7}
\end{equation*}
$$

is a basis of $\operatorname{Hom}_{U_{q}}\left(M, N_{k-1}\right)$ (here we use $\mathcal{I}_{k-1}^{\mu}=\left\{1, \ldots,\left(N_{k-1}: \nabla_{q}(\mu)\right)\right\}$ ). We define $g_{i}^{\mu}\left(N_{k}\right)=\operatorname{inc} \circ g_{i}^{\mu}$ and $\bar{g}_{i}^{\mu}\left(N_{k}\right)=$ inc $\circ \bar{g}_{i}^{\mu}$ for each $\mu \in X^{+}$and each $i \in \mathcal{I}_{k-1}^{\mu}$.

We now have to consider two cases, namely $\lambda \neq \mu$ and $\lambda=\mu$. In the first case we see that $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\mu), \nabla_{q}(\lambda)\right)=0$, so that, by using (5) and the usual implication from (3),

$$
\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\mu), N_{k-1}\right) \cong \operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\mu), N_{k}\right) .
$$

Thus, our basis from (7) gives a basis of $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\mu), N_{k}\right)$ and also gives the corresponding lifts. On the other hand, if $\lambda=\mu$, then

$$
\left(N_{k}: \nabla_{q}(\lambda)\right)=\left(N_{k-1}: \nabla_{q}(\lambda)\right)+1 .
$$

By Theorem 2.2 (and the corresponding implication as in (3)), we can choose $g^{\lambda}: \Delta_{q}(\lambda) \rightarrow N_{k}$ such that pro $\circ g^{\lambda}=c^{\lambda}$. Then any choice of a lift $\bar{g}^{\lambda}$ of $g^{\lambda}$ will satisfy pro $\circ \bar{g}^{\lambda}=\pi^{\lambda}$.

Adjoining $g^{\lambda}$ to the basis from (7) gives a basis of $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), N_{k}\right)$ which satisfies the lifting property. Note that we know from the case $k=1$ that

$$
\left\{\text { pro } \circ \bar{g}^{\lambda} \circ \bar{f}_{j}^{\lambda}=\pi^{\lambda} \circ \bar{f}_{j}^{\lambda} \mid j \in \mathcal{J}^{\lambda}\right\}
$$

is a basis of $\operatorname{Hom}_{U_{q}}\left(M, \nabla_{q}(\lambda)\right)$. Combining everything: we have that

$$
\left\{c_{i j}^{\lambda}=\bar{g}_{i}^{\lambda}\left(N_{k}\right) \circ \bar{f}_{j}^{\lambda} \mid \lambda \in X^{+}, i \in \mathcal{I}^{\lambda}, j \in \mathcal{J}^{\lambda}\right\}
$$

is a basis of $\operatorname{Hom}_{U_{q}}\left(M, N_{k}\right)$ (by enumerating $\bar{g}_{\left(N: \nabla_{q}(\lambda)\right)}^{\lambda}\left(N_{k}\right)=\bar{g}^{\lambda}$ in the $\lambda=\mu$ case).

We assume in the following that we have fixed some choices as in Proposition 3.3.
Let $\lambda \in X^{+}$. Given $\varphi \in \operatorname{Hom}_{U_{q}}(M, N)$, we denote by $\varphi_{\lambda} \in \operatorname{Hom}_{U_{q}^{0}}\left(M_{\lambda}, N_{\lambda}\right)$ the induced $\boldsymbol{U}_{q}^{0}$-homomorphism (that is, $\mathbb{K}$-linear maps) between the $\lambda$-weight spaces $M_{\lambda}$ and $N_{\lambda}$. In addition, we denote by $\operatorname{Hom}_{\mathbb{K}}\left(M_{\lambda}, N_{\lambda}\right)$ the $\mathbb{K}$-linear maps between these $\lambda$-weight spaces.

Lemma 3.4. For any $\lambda \in X^{+}$the induced set $\left\{\left(c_{i j}^{\lambda}\right)_{\lambda} \mid c_{i j}^{\lambda} \in G F\right\}$ is a linearly independent subset of $\operatorname{Hom}_{\nwarrow}\left(M_{\lambda}, N_{\lambda}\right)$.

Proof. We proceed as in the proof of Proposition 3.3.
If $N=\nabla_{q}(\lambda)$ (this was $k=1$ above), then $c_{1 j}^{\lambda}=\pi^{\lambda} \circ \bar{f}_{j}^{\lambda}=f_{j}^{\lambda}$ and the $c_{1 j}^{\lambda}$ form a basis of $\operatorname{Hom}_{U_{q}}\left(M, \nabla_{q}(\lambda)\right)$. By the $q$-Frobenius reciprocity from [Andersen et al. 1991, Proposition 1.17] we have

$$
\operatorname{Hom}_{U_{q}}\left(M, \nabla_{q}(\lambda)\right) \cong \operatorname{Hom}_{U_{q}^{-}} U_{q}^{0}\left(M, \mathbb{K}_{\lambda}\right) \subset \operatorname{Hom}_{U_{q}^{0}}\left(M, \mathbb{K}_{\lambda}\right)=\operatorname{Hom}_{\mathbb{K}}\left(M_{\lambda}, \mathbb{K}\right) .
$$

Hence, because $N_{\lambda}=\mathbb{K}$ in this case, we have the base of the induction.
Assume now $k>1$. The construction of the set $\left\{c_{i j}^{\mu}\left(N_{k}\right)\right\}_{\mu, i, j}$ in the proof of Proposition 3.3 shows that it consists of two separate parts: one being the basis from (7) coming from a basis for $\operatorname{Hom}_{U_{q}}\left(M, N_{k-1}\right)$ and the second part (which only occurs when $\lambda=\mu$ ) coming from a basis from $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), N_{k}\right)$.

By (6) there is a short exact sequence

$$
0 \rightarrow \operatorname{Hom}_{\mathbb{K}}\left(M_{\lambda},\left(N_{k-1}\right)_{\lambda}\right) \xrightarrow{\mathrm{inc}_{*}} \operatorname{Hom}_{\mathbb{K}}\left(M_{\lambda},\left(N_{k}\right)_{\lambda}\right) \xrightarrow{\operatorname{pro}_{*}} \operatorname{Hom}_{\mathbb{K}}\left(M_{\lambda}, \mathbb{K}\right) \rightarrow 0 .
$$

Thus, we can proceed as in the proof of Proposition 3.3.

We need another piece of notation: we define for each $\lambda \in X^{+}$

$$
\operatorname{Hom}_{U_{q}}(M, N)^{\leq \lambda}=\left\{\varphi \in \operatorname{Hom}_{U_{q}}(M, N) \mid \varphi_{\mu}=0 \text { unless } \mu \leq \lambda\right\} .
$$

In words: a $\boldsymbol{U}_{q}$-homomorphism $\varphi \in \operatorname{Hom}_{U_{q}}(M, N)$ belongs to $\operatorname{Hom}_{U_{q}}(M, N)^{\leq \lambda}$ if and only if $\varphi$ vanishes on all $\boldsymbol{U}_{q}$-weight spaces $M_{\mu}$ with $\mu \not \leq \lambda$. In addition to the notation above, we use the evident notation $\operatorname{Hom}_{U_{q}}(M, N)^{<\lambda}$. We arrive at the following:

Lemma 3.5. For any fixed $\lambda \in X^{+}$the sets

$$
\left\{c_{i j}^{\mu} \mid c_{i j}^{\mu} \in G F, \mu \leq \lambda\right\} \quad \text { and } \quad\left\{c_{i j}^{\mu} \mid c_{i j}^{\mu} \in G F, \mu<\lambda\right\}
$$

are bases of $\operatorname{Hom}_{U_{q}}(M, N)^{\leq \lambda}$ and $\operatorname{Hom}_{U_{q}}(M, N)^{<\lambda}$ respectively.
Proof. As $c_{i j}^{\mu}$ factors through $T_{q}(\mu)$ and $T_{q}(\mu)_{\nu}=0$ unless $v \leq \mu$ (which follows using the classification of indecomposable $\boldsymbol{U}_{q}$-tilting modules), we see that $\left(c_{i j}^{\mu}\right)_{\nu}=0$ unless $v \leq \mu$. Moreover, by Lemma 3.4, each $\left(c_{i j}^{\mu}\right)_{\mu}$ is nonzero. Thus, $c_{i j}^{\mu} \in \operatorname{Hom}_{U_{q}}(M, N)^{\leq \lambda}$ if and only if $\mu \leq \lambda$. Now choose any $\varphi \in \operatorname{Hom}_{U_{q}}(M, N)^{\leq \lambda}$. By Proposition 3.3 we may write

$$
\begin{equation*}
\varphi=\sum_{\mu, i, j} a_{i j}^{\mu} c_{i j}^{\mu}, \quad a_{i j}^{\mu} \in \mathbb{K} . \tag{8}
\end{equation*}
$$

Choose $\mu \in X^{+}$maximal with the property that there exist $i \in \mathcal{I}^{\lambda}, j \in \mathcal{J}^{\lambda}$ such that $a_{i j}^{\mu} \neq 0$.

We claim that $a_{i j}^{v}\left(c_{i j}^{\nu}\right)_{\mu}=0$ whenever $v \neq \mu$. This is true because, as observed above, $\left(c_{i j}^{\nu}\right)_{\mu}=0$ unless $\mu \leq \nu$, and for $\mu<\nu$ we have $a_{i j}^{\nu}=0$ by the maximality of $\mu$. We conclude $\varphi_{\mu}=\sum_{i, j} a_{i j}^{\mu}\left(c_{i j}^{\mu}\right)_{\mu}$ and thus, $\varphi_{\mu} \neq 0$ by Lemma 3.4. Hence, $\mu \leq \lambda$, which gives by (8) that $\varphi \in \operatorname{span}_{k}\left\{c_{i j}^{\mu} \mid c_{i j}^{\mu} \in G F, \mu \leq \lambda\right\}$ as desired. This shows that $\left\{c_{i j}^{\mu} \mid c_{i j}^{\mu} \in G F, \mu \leq \lambda\right\}$ spans $\operatorname{Hom}_{U_{q}}(M, N)^{\leq \lambda}$. Since it is clearly a linearly independent set, it is a basis.

The second statement follows analogously, so the details are omitted.
We need the following two lemmas to prove that all choices in Proposition 3.3 lead to bases of $\operatorname{Hom}_{U_{q}}(M, N)$. As before we assume that we have, as in Proposition 3.3, constructed $\left\{g_{i}^{\lambda}, i \in \mathcal{I}^{\lambda}\right\}$ and the corresponding lifts $\bar{g}_{i}^{\lambda}$ for all $\lambda \in X^{+}$.
Lemma 3.6. Suppose that we have other $\boldsymbol{U}_{q}$-homomorphisms $\tilde{g}_{i}^{\lambda}: T_{q}(\lambda) \rightarrow N$ such that $\tilde{g}_{i}^{\lambda} \circ \iota^{\lambda}=g_{i}^{\lambda}$. Then the following set is also a basis of $\operatorname{Hom}_{U_{q}}(M, N)$ :

$$
\left\{\tilde{c}_{i j}^{\lambda}=\tilde{g}_{i}^{\lambda} \circ \bar{f}_{j}^{\lambda} \mid \lambda \in X^{+}, i \in \mathcal{I}^{\lambda}, j \in \mathcal{J}^{\lambda}\right\} .
$$

Proof. As $\left(\bar{g}_{i}^{\lambda}-\tilde{g}_{i}^{\lambda}\right) \circ \iota^{\lambda}=0$, we see that $\bar{g}_{i}^{\lambda}-\tilde{g}_{i}^{\lambda} \in \operatorname{Hom}_{U_{q}}\left(T_{q}(\lambda), N\right)^{<\lambda}$. Hence, we have $c_{i j}^{\lambda}-\tilde{c}_{i j}^{\lambda} \in \operatorname{Hom}_{U_{q}}(M, N)^{<\lambda}$. Thus, by Lemma 3.5, there is a unitriangular change-of-basis matrix between $\left\{c_{i j}^{\lambda}\right\}_{\lambda, i, j}$ and $\left\{\tilde{c}_{i j}^{\lambda}\right\}_{\lambda, i, j}$.

Now assume that we have chosen another basis $\left\{h_{i}^{\lambda} \mid i \in \mathcal{I}^{\lambda}\right\}$ of the spaces $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), N\right)$ for each $\lambda \in X^{+}$and the corresponding lifts $\bar{h}_{i}^{\lambda}$ as well.
Lemma 3.7. The following set is also a basis of $\operatorname{Hom}_{U_{q}}(M, N)$ :

$$
\left\{d_{i j}^{\lambda}=\bar{h}_{i}^{\lambda} \circ \bar{f}_{j}^{\lambda} \mid \lambda \in X^{+}, i \in \mathcal{I}^{\lambda}, j \in \mathcal{J}^{\lambda}\right\} .
$$

Proof. Write $g_{i}^{\lambda}=\sum_{k=1}^{\left(N: \nabla_{q}(\lambda)\right)} b_{i k}^{\lambda} h_{k}^{\lambda}$ with $b_{i k}^{\lambda} \in \mathbb{K}$ and set $\tilde{g}_{i}^{\lambda}=\sum_{k=1}^{\left(N: \nabla_{q}(\lambda)\right)} b_{i k}^{\lambda} \bar{h}_{k}^{\lambda}$. Then the $\tilde{g}_{i}^{\lambda}$ are lifts of the $g_{i}^{\lambda}$. Hence, by Lemma 3.6, the elements $\tilde{g}_{i}^{\lambda} \circ \bar{f}_{j}^{\lambda}$ form a basis of $\operatorname{Hom}_{U_{q}}(M, N)$. Thus, this proves the lemma, since, by construction, $\left\{d_{i j}^{\lambda}\right\}_{\lambda, i, j}$ is related to this basis by the invertible change-of-basis matrix $\left(b_{i k}^{\lambda}\right)_{i, k=1 ; \lambda \in X^{+}}^{\left(N: \nabla_{q}(\lambda)\right)}$.

In total, we established Proposition 3.3.
3C. Cellular structures on endomorphism algebras of $\boldsymbol{U}_{\boldsymbol{q}}$-tilting modules. This section finally contains the statement and proof of our main theorem. We keep on working over a field $\mathbb{K}$ instead of a ring as for example Graham and Lehrer [1996] do. (This avoids technicalities, e.g., the theory of indecomposable $\boldsymbol{U}_{q}$-tilting modules over rings is much more subtle than over fields. See, e.g., [Donkin 1993, Remark 1.7].)
Definition 3.8 (Cellular algebras). Suppose $A$ is a finite-dimensional $\mathbb{K}$-algebra. A cell datum is an ordered quadruple ( $\mathcal{P}, \mathcal{I}, \mathcal{C}, \mathrm{i}$ ), where $(\mathcal{P}, \leq)$ is a finite poset, $\mathcal{I}^{\lambda}$ is a finite set for all $\lambda \in \mathcal{P}$, i is a $\mathbb{K}$-linear anti-involution of $A$ and $\mathcal{C}$ is an injection

$$
\mathcal{C}: \coprod_{\lambda \in \mathcal{P}} \mathcal{I}^{\lambda} \times \mathcal{I}^{\lambda} \rightarrow A,(i, j) \mapsto c_{i j}^{\lambda} .
$$

The whole data should be such that the $c_{i j}^{\lambda}$ form a basis of $A$ with $\mathrm{i}\left(c_{i j}^{\lambda}\right)=c_{j i}^{\lambda}$ for all $\lambda \in \mathcal{P}$ and all $i, j \in \mathcal{I}^{\lambda}$. Moreover, for all $a \in A$ and all $\lambda \in \mathcal{P}$ we have

$$
\begin{equation*}
a c_{i j}^{\lambda}=\sum_{k \in \mathcal{I}^{\lambda}} r_{i k}(a) c_{k j}^{\lambda}\left(\bmod A^{<\lambda}\right) \quad \text { for all } i, j \in \mathcal{I}^{\lambda} . \tag{9}
\end{equation*}
$$

Here $A^{<\lambda}$ is the subspace of $A$ spanned by the set $\left\{c_{i j}^{\mu} \mid \mu<\lambda\right.$ and $\left.i, j \in \mathcal{I}(\mu)\right\}$ and the scalars $r_{i k}(a) \in \mathbb{K}$ are supposed to be independent of $j$.

An algebra $A$ with such a quadruple is called a cellular algebra and the $c_{i j}^{\lambda}$ are called a cellular basis of $A$ (with respect to the $\mathbb{K}$-linear anti-involution i).

Let us fix $T \in \mathcal{T}$ in the following. We will now construct cellular bases of $\operatorname{End}_{U_{q}}(T)$ in the semisimple as well as in the nonsemisimple case.

To this end, we need to specify the cell datum. Set

$$
(\mathcal{P}, \leq)=\left(\left\{\lambda \in X^{+} \mid\left(T: \nabla_{q}(\lambda)\right)=\left(T: \Delta_{q}(\lambda)\right) \neq 0\right\}, \leq\right),
$$

where $\leq$ is the usual partial ordering on $X^{+}$; see at the beginning of Section 2A. Note that $\mathcal{P}$ is finite since $T$ is finite-dimensional. Moreover, motivated by Theorem 3.1, for each $\lambda \in \mathcal{P}$ define $\mathcal{I}^{\lambda}=\left\{1, \ldots,\left(T: \nabla_{q}(\lambda)\right)\right\}=\left\{1, \ldots,\left(T: \Delta_{q}(\lambda)\right)\right\}=\mathcal{J}^{\lambda}$.

Recalling that we write $\mathrm{i}(\cdot)=\mathcal{D}(\cdot)$ (for $\mathcal{D}$ being the duality functor from Section 2A that exchanges Weyl and dual Weyl $\boldsymbol{U}_{q}$-modules and fixes all $\boldsymbol{U}_{q}$-tilting modules), the assignment i : $\operatorname{End}_{U_{q}}(T) \rightarrow \operatorname{End}_{U_{q}}(T), \phi \mapsto \mathcal{D}(\phi)$ is clearly a $\mathbb{K}$ linear anti-involution. Choose any basis $G^{\lambda}$ of $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), T\right)$ as above and any lifts $\bar{g}_{i}^{\lambda}$. Then $\mathrm{i}\left(G^{\lambda}\right)$ is a basis of $\operatorname{Hom}_{U_{q}}\left(T, \nabla_{q}(\lambda)\right)$ and $\mathrm{i}\left(\bar{g}_{i}^{\lambda}\right)$ is a lift of $\mathrm{i}\left(g_{i}^{\lambda}\right)$. By Corollary 3.2 we see that

$$
\left\{c_{i j}^{\lambda}=\bar{g}_{i}^{\lambda} \circ \mathrm{i}\left(\bar{g}_{j}^{\lambda}\right)=\bar{g}_{i}^{\lambda} \circ \bar{f}_{j}^{\lambda} \mid \lambda \in \mathcal{P}, i, j \in \mathcal{I}^{\lambda}\right\}
$$

is a basis of $\operatorname{End}_{U_{q}}(T)$. Finally let $\mathcal{C}: \mathcal{I}^{\lambda} \times \mathcal{I}^{\lambda} \rightarrow \operatorname{End}_{U_{q}}(T)$ be given by $(i, j) \mapsto c_{i j}^{\lambda}$. Now we are ready to state and prove our main theorem.

Theorem 3.9 (A cellular basis for $\operatorname{End}_{U_{q}}(T)$ ). The quadruple ( $\mathcal{P}, \mathcal{I}, \mathcal{C}$, i) defined above is a cell datum for $\operatorname{End}_{U_{q}}(T)$.

Proof. As mentioned above, the sets $\mathcal{P}$ and $\mathcal{I}^{\lambda}$ are finite for all $\lambda \in \mathcal{P}$. Moreover, i is a $\mathbb{K}$-linear anti-involution of $\operatorname{End}_{U_{q}}(T)$ and the $c_{i j}^{\lambda}$ form a basis of $\operatorname{End}_{U_{q}}(T)$ by Corollary 3.2. Because the functor $\mathcal{D}(\cdot)$ is contravariant, we see that

$$
\mathrm{i}\left(c_{i j}^{\lambda}\right)=\mathrm{i}\left(\bar{g}_{i}^{\lambda} \circ \mathrm{i}\left(\bar{g}_{j}^{\lambda}\right)\right)=\bar{g}_{j}^{\lambda} \circ \mathrm{i}\left(\bar{g}_{i}^{\lambda}\right)=c_{j i}^{\lambda} .
$$

Thus, only the condition (9) remains to be proven. For this purpose, let $\varphi \in$ $\operatorname{End}_{U_{q}}(T)$. Since $\varphi \circ \bar{g}_{i}^{\lambda} \circ \iota^{\lambda}=\varphi \circ g_{i}^{\lambda} \in \operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), T\right)$, we have coefficients $r_{i k}^{\lambda}(\varphi) \in \mathbb{K}$ such that

$$
\begin{equation*}
\varphi \circ g_{i}^{\lambda}=\sum_{k \in \mathcal{I}^{\lambda}} r_{i k}^{\lambda}(\varphi) g_{k}^{\lambda}, \tag{10}
\end{equation*}
$$

because we know that the $g_{i}^{\lambda}$ form a basis of $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), T\right)$. But this implies then that $\varphi \circ \bar{g}_{i}^{\lambda}-\sum_{k \in \mathcal{I}^{\lambda}} r_{i k}^{\lambda}(\varphi) \bar{g}_{k}^{\lambda} \in \operatorname{Hom}_{U_{q}}\left(T_{q}(\lambda), T\right)^{<\lambda}$, so that

$$
\varphi \circ \bar{g}_{i}^{\lambda} \circ \bar{f}_{j}^{\lambda}-\sum_{k \in \mathcal{I}^{\lambda}} r_{i k}^{\lambda}(\varphi) \bar{g}_{k}^{\lambda} \circ \bar{f}_{j}^{\lambda} \in \operatorname{Hom}_{U_{q}}(T, T)^{<\lambda}=\operatorname{End}_{U_{q}}(T)^{<\lambda},
$$

which proves (9). The theorem follows.

## 4. The cellular structure and $\operatorname{End}_{U_{q}}(T)$-Mod

The goal of this section is to present the representation theory of cellular algebras for $\operatorname{End}_{U_{q}}(T)$ from the viewpoint of $\boldsymbol{U}_{q}$-tilting theory. In fact, most of the results in this section are not new and have been proved for general cellular algebras, see, e.g., [Graham and Lehrer 1996, Section 3]. However, they take a nice and easy form in our setup. The last theorem, the semisimplicity criterion from Theorem 4.13, is new and has potentially many applications; see for example [Andersen et al. 2017].

4A. Cell modules for $\operatorname{End}_{U_{q}}(\boldsymbol{T})$. We study now the representation theory for $\operatorname{End}_{U_{q}}(T)$ via the cellular structure we have found for it. We denote its module category by $\operatorname{End}_{U_{q}}(T)$-Mod.

Definition 4.1 (Cell modules). Let $\lambda \in \mathcal{P}$. The cell module associated to $\lambda$ is the left $\operatorname{End}_{U_{q}}(T)$-module given by $C(\lambda)=\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), T\right)$. The right $\operatorname{End}_{U_{q}}(T)$-module given by $C(\lambda)^{*}=\operatorname{Hom}_{U_{q}}\left(T, \nabla_{q}(\lambda)\right)$ is called the dual cell module associated to $\lambda$.

The link to the definition of cell modules from [Graham and Lehrer 1996, Definition 2.1] is given via our choice of basis $\left\{g_{i}^{\lambda}\right\}_{i \in \mathcal{I}^{\lambda}}$. In this basis the action of $\operatorname{End}_{U_{q}}(T)$ on $C(\lambda)$ is given by

$$
\begin{equation*}
\varphi \circ g_{i}^{\lambda}=\sum_{k \in \mathcal{I}^{\lambda}} r_{i k}^{\lambda}(\varphi) g_{k}^{\lambda}, \quad \varphi \in \operatorname{End}_{U_{q}}(T) \tag{11}
\end{equation*}
$$

see (10). Here the coefficients are the same as those appearing when we consider the left action of $\operatorname{End}_{U_{q}}(T)$ on itself in terms of the cellular basis $\left\{c_{i j}^{\lambda}\right\}_{i, j \in \mathcal{I}^{\lambda}}^{\lambda \in \mathcal{P}}$, that is,

$$
\begin{equation*}
\varphi \circ c_{i j}^{\lambda}=\sum_{k \in \mathcal{I}^{\lambda}} r_{i k}^{\lambda}(\varphi) c_{k j}^{\lambda}\left(\bmod _{\operatorname{End}}^{U_{q}}(T)^{<\lambda}\right), \quad \varphi \in \operatorname{End}_{U_{q}}(T) \tag{12}
\end{equation*}
$$

In a completely similar fashion the dual cell module $C(\lambda)^{*}$ has a basis consisting of $\left\{f_{j}^{\lambda}\right\}_{j \in \mathcal{I}^{\lambda}}$ with $f_{j}^{\lambda}=\mathrm{i}\left(g_{j}^{\lambda}\right)$. In this basis the right action of $\operatorname{End}_{U_{q}}(T)$ is given via

$$
\begin{equation*}
f_{j}^{\lambda} \circ \varphi=\sum_{k \in \mathcal{I}^{\lambda}} r_{k j}^{\lambda}(\mathrm{i}(\varphi)) f_{k}^{\lambda}, \quad \varphi \in \operatorname{End}_{U_{q}}(T) \tag{13}
\end{equation*}
$$

We can use the unique $\boldsymbol{U}_{q}$-homomorphism from (2) and the duality functor $\mathcal{D}(\cdot)$ to define the following cellular pairing in the spirit of [Graham and Lehrer 1996, Definition 2.3].

Definition 4.2 (Cellular pairing). Let $\lambda \in \mathcal{P}$. Then we denote by $\vartheta^{\lambda}$ the $\mathbb{K}$-bilinear form $\vartheta^{\lambda}: C(\lambda) \otimes C(\lambda) \rightarrow \mathbb{K}$ determined by the property

$$
\mathrm{i}(h) \circ g=\vartheta^{\lambda}(g, h) c^{\lambda}, \quad g, h \in C(\lambda)=\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), T\right)
$$

We call $\vartheta^{\lambda}$ the cellular pairing associated to $\lambda \in \mathcal{P}$.
Lemma 4.3. The cellular pairing $\vartheta^{\lambda}$ is well-defined, symmetric and contravariant.
Proof. That $\vartheta^{\lambda}$ is well-defined follows directly from the uniqueness of $c^{\lambda}$.
Applying i to the defining equation of $\vartheta^{\lambda}$ gives

$$
\vartheta^{\lambda}(g, h) \mathrm{i}\left(c^{\lambda}\right)=\mathrm{i}\left(\vartheta^{\lambda}(g, h) c^{\lambda}\right)=\mathrm{i}(\mathrm{i}(h) \circ g)=\mathrm{i}(g) \circ h=\vartheta^{\lambda}(h, g) c^{\lambda}
$$

and thus, $\vartheta^{\lambda}(g, h)=\vartheta^{\lambda}(h, g)$, because $c^{\lambda}=\mathrm{i}\left(c^{\lambda}\right)$. (Recall that $c^{\lambda}: \Delta_{q}(\lambda) \rightarrow \nabla_{q}(\lambda)$ is unique up to scalars. Hence, we can fix scalars accordingly such that $c^{\lambda}=\mathrm{i}\left(c^{\lambda}\right)$.)

Similarly, contravariance of $\mathcal{D}(\cdot)$ gives

$$
\vartheta^{\lambda}(\varphi \circ g, h)=\vartheta^{\lambda}(g, \mathrm{i}(\varphi) \circ h), \quad \varphi \in \operatorname{End}_{U_{q}}(T), g, h \in C(\lambda),
$$

which shows contravariance of the cellular pairing.
Proposition 4.4. Let $\lambda \in \mathcal{P}$. Then $T_{q}(\lambda)$ is a summand of $T$ if and only if $\vartheta^{\lambda} \neq 0$.
Proof. (See also [Andersen 1997, Proposition 1.5].) Assume $T \cong T_{q}(\lambda) \oplus$ rest. We denote by $\bar{g}: T_{q}(\lambda) \rightarrow T$ and by $\bar{f}: T \rightarrow T_{q}(\lambda)$ the corresponding inclusion and projection respectively. As usual, set $g=\bar{g} \circ \iota^{\lambda}$ and $f=\pi^{\lambda} \circ \bar{f}$. Then we have $f \circ g: \Delta_{q}(\lambda) \hookrightarrow T_{q}(\lambda) \hookrightarrow T \rightarrow T_{q}(\lambda) \rightarrow \nabla_{q}(\lambda)=c^{\lambda}$ (mapping head to socle), giving $\vartheta^{\lambda}(g, \mathrm{i}(f))=1$. This shows that $\vartheta^{\lambda} \neq 0$.

Conversely, assume that there exist $g, h \in C(\lambda)$ with $\vartheta^{\lambda}(g, h) \neq 0$. Then the commuting "bow tie diagram", i.e.,

shows that $\overline{\mathrm{i}}(h) \circ \bar{g}$ is nonzero on the $\lambda$-weight space of $T_{q}(\lambda)$, because $\mathrm{i}(h) \circ g=$ $\vartheta^{\lambda}(g, h) c^{\lambda}$. Thus, $\overline{\mathrm{i}(h)} \circ \bar{g}$ must be an isomorphism (because $T_{q}(\lambda)$ is indecomposable and has therefore only invertible or nilpotent elements in $\left.\operatorname{End}_{U_{q}}\left(T_{q}(\lambda)\right)\right)$ showing that $T \cong T_{q}(\lambda) \oplus$ rest.

In view of Proposition 4.4, it makes sense to study the set

$$
\begin{equation*}
\mathcal{P}_{0}=\left\{\lambda \in \mathcal{P} \mid \vartheta^{\lambda} \neq 0\right\} \subset \mathcal{P} . \tag{14}
\end{equation*}
$$

Hence, if $\lambda \in \mathcal{P}_{0}$, then we have $T \cong T_{q}(\lambda) \oplus$ rest for some $\boldsymbol{U}_{q}$-tilting module called rest. Note also that $\operatorname{End}_{U_{q}}(T)$ is quasihereditary if and only if $\mathcal{P}=\mathcal{P}_{0}$, see, e.g., [Graham and Lehrer 1996, Remark 3.10].

4B. The structure of $\operatorname{End}_{U_{q}}(T)$ and its cell modules. Recall that, for any $\lambda \in \mathcal{P}$, we have that $\operatorname{End}_{U_{q}}(T)^{\leq \lambda}$ and $\operatorname{End}_{U_{q}}(T)^{<\lambda}$ are two-sided ideals in $\operatorname{End}_{U_{q}}(T)$ (this follows from (9) and its right-handed version obtained by applying i), as in any cellular algebra. In our case we can also see this as follows. If $\varphi \in \operatorname{End}_{U_{q}}(T)^{\leq \lambda}$, then $\varphi_{\mu}=0$ unless $\mu \leq \lambda$. Hence, for any $\varphi, \psi \in \operatorname{End}_{U_{q}}(T)$ we have $(\varphi \circ \psi)_{\mu}=$ $\varphi_{\mu} \circ \psi_{\mu}=0=\psi_{\mu} \circ \varphi_{\mu}=(\psi \circ \varphi)_{\mu}$ unless $\mu \leq \lambda$. As a consequence, $\operatorname{End}_{U_{q}}(T)^{\lambda}=$ $\operatorname{End}_{U_{q}}(T)^{\leq \lambda} / \operatorname{End}_{U_{q}}(T)^{<\lambda}$ is an $\operatorname{End}_{U_{q}}(T)$-bimodule.

Recall that, for any $g \in C(\lambda)$ and any $f \in C(\lambda)^{*}$, we denote by $\bar{g}: T_{q}(\lambda) \rightarrow T$ and $\bar{f}: T \rightarrow T_{q}(\lambda)$ a choice of lifts which satisfy $\bar{g} \circ \iota^{\lambda}=g$ and $\pi^{\lambda} \circ \bar{f}=f$, respectively.
Lemma 4.5. Let $\lambda \in \mathcal{P}$. Then the pairing map

$$
\langle\cdot, \cdot\rangle^{\lambda}: C(\lambda) \otimes C(\lambda)^{*} \rightarrow \operatorname{End}_{U_{q}}(T)^{\lambda}, \quad\langle g, f\rangle^{\lambda}=\bar{g} \circ \bar{f}+\operatorname{End}_{U_{q}}(T)^{<\lambda},
$$

with $g \in C(\lambda), f \in C(\lambda)^{*}$ is an isomorphism of $\operatorname{End}_{U_{q}}(T)$-bimodules.
Proof. First we note that $\bar{g} \circ \bar{f}+\operatorname{End}_{U_{q}}(T)^{<\lambda}$ does not depend on the choices for the lifts $\bar{f}, \bar{g}$, because the change-of-basis matrix from Lemma 3.6 is unitriangular (and works for swapped roles of the $f$ and the $g$ as well). This makes the pairing well-defined.

Note that the pairing $\langle\cdot, \cdot\rangle^{\lambda}$ takes, by definition, the basis $\left(g_{i}^{\lambda} \otimes f_{j}^{\lambda}\right)_{i, j \in \mathcal{I}^{\lambda}}$ of $C(\lambda) \otimes C(\lambda)^{*}$ to the basis $\left\{c_{i j}^{\lambda}+\operatorname{End}_{U_{q}}(T)^{<\lambda}\right\}_{i, j \in \mathcal{I}^{\lambda}}$ of $\operatorname{End}_{U_{q}}(T)^{\lambda}$ (where the latter is a basis by Lemma 3.5).

So we only need to check that $\left\langle\varphi \circ g_{i}^{\lambda}, f_{j}^{\lambda} \circ \psi\right\rangle^{\lambda}=\varphi \circ c_{i j}^{\lambda} \circ \psi\left(\bmod \operatorname{End}_{U_{q}}(T)^{<\lambda}\right)$ for any $\varphi, \psi \in \operatorname{End}_{U_{q}}(T)$. But this is a direct consequence of (11), (12) and (13).

The next lemma is straightforward by Lemma 4.5. Details are left to the reader.
Lemma 4.6. We have the following:
(a) There is an isomorphism of $\mathbb{K}$-vector spaces $\operatorname{End}_{U_{q}}(T) \cong \bigoplus_{\lambda \in \mathcal{P}} \operatorname{End}_{U_{q}}(T)^{\lambda}$.
(b) If $\varphi \in \operatorname{End}_{U_{q}}(T)^{\leq \lambda}$, then we have $r_{i k}^{\mu}(\varphi)=0$ for all $\mu \not \leq \lambda, i, k \in \mathcal{I}(\mu)$. Equivalently, $\operatorname{End}_{U_{q}}(T) \leq \lambda C(\mu)=0$ unless $\mu \leq \lambda$.
In the following we assume that $\lambda \in \mathcal{P}_{0}$ as in (14). Define $m_{\lambda}$ via

$$
\begin{equation*}
T \cong T_{q}(\lambda)^{\oplus m_{\lambda}} \oplus T^{\prime}, \tag{15}
\end{equation*}
$$

where $T^{\prime}$ is a $\boldsymbol{U}_{q}$-tilting module containing no summands isomorphic to $T_{q}(\lambda)$.
Choose now a basis of $C(\lambda)=\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), T\right)$ as follows. For $i=1, \ldots, m_{\lambda}$, let $\bar{g}_{i}^{\lambda}$ be the inclusion of $T_{q}(\lambda)$ into the $i$-th summand of $T_{q}(\lambda)^{\oplus m_{\lambda}}$, and set $g_{i}^{\lambda}=\bar{g}_{i}^{\lambda} \circ \iota^{\lambda}$. Then extend $\left\{g_{1}^{\lambda}, \ldots, g_{m_{\lambda}}^{\lambda}\right\}$ to a basis of the cell module $C(\lambda)$ by adding an arbitrary basis of $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), T^{\prime}\right)$. Thus, in our usual notation, we have $c_{i j}^{\lambda}=\bar{g}_{i}^{\lambda} \circ \bar{f}_{j}^{\lambda}$ with $\bar{f}_{j}^{\lambda}=\mathrm{i}\left(\bar{g}_{j}^{\lambda}\right)$.

In particular, $\bar{f}_{j}{ }^{\lambda}$ projects onto the $j$-th summand in $T_{q}(\lambda)^{\oplus m_{\lambda}}$ for $j=1, \ldots, m_{\lambda}$. Thus, the $c_{i i}^{\lambda}$ for $i \leq m_{\lambda}$ are idempotents in $\operatorname{End}_{U_{q}}(T)$ corresponding to the $i$-th summand in $T_{q}(\lambda)^{\oplus m_{\lambda}}$. Since $\lambda \in \mathcal{P}_{0}$ (which implies $1 \leq m_{\lambda}$ ), $c_{11}^{\lambda}$ is always such an idempotent. This is crucial for the following lemma, which will play an important role in the proof of Proposition 4.8.

Lemma 4.7. In the above notation,
(a) $c_{i 1}^{\lambda} \circ g_{1}^{\lambda}=g_{i}^{\lambda}$ for all $i \in \mathcal{I}^{\lambda}$,
(b) $c_{i j}^{\lambda} \circ g_{1}^{\lambda}=0$ for all $i, j \in \mathcal{I}^{\lambda}$ with $j \neq 1$.

Proof. We have $\bar{f}_{1}^{\lambda} \circ g_{1}^{\lambda}=\bar{f}_{1}^{\lambda} \circ \bar{g}_{1}^{\lambda} \circ \iota^{\lambda}=\iota^{\lambda}$. This implies $c_{i 1}^{\lambda} \circ g_{1}^{\lambda}=\bar{g}_{i}^{\lambda} \circ \iota^{\lambda}=g_{i}^{\lambda}$. Next, if $j \neq 1$, then $\bar{f}_{j}^{\lambda} \circ g_{1}^{\lambda}=0$, since $\bar{f}_{j}^{\lambda}$ is zero on $T_{q}(\lambda)$. Thus, $c_{i j}^{\lambda} \circ g_{1}^{\lambda}=0$ for all $i, j \in \mathcal{I}^{\lambda}$ with $j \neq 1$.

Proposition 4.8 (Homomorphism criterion). Let $\lambda \in \mathcal{P}_{0}$ and fix $M \in \operatorname{End}_{U_{q}}(T)$-Mod. Then there is an isomorphism of $\mathbb{K}$-vector spaces

$$
\begin{equation*}
\operatorname{Hom}_{\operatorname{End}_{U_{q}}(T)}(C(\lambda), M) \cong\left\{m \in M \mid \operatorname{End}_{U_{q}}(T)^{<\lambda} m=0 \text { and } c_{11}^{\lambda} m=m\right\} . \tag{16}
\end{equation*}
$$

Proof. Let $\psi \in \operatorname{Hom}_{\operatorname{End}_{U_{q}}(T)}(C(\lambda), M)$. Then $\psi\left(g_{1}^{\lambda}\right)$ belongs to the right-hand side, because, by (b) of Lemma 4.6, we get $\operatorname{End}_{U_{q}}(T)^{<\lambda} C(\lambda)=0$, and we have $c_{11}^{\lambda} \circ g_{1}^{\lambda}=g_{1}^{\lambda}$ by (a) of Lemma 4.7. Conversely, if $m \in M$ belongs to the right-hand side in (16), then we may define $\psi \in \operatorname{Hom}_{\operatorname{End}_{U_{q}}(T)}(C(\lambda), M)$ by $\psi\left(g_{i}^{\lambda}\right)=c_{i 1}^{\lambda} m$, $i \in \mathcal{I}^{\lambda}$. Moreover, the fact that this definition gives an $\operatorname{End}_{U_{q}}(T)$-homomorphism follows from (10), (11) and (12) via a direct computation, since $\operatorname{End}_{U_{q}}(T)^{<\lambda} m=0$. Clearly these two operations are mutually inverse.

Corollary 4.9. Let $\lambda \in \mathcal{P}_{0}$. Then $C(\lambda)$ has a unique simple head, denoted by $L(\lambda)$.
Proof. Set $\operatorname{Rad}(\lambda)=\left\{g \in C(\lambda) \mid \vartheta^{\lambda}(g, C(\lambda))=0\right\}$. As the cellular pairing $\vartheta^{\lambda}$ from Definition 4.2 is contravariant by Lemma 4.3, we see that $\operatorname{Rad}(\lambda)$ is an $\operatorname{End}_{U_{q}}(T)$ submodule of $C(\lambda)$. Since $\vartheta^{\lambda} \neq 0$ for $\lambda \in \mathcal{P}_{0}$, we have $\operatorname{Rad}(\lambda) \subsetneq C(\lambda)$. We claim that $\operatorname{Rad}(\lambda)$ is the unique maximal proper $\operatorname{End}_{U_{q}}(T)$-submodule of $C(\lambda)$.

Let $g \in C(\lambda)-\operatorname{Rad}(\lambda)$. Moreover, choose $h \in C(\lambda)$ with $\vartheta^{\lambda}(g, h)=1$. Then $\mathrm{i}(h) \circ g=c^{\lambda}$ so that $\overline{\mathrm{i}(h)} \circ g=\iota^{\lambda}\left(\bmod \operatorname{End}_{U_{q}}(T)^{<\lambda}\right)$. Therefore,

$$
g^{\prime}=\bar{g}^{\prime} \circ \overline{\mathrm{i}(h)} \circ g\left(\bmod \operatorname{End}_{U_{q}}(T)^{<\lambda}\right) \quad \text { for all } g^{\prime} \in C(\lambda) .
$$

This implies $C(\lambda)=\operatorname{End}_{U_{q}}(T)^{\leq \lambda} g$. Thus, any proper $\operatorname{End}_{U_{q}}(T)$-submodule of $C(\lambda)$ is contained in $\operatorname{Rad}(\lambda)$ which implies the desired statement.

Corollary 4.10. Let $\lambda \in \mathcal{P}_{0}, \mu \in \mathcal{P}$ and assume that $\operatorname{Hom}_{\operatorname{End}_{U_{q}}(T)}(C(\lambda), M) \neq 0$ for some $\operatorname{End}_{U_{q}}(T)$-module $M$ isomorphic to a subquotient of $C(\mu)$. Then we have $\mu \leq \lambda$. In particular, all composition factors $L(\lambda)$ of $C(\mu)$ satisfy $\mu \leq \lambda$.
Proof. By Proposition 4.8 the assumption in the corollary implies the existence of an element $m \in M$ with $c_{11}^{\lambda} m=m$. But if $\mu \not \pm \lambda$, then $c_{11}^{\lambda}$ vanishes on the $\boldsymbol{U}_{q}$-weight space $T_{\mu}$ and hence, $c_{11}^{\lambda} g$ kills the highest weight vector in $\Delta_{q}(\mu)$ for all $g \in C(\mu)$. This makes the existence of such an $m \in M$ impossible unless $\mu \leq \lambda$.

4C. Simple End $_{U_{q}}(T)$-modules and semisimplicity of $\operatorname{End}_{U_{q}}(T)$. Let $\lambda \in \mathcal{P}_{0}$. Note that Corollary 4.9 shows that $C(\lambda)$ has a unique simple head $L(\lambda)$. We then arrive at the following classification of all simple modules in $\operatorname{End}_{U_{q}}(T)$-Mod.
Theorem 4.11 (Classification of simple $\operatorname{End}_{U_{q}}(T)$-modules). The $\operatorname{set}\left\{L(\lambda) \mid \lambda \in \mathcal{P}_{0}\right\}$ forms a complete set of pairwise nonisomorphic, simple $\operatorname{End}_{U_{q}}(T)$-modules.

Proof. We have to show three statements, namely that the $L(\lambda)$ are simple, that they are pairwise nonisomorphic and that every simple $\operatorname{End}_{\boldsymbol{U}_{q}}(T)$-module is one of the $L(\lambda)$.

Because the first statement follows directly from the definition of $L(\lambda)$ (see Corollary 4.9), we start by showing the second. Thus, assume that $L(\lambda) \cong L(\mu)$ for some $\lambda, \mu \in \mathcal{P}_{0}$. Then

$$
\operatorname{Hom}_{\operatorname{End}_{U_{q}}(T)}(C(\lambda), C(\mu) / \operatorname{Rad}(\mu)) \neq 0 \neq \operatorname{Hom}_{\operatorname{End}_{U_{q}}(T)}(C(\mu), C(\lambda) / \operatorname{Rad}(\lambda))
$$

By Corollary 4.10, we get $\mu \leq \lambda$ and $\lambda \leq \mu$ from the left- and right-hand side. Thus, $\lambda=\mu$.

Suppose that $L \in \operatorname{End}_{U_{q}}(T)$-Mod is simple. Then we can choose $\lambda \in \mathcal{P}$ minimal such that (recall that $\operatorname{End}_{U_{q}}(T)^{\leq \lambda}$ is a two-sided ideal)

$$
\begin{equation*}
\operatorname{End}_{U_{q}}(T)^{<\lambda} L=0 \quad \text { and } \quad \operatorname{End}_{U_{q}}(T)^{\leq \lambda} L=L \tag{17}
\end{equation*}
$$

We claim that $\lambda \in \mathcal{P}_{0}$. Indeed, if not, then, by Proposition 4.4, we see that $T_{q}(\lambda)$ is not a summand of $T$. Hence, in our usual notation, all $\bar{f}_{j}^{\lambda} \circ \bar{g}_{i^{\prime}}^{\lambda}$ vanish on the $\lambda$-weight space. It follows that $c_{i j}^{\lambda} c_{i^{\prime} j^{\prime}}^{\lambda}$ also vanishes on the $\lambda$-weight space for all $i, j, i^{\prime}, j^{\prime} \in \mathcal{I}^{\lambda}$. This means that we have $\operatorname{End}_{U_{q}}(T)^{\leq \lambda} \operatorname{End}_{U_{q}}(T)^{\leq \lambda} \subset \operatorname{End}_{U_{q}}(T)^{<\lambda}$ making (17) impossible.

For $\lambda \in \mathcal{P}_{0}$ we see by Lemma 4.7 that

$$
\begin{equation*}
c_{i 1}^{\lambda} c_{1 j}^{\lambda}=c_{i j}^{\lambda}\left(\bmod \operatorname{End}_{U_{q}}(T)^{<\lambda}\right) \tag{18}
\end{equation*}
$$

Hence, by (17), there exist $i, j \in \mathcal{I}^{\lambda}$ such that $c_{i j}^{\lambda} L \neq 0$. By (18) we also have $c_{i 1}^{\lambda} L \neq 0 \neq c_{1 j}^{\lambda} L$. This in turn (again by (18)) ensures that $c_{11}^{\lambda} L \neq 0$. Take then $m \in c_{11}^{\lambda} L-\{0\}$ and observe that $c_{11}^{\lambda} m=m$. Hence, by Proposition 4.8, there is a nonzero $\operatorname{End}_{U_{q}}(T)$-homomorphism $C(\lambda) \rightarrow L$. The conclusion follows now from Corollary 4.9.

Recall from Section 4B the notation $m_{\lambda}$ (the multiplicity of $T_{q}(\lambda)$ in $T$ ) and the choice of basis for $C(\lambda)$ (in the paragraphs before Lemma 4.7). Then we get the following connection between the decomposition of $T$ as in (15) and the simple End $_{U_{q}}(T)$-modules $L(\lambda)$.

Theorem 4.12 (Dimension formula). If $\lambda \in \mathcal{P}_{0}$, then $\operatorname{dim}(L(\lambda))=m_{\lambda}$.
Note that this result is implicit in [Graham and Lehrer 1996] and has also been observed in, e.g., [Erdmann 1995] and [Soergel 1999].

Proof. We use the notation from Section 4B. Since $T^{\prime}$ has no summands isomorphic to $T_{q}(\lambda)$, we see that $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), T^{\prime}\right) \subset \operatorname{Rad}(\lambda)$ (see the proof of Corollary 4.9). On the other hand, $g_{i}^{\lambda} \notin \operatorname{Rad}(\lambda)$ for $1 \leq i \leq m_{\lambda}$ because for these $i$ we have $f_{i}^{\lambda} \circ g_{i}^{\lambda}=c^{\lambda}$ by construction. Thus, the statement follows.

Theorem 4.13 (Semisimplicity criterion). The cellular algebra $\operatorname{End}_{U_{q}}(T)$ is semisimple if and only if $T$ is a semisimple $\boldsymbol{U}_{q}$-module.

Proof. Note that the $T_{q}(\lambda)$ are simple if and only if $T_{q}(\lambda) \cong \Delta_{q}(\lambda) \cong L_{q}(\lambda) \cong \nabla_{q}(\lambda)$. Hence, $T$ is semisimple as a $U_{q}$-module if and only if $T=\bigoplus_{\lambda \in \mathcal{P}_{0}} \Delta_{q}(\lambda)^{\oplus m_{\lambda}}$ with $m_{\lambda}$ as in Section 4B above.

Thus, we see that, if $T$ decomposes into simple $\boldsymbol{U}_{q}$-modules, then $\operatorname{End}_{U_{q}}(T)$ is semisimple by the Artin-Wedderburn theorem (since $\operatorname{End}_{U_{q}}(T)$ will decompose into a direct sum of matrix algebras in this case).

On the other hand, if $\operatorname{End}_{U_{q}}(T)$ is semisimple, then we know by Corollary 4.9 that the cell modules $C(\lambda)$ are simple, i.e., $C(\lambda)=L(\lambda)$ for all $\lambda \in \mathcal{P}_{0}$. Then

$$
\begin{gather*}
T \cong \bigoplus_{\lambda \in \mathcal{P}_{0}} T_{q}(\lambda)^{\oplus m_{\lambda}},  \tag{19}\\
\text { with } m_{\lambda}=\operatorname{dim}(L(\lambda))=\operatorname{dim}(C(\lambda))=\operatorname{dim}\left(\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), T\right)\right)
\end{gather*}
$$

by Theorem 4.12. Assume now that there exists a summand $T_{q}\left(\lambda^{\prime}\right)$ of $T$ as in (19) with $T_{q}\left(\lambda^{\prime}\right) \not \not \Delta_{q}\left(\lambda^{\prime}\right)$ and choose $\lambda^{\prime} \in \mathcal{P}_{0}$ minimal with this property.

Then there exists a $\mu<\lambda^{\prime}$ such that $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\mu), T_{q}\left(\lambda^{\prime}\right)\right) \neq 0$. Choose also $\mu$ minimal among those. By our usual construction this then gives in turn a nonzero $\boldsymbol{U}_{q}$-homomorphism $\bar{g} \circ \bar{f}: T_{q}\left(\lambda^{\prime}\right) \rightarrow T_{q}(\mu) \rightarrow T_{q}\left(\lambda^{\prime}\right)$. By (19), we can extend $\bar{g} \circ \bar{f}$ to an element of $\operatorname{End}_{U_{q}}(T)$ by defining it to be zero on all other summands.

Clearly, by construction, $(\bar{g} \circ \bar{f}) C\left(\mu^{\prime}\right)=0$ for $\mu^{\prime} \in \mathcal{P}_{0}$ with $\mu^{\prime} \neq \lambda^{\prime}$ and $\mu^{\prime} \not \approx \mu$. If $\mu^{\prime} \leq \mu$, then consider $\varphi \in C\left(\mu^{\prime}\right)$. Then $(\bar{g} \circ \bar{f}) \circ \varphi=0$ unless $\varphi$ has some nonzero component $\varphi^{\prime}: \Delta_{q}\left(\mu^{\prime}\right) \rightarrow T_{q}\left(\lambda^{\prime}\right)$. This forces $\mu^{\prime}=\mu$ by minimality of $\mu$. But since $\Delta_{q}\left(\mu^{\prime}\right) \cong T_{q}\left(\mu^{\prime}\right)$, by minimality of $\lambda^{\prime}$, we conclude that $\bar{f} \circ \varphi=0$ (otherwise $T_{q}\left(\mu^{\prime}\right)$ would be a summand of $\left.T_{q}\left(\lambda^{\prime}\right)\right)$.

Hence, the nonzero element $\bar{g} \circ \bar{f} \in \operatorname{End}_{U_{q}}(T)$ kills all $C\left(\mu^{\prime}\right)$ for $\mu^{\prime} \in \mathcal{P}_{0}$. This contradicts the semisimplicity of $\operatorname{End}_{U_{q}}(T)$ : as noted above, $C(\lambda)=L(\lambda)$ for all $\lambda \in \mathcal{P}_{0}$, which implies $\operatorname{End}_{U_{q}}(T) \cong \bigoplus_{\lambda \in \mathcal{P}_{0}} C(\lambda)^{\oplus k_{\lambda}}$ for some $k_{\lambda} \in \mathbb{Z}_{\geq 0}$.

## 5. Cellular structures: examples and applications

In this section we provide many examples of cellular algebras arising from our main theorem. This includes several renowned examples where cellularity is known (but usually proved case by case spread over the literature and with cellular bases which differ in general from ours), and also new ones. In the first section we give a full treatment of the semisimple case and describe how to obtain all the examples from the introduction using our methods. In the second section we focus on the Temperley-Lieb algebras $\mathcal{T} \mathcal{L}_{d}(\delta)$ and give a detailed account how to apply our results to these.

5A. Cellular structures using $\boldsymbol{U}_{q}$-tilting modules: several examples. In the following let $\omega_{i}$ for $i=1, \ldots, n$ denote the fundamental weights (of the corresponding type).

5A.1. The semisimple case. Suppose the category $\boldsymbol{U}_{q}$-Mod is semisimple, that is, $q$ is not a root of unity in $\mathbb{K}^{*}-\{1\}$ or $q= \pm 1 \in \mathbb{K}$ with $\operatorname{char}(\mathbb{K})=0$.

In this case, $\mathcal{T}=\boldsymbol{U}_{q}$-Mod and any $T \in \mathcal{T}$ has a decomposition

$$
T \cong \bigoplus_{\lambda \in X^{+}} \Delta_{q}(\lambda)^{\oplus m_{\lambda}} \quad \text { with the multiplicities } m_{\lambda}=\left(T: \Delta_{q}(\lambda)\right) .
$$

This induces an Artin-Wedderburn decomposition

$$
\begin{equation*}
\operatorname{End}_{U_{q}}(T) \cong \bigoplus_{\lambda \in X^{+}} M_{m_{\lambda}}(\mathbb{K}) \tag{20}
\end{equation*}
$$

into matrix algebras. A natural choice of basis for $\operatorname{Hom}_{U_{q}}\left(\Delta_{q}(\lambda), T\right)$ is

$$
G^{\lambda}=\left\{g_{1}^{\lambda}, \ldots, g_{m_{\lambda}}^{\lambda} \mid g_{i}^{\lambda}: \Delta_{q}(\lambda) \hookrightarrow T \text { is the inclusion into the } i \text {-th summand }\right\} .
$$

Then our cellular basis consisting of the $c_{i j}^{\lambda}$ as in Section 3C (no lifting is needed in this case) is an Artin-Wedderburn basis, that is, a basis of $\operatorname{End}_{U_{q}}(T)$ that realizes the decomposition as in (20) in the following sense. The basis element $c_{i j}^{\lambda}$ is the matrix $\boldsymbol{E}_{i j}^{\lambda}$ (in the $\lambda$-summand on the right-hand side in (20)) which has all entries zero except one entry equals 1 in the $i$-th row and $j$-th column. Note that, as expected in this case, $\operatorname{End}_{U_{q}}(T)$ has, by the Theorems 4.11 and 4.12, one simple $\operatorname{End}_{U_{q}}(T)$-module $L(\lambda)$ of dimension $m_{\lambda}$ for all summands $\Delta_{q}(\lambda)$ of $T$.

5A.2. The symmetric group and the Iwahori-Hecke algebra. Let us fix $d \in \mathbb{Z}_{\geq 0}$ and let us denote by $S_{d}$ the symmetric group in $d$ letters and by $\mathcal{H}_{d}(q)$ its associated Iwahori-Hecke algebra. We note that $\mathbb{K}\left[S_{d}\right] \cong \mathcal{H}_{d}(1)$. Moreover, let $\boldsymbol{U}_{q}=\boldsymbol{U}_{q}\left(\mathfrak{g l}_{n}\right)$. The vector representation of $\boldsymbol{U}_{q}$, which we denote by $V=\mathbb{K}^{n}=\Delta_{q}\left(\omega_{1}\right)$, is a $\boldsymbol{U}_{q}$-tilting module (since $\omega_{1}$ is minimal in $X^{+}$). Set $T=V^{\otimes d}$, which is again a $\boldsymbol{U}_{q}$-tilting module. Quantum Schur-Weyl duality (see [Du et al. 1998, Theorem 6.3] for surjectivity and use Ext-vanishing for the fact that $\operatorname{dim}\left(\operatorname{End}_{U_{q}}(T)\right)$ is obtained via base change from $\mathbb{Z}\left[v, v^{-1}\right]$ to $\mathbb{K}$ for all $\mathbb{K}$ and $\left.q \in \mathbb{K}^{*}\right)$ states that

$$
\begin{equation*}
\Phi_{q \mathrm{SW}}: \mathcal{H}_{d}(q) \rightarrow \operatorname{End}_{U_{q}}(T) \quad \text { and } \quad \Phi_{q S \mathrm{SW}}: \mathcal{H}_{d}(q) \xrightarrow{\cong} \operatorname{End}_{U_{q}}(T), \text { if } n \geq d \tag{21}
\end{equation*}
$$

Thus, our main result implies that $\mathcal{H}_{d}(q)$, and in particular $\mathbb{K}\left[S_{d}\right]$, are cellular for any $q \in \mathbb{K}^{*}$ and any field $\mathbb{K}$ (by taking $n \geq d$ ).

In this case the cell modules for $\operatorname{End}_{U_{q}}(T)$ are usually called Specht modules $S_{\llbracket}^{\lambda}$ and our Theorem 4.12 gives the following:

- If $q=1$ and $\operatorname{char}(\mathbb{K})=0$, then the dimension $\operatorname{dim}\left(S_{\mathbb{K}}^{\lambda}\right)$ is equal to the multiplicity of the simple $\boldsymbol{U}_{1}$-module $\Delta_{1}(\lambda) \cong L_{1}(\lambda)$ in $V^{\otimes d}$ for all $\lambda \in \mathcal{P}^{0}$. These numbers are given by known formulas (e.g., the hook length formula).
- If $q=1$ and $\operatorname{char}(\mathbb{K})>0$, then the dimension of the simple head of $S_{\mathbb{K}}$, usually denoted $D_{\mathbb{K}}^{\lambda}$, is the multiplicity with which $T_{1}(\lambda)$ occurs as a summand in $V^{\otimes d}$ for all $\lambda \in \mathcal{P}_{0}$, see also [Erdmann 1995]. It is a wide open problem to determine these numbers. (See however [Riche and Williamson 2015].)
- If $q$ is a complex, primitive root of unity, then we can compute the dimension of the simple $\mathcal{H}_{d}(q)$-modules by using the algorithm as in [Andersen et al. 2015b]. In particular, this connects with the LLT algorithm from [Lascoux et al. 1996].
- If $q$ is a root of unity and $\mathbb{K}$ is arbitrary, then not much is known. Still, our methods apply and we get a way to calculate the dimensions of the simple $\mathcal{H}_{d}(q)$-modules, if we can decompose $T$ into its indecomposable summands.

5A.3. The Temperley-Lieb algebra and other $\mathfrak{s l}_{2}$-related algebras. Let $\boldsymbol{U}_{q}$ be $\boldsymbol{U}_{q}\left(\mathfrak{s l}_{2}\right)$ and let $T$ be as in Section 5A. 2 with $n=2$. For any $d \in \mathbb{Z}_{\geq 0}$ we have $\mathcal{T}_{\mathcal{L}_{d}}(\delta) \cong \operatorname{End}_{U_{q}}(T)$ by Schur-Weyl duality, where $\mathcal{T} \mathcal{L}_{d}(\delta)$ is the Temperley-Lieb algebra in $d$-strands with parameter $\delta=q+q^{-1}$. This works for all $\mathbb{K}$ and all $q \in \mathbb{K}^{*}$ (this can be deduced from, for example, [Du et al. 1998, Theorem 6.3]). Hence, $\mathcal{T} \mathcal{L}_{d}(\delta)$ is always cellular. We discuss this case in more detail in Section 5B.

Furthermore, if we are in the semisimple case, then $\Delta_{q}(i)$ is a $\boldsymbol{U}_{q}$-tilting module for all $i \in \mathbb{Z}_{\geq 0}$ and so is $T=\Delta_{q}\left(i_{1}\right) \otimes \cdots \otimes \Delta_{q}\left(i_{d}\right)$. Thus, we obtain that $\operatorname{End}_{U_{q}}(T)$ is cellular.

The algebra $\operatorname{End}_{U_{q}}(T)$ is known to give a diagrammatic presentation of the (tensor) category of $\boldsymbol{U}_{q}$-modules, see [Rose and Tubbenhauer 2016], and can be used to define the colored Jones polynomial.

If $q \in \mathbb{K}$ is a root of unity and $l$ is the order of $q^{2}$, then, for any $0 \leq i<l$, $\Delta_{q}(i)$ is a $\boldsymbol{U}_{q}$-tilting module (since it is simple) and so is $T=\Delta_{q}(i)^{\otimes d}$. The endomorphism algebra $\operatorname{End}_{U_{q}}(T)$ is cellular. This reproves parts of [Andersen et al. 2015a, Theorem 1.1] using our general approach.

In characteristic 0 , another family of $\boldsymbol{U}_{q}$-tilting modules was studied in [Andersen and Tubbenhauer 2017]. For any $d \in \mathbb{Z}_{\geq 0}$, fix any $\lambda_{0} \in\{0, \ldots, l-2\}$ and consider $T=T_{q}\left(\lambda_{0}\right) \oplus \cdots \oplus T_{q}\left(\lambda_{d}\right)$, where $\lambda_{k}$ is the unique integer $\lambda_{k} \in\{k l, \ldots,(k+1) l-2\}$ linked to $\lambda_{0}$. We again obtain that $\operatorname{End}_{U_{q}}(T)$ is cellular. Note that $\operatorname{End}_{U_{q}}(T)$ can be identified with a so-called (type $A$ ) zig-zag algebra $A_{d}$, see [Andersen and Tubbenhauer 2017, Proposition 3.9], introduced in [Huerfano and Khovanov 2001]. These algebras are naturally graded making $\operatorname{End}_{U_{q}}(T)$ into a graded cellular algebra in the sense of [ Hu and Mathas 2010] and are special examples arising
from the family of generalized Khovanov arc algebras whose cellularity is studied in [Brundan and Stroppel 2011a].

5A.4. Spider algebras. Let $\boldsymbol{U}_{q}=\boldsymbol{U}_{q}\left(\mathfrak{s l}_{n}\right)$ (or, alternatively, $\boldsymbol{U}_{q}\left(\mathfrak{g l}_{n}\right)$ ). One has for any $q \in \mathbb{K}^{*}$ that all $\boldsymbol{U}_{q}$-representations $\Delta_{q}\left(\omega_{i}\right)$ are $\boldsymbol{U}_{q}$-tilting modules (because the $\omega_{i}$ are minimal in $\left.X^{+}\right)$. Hence, for any $k_{i} \in\{1, \ldots, n-1\}, T=\Delta_{q}\left(\omega_{k_{1}}\right) \otimes \cdots \otimes$ $\Delta_{q}\left(\omega_{k_{d}}\right)$ is a $\boldsymbol{U}_{q}$-tilting module. Thus, $\operatorname{End}_{\boldsymbol{U}_{q}}(T)$ is cellular. These algebras are related to type $A_{n-1}$ spider algebras as in [Kuperberg 1996], are connected to the Reshetikhin-Turaev $\mathfrak{s l}_{n}$-link polynomials and give a diagrammatic description of the representation theory of $\mathfrak{s l}_{n}$, see [Cautis et al. 2014], providing a link from our work to low-dimensional topology and diagrammatic algebra. Note that cellular bases (which, in this case, coincide with our cellular bases) of these were found in [Elias 2015, Theorem 2.57].

More general: In any type we have that $\Delta_{q}(\lambda)$ are $\boldsymbol{U}_{q}(\mathfrak{g})$-tilting modules for minuscule $\lambda \in X^{+}$, see [Jantzen 2003, Part II, Chapter 2, Section 15]. Moreover, if $q$ is a root of unity "of order $l$ big enough" (ensuring that the $\omega_{i}$ are in the closure of the fundamental alcove), then the $\Delta_{q}\left(\omega_{i}\right)$ are $\boldsymbol{U}_{q}(\mathfrak{g})$-tilting modules by the linkage principle; see [Andersen 2003, Corollaries 4.4 and 4.6]. So in these cases we can generalize the above results to other types.

Still more generally, we may take (for any type and any $q \in \mathbb{K}^{*}$ ) arbitrary $\lambda_{j} \in X^{+}($for $j=1, \ldots, d)$ and obtain a cellular structure on $\operatorname{End}_{U_{q}}(T)$ for $T=$ $T_{q}\left(\lambda_{1}\right) \otimes \cdots \otimes T_{q}\left(\lambda_{d}\right)$.
5A.5. The Ariki-Koike algebra and related algebras. Take $\mathfrak{g}=\mathfrak{g l}_{m_{1}} \oplus \cdots \oplus \mathfrak{g l}_{m_{r}}$ (which can be easily fit into our context) with $m_{1}+\cdots+m_{r}=m$ and let $V$ be the vector representation of $\boldsymbol{U}_{1}\left(\mathfrak{g l} l_{m}\right)$ restricted to $\boldsymbol{U}_{1}=\boldsymbol{U}_{1}(\mathfrak{g})$. This is again a $\boldsymbol{U}_{1}$-tilting module and so is $T=V^{\otimes d}$. Then we have a cyclotomic analog of (21), namely

$$
\begin{array}{ll}
\Phi_{\mathrm{cl}}: \mathbb{C}\left[\mathbb{Z} / r \mathbb{Z} 2 S_{d}\right] \rightarrow \operatorname{End}_{U_{1}}(T) & \text { and } \\
\Phi_{\mathrm{cl}}: \mathbb{C}\left[\mathbb{Z} / r \mathbb{Z} 2 S_{d}\right] \stackrel{\cong}{\rightrightarrows} \operatorname{End}_{U_{1}}(T), & \text { if } m \geq d, \tag{22}
\end{array}
$$

where $\mathbb{C}\left[\mathbb{Z} / r \mathbb{Z} 2 S_{d}\right]$ is the group algebra of the complex reflection group $\mathbb{Z} / r \mathbb{Z} 2 S_{d} \cong$ $(\mathbb{Z} / r \mathbb{Z})^{d} \rtimes S_{d}$; see [Mazorchuk and Stroppel 2016, Theorem 9]. Thus, we can apply our main theorem and obtain a cellular basis for these quotients of $\mathbb{C}\left[\mathbb{Z} / r \mathbb{Z}\right.$ ? $\left.S_{d}\right]$. If $m \geq d$, then (22) is an isomorphism (see Lemma 11 of [loc. cit.]) and we obtain that $\mathbb{C}\left[\mathbb{Z} / r \mathbb{Z} 2 S_{d}\right]$ itself is a cellular algebra for all $r, d$. In the extremal case $m_{1}=m-1$ and $m_{2}=1$, the resulting quotient of (22) is known as Solomon's algebra introduced in [Solomon 1990] (also called the algebra of the inverse semigroup or the rook monoid algebra) and we obtain that Solomon's algebra is cellular. In the extremal case $m_{1}=m_{2}=1$, the resulting quotient is a specialization of the blob algebra $\mathcal{B L}_{d}(1,2)$ (in the notation used in [Ryom-Hansen 2010]). To see this, note that both algebras are quotients of $\mathbb{C}\left[\mathbb{Z} / r \mathbb{Z} 2 S_{d}\right]$. The kernel of the quotient to $\mathcal{B} \mathcal{L}_{d}(1,2)$
is described explicitly by Ryom-Hansen [2010, (1)] and is by [Mazorchuk and Stroppel 2016, Lemma 11] contained in the kernel of $\Phi_{\mathrm{cl}}$ from (22). Since both algebras have the same dimensions, they are isomorphic.

Let $\boldsymbol{U}_{q}=\boldsymbol{U}_{q}(\mathfrak{g})$. We get in the quantized case (for $q \in \mathbb{C}-\{0\}$ not a root of unity)

$$
\begin{equation*}
\Phi_{q \mathrm{cl}}: \mathcal{H}_{d, r}(q) \rightarrow \operatorname{End}_{U_{q}}(T) \quad \text { and } \quad \Phi_{q \mathrm{cl}}: \mathcal{H}_{d, r}(q) \xrightarrow{\cong} \operatorname{End}_{U_{q}}(T), \text { if } m \geq d, \tag{23}
\end{equation*}
$$

where $\mathcal{H}_{d, r}(q)$ is the Ariki-Koike algebra introduced in [Ariki and Koike 1994]. A proof of (23) can for example be found in [Sakamoto and Shoji 1999, Theorem 4.1]. Thus, as before, our main theorem applies and we obtain: the Ariki-Koike algebra $\mathcal{H}_{d, r}(q)$ is cellular (by taking $m \geq d$ ), the quantized rook monoid algebra $\mathcal{R}_{d}(q)$ from [Halverson and Ram 2001] is cellular and the blob algebra $\mathcal{B} \mathcal{L}_{d}(q, m)$ is cellular (which follows as above). Note that the cellularity of $\mathcal{H}_{d, r}(q)$ was obtained in [Dipper et al. 1998] and the cellularity of the quantum rook monoid algebras and of the blob algebra can be found in [Paget 2006] and in [Ryom-Hansen 2012] respectively.

In fact, (23) is still true in the nonsemisimple cases, see [Hu and Stoll 2004, Theorem 1.10 and Lemma 2.12], as long as $\mathbb{K}$ satisfies a certain separation condition (which implies that the algebra in question has the right dimension, see [Ariki 1999]). Again, our main theorem applies.

5A.6. The Brauer algebras and related algebras. Consider $\boldsymbol{U}_{q}=\boldsymbol{U}_{q}(\mathfrak{g})$ where $\mathfrak{g}$ is either an orthogonal $g=\mathfrak{o}_{2 n}$ and $g=\mathfrak{o}_{2 n+1}$ or the symplectic $g=\mathfrak{s p}_{2 n}$ Lie algebra. Let $V=\Delta_{q}\left(\omega_{1}\right)$ be the quantized version of the corresponding vector representation. In both cases, $V$ is a $\boldsymbol{U}_{q}$-tilting module (for type $B$ and $q=1$ this requires $\operatorname{char}(\mathbb{K}) \neq 2$, see [Jantzen 1973, Page 20]) and hence, so is $T=V^{\otimes d}$. We first take $q=1$ and set $\delta=2 n$ in case $\mathfrak{g}=\mathfrak{o}_{2 n}$, and $\delta=2 n+1$ in case $\mathfrak{g}=\mathfrak{o}_{2 n+1}$ and $\delta=-2 n$ in case $\mathfrak{g}=\mathfrak{s p}_{2 n}$ respectively. Then (see [Dipper et al. 2008, Theorem 1.4] and [Doty and Hu 2009, Theorem 1.2] for infinite $\mathbb{K}$, or [Ehrig and Stroppel 2016b, Theorem 5.5] for $\mathbb{K}=\mathbb{C}$ )

$$
\begin{equation*}
\Phi_{\mathrm{Br}}: \mathcal{B}_{d}(\delta) \rightarrow \operatorname{End}_{U_{1}}(T) \quad \text { and } \quad \Phi_{\mathrm{Br}}: \mathcal{B}_{d}(\delta) \xrightarrow{\cong} \operatorname{End}_{U_{1}}(T), \text { if } n>d, \tag{24}
\end{equation*}
$$

where $\mathcal{B}_{d}(\delta)$ is the Brauer algebra in $d$ strands (for $\mathfrak{g} \neq \mathfrak{o}_{2 n}$ the isomorphism in (24) already holds for $n=d$ ). Thus, we get cellularity of $\mathcal{B}_{d}(\delta)$ by observing that in characteristic $p$ we can always assume that $n$ is large because $\mathcal{B}_{d}(\delta)=\mathcal{B}_{d}(\delta+p)$.

Similarly, let $\boldsymbol{U}_{q}=\boldsymbol{U}_{q}\left(\mathfrak{g l}_{n}\right), q \in \mathbb{K}^{*}$ arbitrary, and $T=\Delta_{q}\left(\omega_{1}\right)^{\otimes r} \otimes \Delta_{q}\left(\omega_{n-1}\right)^{\otimes s}$. By [Dipper et al. 2014, Theorem 7.1 and Corollary 7.2] we have

$$
\begin{align*}
& \Phi_{\mathrm{wBr}}: \mathcal{B}_{r, s}^{n}([n]) \rightarrow \operatorname{End}_{U_{q}}(T) \quad \text { and } \\
& \Phi_{\mathrm{wBr}}: \mathcal{B}_{r, s}^{n}([n]) \xrightarrow{\cong} \operatorname{End}_{U_{q}}(T), \quad \text { if } n \geq r+s . \tag{25}
\end{align*}
$$

Here $\mathcal{B}_{r, s}^{n}([n])$ is the quantized walled Brauer algebra for $[n]=q^{1-n}+\cdots+q^{n-1}$. Since $T$ is a $\boldsymbol{U}_{q}$-tilting module, we get from (25) cellularity of $\mathcal{B}_{r, s}^{n}([n])$ and of its quotients under $\Phi_{\text {wBr }}$.

The walled Brauer algebra $\mathcal{B}_{r, s}^{n}(\delta)$ over $\mathbb{K}=\mathbb{C}$ for arbitrary parameter $\delta \in \mathbb{Z}$ appears as the centralizer of $\operatorname{End}_{\mathfrak{g l}(m \mid n)}(T)$ for $T=V^{\otimes r} \otimes\left(V^{*}\right)^{\otimes s}$ where $V$ is the vector representation of the superalgebra $\mathfrak{g l}(m \mid n)$ with $\delta=m-n$. That is, we have

$$
\begin{align*}
& \Phi_{\mathrm{s}}: \mathcal{B}_{r, s}^{n}(\delta) \rightarrow \operatorname{End}_{\mathfrak{g l}(m \mid n)}(T) \quad \text { and } \\
& \Phi_{\mathrm{s}}: \mathcal{B}_{r, s}^{n}(\delta) \stackrel{\leftrightarrows}{\rightrightarrows} \operatorname{End}_{\mathfrak{g l}(m \mid n)}(T), \quad \text { if }(m+1)(n+1) \geq r+s, \tag{26}
\end{align*}
$$

see [Brundan and Stroppel 2012a, Theorem 7.8]. It can be shown that $T$ is a $\mathfrak{g l}(m \mid n)$-tilting module and thus, our main theorem applies and hence, by (26), $\mathcal{B}_{r, s}^{n}(\delta)$ is cellular. Similarly for the quantized version.

Quantizing the Brauer case, taking $q \in \mathbb{K}^{*}, \mathfrak{g}, V=\Delta_{q}\left(\omega_{1}\right)$ and $T$ as before (without the restriction $\operatorname{char}(\mathbb{K}) \neq 2$ for type $B$ ) gives us a cellular structure on $\operatorname{End}_{U_{q}}(T)$. The algebra $\operatorname{End}_{U_{q}}(T)$ is a quotient of the Birman-Murakami-Wenzl algebra $\mathcal{B M}_{d}(\delta)$ (for appropriate parameters), see [Lehrer and Zhang 2012, (9.6)] for the orthogonal case (which works for any $q \in \mathbb{C}-\{0, \pm 1\}$ ) and $[\mathrm{Hu}$ 2011, Theorem 1.5] for the symplectic case (which works for any $q \in \mathbb{K}^{*}-\{1\}$ and infinite $\mathbb{K}$ ). Again, taking $n \geq d$ (or $n>d$ ), we recover the cellularity of $\mathcal{B M} \mathcal{W}_{d}(\delta)$.

5A.7. Infinite-dimensional modules - highest weight categories. Observe that our main theorem does not use the specific properties of $\boldsymbol{U}_{q}$-Mod, but works for any $\operatorname{End}_{A-\operatorname{Mod}}(T)$ where $T$ is an $A$-tilting module for some finite-dimensional, quasihereditary algebra $A$ over $\mathbb{K}$ or $T \in \mathcal{C}$ for some highest weight category $\mathcal{C}$ in the sense of [Cline et al. 1988]. For the explicit construction of our basis we however need a notion like "weight spaces" such that Lemma 3.4 makes sense.

The most famous example of such a category is the BGG category $\mathcal{O}=\mathcal{O}(\mathfrak{g})$ attached to a complex semisimple or reductive Lie algebra $\mathfrak{g}$ with a corresponding Cartan $\mathfrak{h}$ and fixed Borel subalgebra $\mathfrak{b}$. We denote by $\Delta(\lambda) \in \mathcal{O}$ the Verma module attached to $\lambda \in \mathfrak{h}^{*}$. In the same vein, pick a parabolic $\mathfrak{p} \supset \mathfrak{b}$ and denote for any $\mathfrak{p}$-dominant weight $\lambda$ the corresponding parabolic Verma module by $\Delta^{\mathfrak{p}}(\lambda)$. It is the unique quotient of the Verma module $\Delta(\lambda)$ which is locally $\mathfrak{p}$-finite, i.e., contained in the parabolic category $\mathcal{O}^{\mathfrak{p}}=\mathcal{O}^{\mathfrak{p}}(\mathfrak{g}) \subset \mathcal{O}$ (see, e.g., [Humphreys 2008]).

There is a contravariant, character preserving duality functor ${ }^{\vee}: \mathcal{O}^{\mathfrak{p}} \rightarrow \mathcal{O}^{\mathfrak{p}}$ which allows us to set $\nabla^{\mathfrak{p}}(\lambda)=\Delta^{\mathfrak{p}}(\lambda)^{\vee}$. Hence, we can play the same game again since the $\mathcal{O}$-tilting theory works in a very similar fashion as for $\boldsymbol{U}_{q}$-Mod (see [Humphreys 2008, Chapter 11] and the references therein). In particular, we have indecomposable $\mathcal{O}$-tilting modules $T(\lambda)$ for any $\lambda \in \mathfrak{h}^{*}$. Similarly for $\mathcal{O}^{\mathfrak{p}}$ giving an indecomposable $\mathcal{O}^{\mathfrak{p}}$-tilting module $T(\lambda)$ for any $\mathfrak{p}$-dominant $\lambda \in \mathfrak{h}^{*}$.

We give a few examples where our approach leads to cellular structures on interesting algebras. For this purpose, let $\mathfrak{p}=\mathfrak{b}$ and $\lambda=0$. Then $T(0)$ has Verma factors of the form $\Delta(w .0)$ (for $w \in W$, where $W$ is the Weyl group associated to $\mathfrak{g})$. Each of these appears with multiplicity 1 . Hence, $\operatorname{dim}\left(\operatorname{End}_{\mathcal{O}}(T(0))\right)=|W|$ by the analog of (4). Then we have $\operatorname{End}_{\mathcal{O}}(T(0)) \cong S\left(\mathfrak{h}^{*}\right) / S_{+}^{W}$. The algebra $S\left(\mathfrak{h}^{*}\right) / S_{+}^{W}$ is called the coinvariant algebra. (For the notation, the conventions and the result see [Soergel 1990] - this is Soergel's famous Endomorphismensatz.) Hence, our main theorem implies that $S\left(\mathfrak{h}^{*}\right) / S_{+}^{W}$ is cellular, which is no big surprise since all finite-dimensional, commutative algebras are cellular, see [König and Xi 1998, Proposition 3.5].

There is also a quantum version of this result: replace $\mathcal{O}$ by its quantum cousin $\mathcal{O}_{q}$ from [Andersen and Mazorchuk 2015] (which is the analog of $\mathcal{O}$ for $\boldsymbol{U}_{q}(\mathfrak{g})$ ). This works over any field $\mathbb{K}$ with $\operatorname{char}(\mathbb{K})=0$ and any $q \in \mathbb{K}^{*}-\{1\}$ (which can be deduced from Section 6 therein). There is furthermore a characteristic $p$ version of this result: Consider the $G$-tilting module $T(p \rho)$ in the category of finite-dimensional $G$-modules (here $G$ is an almost simple, simply connected algebraic group over $\mathbb{K}$ with $\operatorname{char}(\mathbb{K})=p)$. Its endomorphism algebra is isomorphic to the corresponding coinvariant algebra over $\mathbb{K}$, see [Andersen et al. 1994, Proposition 19.8].

Returning to $\mathbb{K}=\mathbb{C}$, we can generalize the example of the coinvariant algebra. To this end, note that, if $T$ is an $\mathcal{O}^{\mathfrak{p}}$-tilting module, then so is $T \otimes M$ for any finitedimensional $\mathfrak{g}$-module $M$; see [Humphreys 2008, Proposition 11.1 and Section 11.8] (and the references therein). Thus, $\operatorname{End}_{\mathcal{O}^{p}}(T \otimes M)$ is cellular by our main theorem.

A special case is $\mathfrak{g}$ is of classical type, $T=\Delta^{\mathfrak{p}}(\lambda)$ is simple (hence, $\mathcal{O}^{\mathfrak{p}}$-tilting), $V$ is the vector representation of $\mathfrak{g}$ and $M=V^{\otimes d}$. Let first $\mathfrak{g}=\mathfrak{g l} l_{n}$ with standard Borel $\mathfrak{b}$ and parabolic $\mathfrak{p}$ of block size $\left(n_{1}, \ldots, n_{\ell}\right)$. Then one can find a certain $\mathfrak{p}$-dominant weight $\lambda_{\mathrm{I}}$, called Irving-weight, such that $T=\Delta^{\mathfrak{p}}\left(\lambda_{\mathrm{I}}\right)$ is $\mathcal{O}^{\mathfrak{p}}$-tilting. Moreover, $\operatorname{End}_{\mathcal{O}^{p}}\left(T \otimes V^{\otimes d}\right)$ is isomorphic to a sum of blocks of cyclotomic quotients of the degenerate affine Hecke algebra $\mathcal{H}_{d} / \prod_{i=1}^{\ell}\left(x_{i}-n_{i}\right)$; see [Brundan and Kleshchev 2008, Theorem 5.13]. In the special case of level $\ell=2$, these algebras can be explicitly described in terms of generalizations of Khovanov's arc algebra (which Khovanov [2002] introduced to give an algebraic structure underlying Khovanov homology and which categorifies the Temperley-Lieb algebra $\left.\mathcal{T} \mathcal{L}_{d}(\delta)\right)$ and have an interesting representation theory; see [Brundan and Stroppel 2010; 2011a; 2011b; 2012b]. A consequence of this is that, using the results from [Sartori 2014, Theorem 6.9] and [Sartori and Stroppel 2015, Theorem 1.1], one can realize the walled Brauer algebra from Section 5A. 6 for arbitrary parameter $\delta \in \mathbb{Z}$ as endomorphism algebras of some $\mathcal{O}^{\mathfrak{p}}$-tilting module and hence, using our main theorem, deduce cellularity again.

If $\mathfrak{g}$ is of another classical type, then the role of the (cyclotomic quotients of the) degenerate affine Hecke algebra is played by (cyclotomic quotients of) degenerate

BMW algebras or so-called (cyclotomic quotients of) $W_{d}$-algebras (also called Nazarov-Wenzl algebras). These are still poorly understood and technically quite involved; see [Ariki et al. 2006]. In [Ehrig and Stroppel 2013] special examples of level $\ell=2$ quotients were studied and realized as endomorphism algebras of some $\mathcal{O}^{\mathfrak{p}}\left(\mathfrak{s o}_{2 n}\right)$-tilting module $\Delta^{\mathfrak{p}}(\underline{\delta}) \otimes V \in \mathcal{O}^{\mathfrak{p}}\left(\mathfrak{s o}_{2 n}\right)$ where $V$ is the vector representation of $\mathfrak{s o}_{2 n}, \underline{\delta}=\frac{1}{2} \delta \sum_{i=1}^{n} \epsilon_{i}$ and $\mathfrak{p}$ is a maximal parabolic subalgebra of type $A$ (see Theorem B therein). Hence, our theorem implies cellularity of these algebras. Soergel's theorem is therefore just a shadow of a rich world of endomorphism algebras whose cellularity can be obtained from our approach.

Our methods also apply to (parabolic) category $\mathcal{O}^{\mathfrak{p}}(\hat{\mathfrak{g}})$ attached to an affine Kac-Moody algebra $\mathfrak{g}$ over $\mathbb{K}$ and related categories. In particular, one can consider a (level-dependent) quotient $\hat{\mathfrak{g}}_{\kappa}$ of $\boldsymbol{U}(\hat{\mathfrak{g}})$ and a category, denoted by $\mathbf{O}_{\mathbb{K}, \tau}^{\nu, \kappa}$, attached to it (we refer the reader to [Rouquier et al. 2016, Sections 5.2 and 5.3] for the details). Then there is a subcategory $\mathbf{A}_{\llbracket<, \tau}^{v, \kappa} \subset \mathbf{O}_{\llbracket, \tau}^{v, \kappa}$ and a $\mathbf{A}_{\varangle, \tau}^{v, \kappa}$-tilting module $\mathbf{T}_{\llbracket, d}$ defined in Section 5.5 of [loc. cit.] such that

$$
\begin{aligned}
& \Phi_{\mathrm{aff}}: \mathbf{H}_{\mathbb{} / \sqrt{s}}^{s} \longrightarrow \operatorname{End}_{\mathbf{A}_{\mathbb{K}, \tau}^{v, k}}\left(\mathbf{T}_{\mathbb{K}, d}\right) \quad \text { and } \\
& \Phi_{\text {aff }}: \mathbf{H}_{k<, d}^{s} \xrightarrow{\cong} \operatorname{End}_{\mathbf{A}_{k, \tau}^{v, k}}\left(\mathbf{T}_{\mathbb{K}, d}\right), \quad \text { if } v_{p} \geq d, p=1, \ldots N ;
\end{aligned}
$$

see Theorem 5.37 and Proposition 8.1 of [loc. cit.]. Here $\mathbf{H}_{\llbracket \mathbb{K}, d}^{S}$ denotes an appropriate cyclotomic quotient of the affine Hecke algebra. Again, our main theorem applies for $\mathbf{H}_{\llbracket, d}^{s}$ in case $v_{p} \geq d$.

5A.8. Graded cellular structures. A striking property which arises in the context of (parabolic) category $\mathcal{O}$ (or $\mathcal{O}^{\mathfrak{p}}$ ) is that all the endomorphism algebras from Section 5A. 7 can be equipped with a $\mathbb{Z}$-grading as in [Stroppel 2003] arising from the Koszul grading of category $\mathcal{O}$ (or of $\mathcal{O}^{\mathfrak{p}}$ ). We might choose our cellular basis compatible with this grading and obtain a grading on the endomorphism algebras turning them into graded cellular algebras in the sense of [ Hu and Mathas 2010, Definition 2.1].

For the cyclotomic quotients this grading is nontrivial and in fact is the type $A$ KL-R grading in the spirit of Khovanov and Lauda and independently Rouquier (see [Khovanov and Lauda 2009; 2011] or [Rouquier 2008]), which can be seen as a grading on cyclotomic quotients of degenerate affine Hecke algebras; see [Brundan and Kleshchev 2009]. See [Brundan and Stroppel 2011b] for level $\ell=2$ and [Hu and Mathas 2015] for all levels where the authors construct explicit graded cellular bases. For gradings on (cyclotomic quotients of) $\mathbb{W}_{d}$-algebras see Section 5 in [Ehrig and Stroppel 2013] and for gradings on Brauer algebras see [Ehrig and Stroppel 2016a] or [Li 2014].

In the same spirit, it should be possible to obtain the higher level analogs of the generalizations of Khovanov's arc algebra, known as $\mathfrak{s l}_{n}$-web (or, alternatively,
$\mathfrak{g l} l_{n}$-web) algebras (see [Mackaay et al. 2014] and [Mackaay 2014]), from our setup as well using the connections from cyclotomic KL-R algebras to these algebras in [Tubbenhauer 2014a; 2014b]. Although details still need to be worked out, this can be seen as the categorification of the connections to the spider algebras from Section 5A.4: the spiders provide the setup to study the corresponding Reshetikhin-Turaev $\mathfrak{s l}_{n}$-link polynomials; the $\mathfrak{s l}_{n}$-web algebras provide the algebraic setup to study the Khovanov-Rozansky $\mathfrak{s l}_{n}$-link homologies. This would emphasize the connection between our work and low-dimensional topology.

5B. (Graded) cellular structures and the Temperley-Lieb algebras: a comparison. Finally we want to present one explicit example, the Temperley-Lieb algebras, which is of particular interest in low-dimensional topology and categorification. Our main goal is to construct new (graded) cellular bases, and use our approach to establish semisimplicity conditions, and construct and compute the dimensions of its simple modules in new ways.

We start by briefly recalling the necessary definitions. The reader unfamiliar with these algebras might consider for example [Graham and Lehrer 1996, Section 6] (or [Andersen et al. 2015b], where we recall the basics in detail using the usual Temperley-Lieb diagrams and our notation).

Fix $\delta=q+q^{-1}$ for $q \in \mathbb{K}^{*} .^{3}$ Recall that the Temperley-Lieb algebra $\mathcal{T} \mathcal{L}_{d}(\delta)$ in $d$ strands with parameter $\delta$ is the free diagram algebra over $\mathbb{K}$ with basis consisting of all possible nonintersecting tangle diagrams with $d$ bottom and top boundary points modulo boundary preserving isotopy and the local relation for evaluating circles given by the parameter ${ }^{4} \delta$.

Recall from Section 5A. 3 (whose notation we use now) that, by quantum SchurWeyl duality, we can use Theorem 3.9 to obtain cellular bases of $\mathcal{T} \mathcal{L}_{d}(\delta) \cong \operatorname{End}_{U_{q}}(T)$ (we fix the isomorphism coming from quantum Schur-Weyl duality from now on). The aim now is to compare our cellular bases to the one given by Graham and Lehrer [1996, Theorem 6.7], where we point out that we do not obtain their cellular basis: our cellular basis depends for instance on whether $\mathcal{T} \mathcal{L}_{d}(\delta)$ is semisimple or not. In the nonsemisimple case, at least for $\mathbb{K}=\mathbb{C}$, we obtain a nontrivially $\mathbb{Z}$-graded cellular basis in the sense of [Hu and Mathas 2010, Definition 2.1]; see Proposition 5.8.

Before stating our cellular basis, we provide a criterion which tells precisely whether $\mathcal{T} \mathcal{L}_{d}(\delta)$ is semisimple or not. Recall that there is a known criteria for which Weyl modules $\Delta_{q}(i)$ are simple; see, e.g., [Andersen et al. 1991, Corollary 4.6].

[^3]Proposition 5.1 (Semisimplicity criterion for $\mathcal{T} \mathcal{L}_{d}(\delta)$ ). We have the following:
(a) Let $\delta \neq 0$. Then $\mathcal{T} \mathcal{L}_{d}(\delta)$ is semisimple if and only if $[i]=q^{1-i}+\cdots+q^{i-1} \neq 0$ for all $i=1, \ldots, d$ if and only if $q$ is not a root of unity with $d<l=\operatorname{ord}\left(q^{2}\right)$, or $q=1$ and $\operatorname{char}(\mathbb{K})>d$.
(b) Let char $(\mathbb{K})=0$. Then $\mathcal{T} \mathcal{L}_{d}(0)$ is semisimple if and only if d is odd $($ or $d=0)$.
(c) Let $\operatorname{char}(\mathbb{K})=p>0$. Then $\mathcal{T} \mathcal{L}_{d}(0)$ is semisimple if and only if $d=0$ or $d \in\{1,3,5, \ldots, 2 p-1\}$.

Proof. (a): We want to show that $T=V^{\otimes d}$ decomposes into simple $\boldsymbol{U}_{q}$-modules if and only if $d<l$, or $q=1$ and $\operatorname{char}(\mathbb{K})>d$, which is clearly equivalent to the nonvanishing of $[i]$ for $i=1, \ldots, d$.

Assume that $d<l$. Since the maximal $\boldsymbol{U}_{q}$-weight of $V^{\otimes d}$ is $d$ and since all Weyl $\boldsymbol{U}_{q}$-modules $\Delta_{q}(i)$ for $i<l$ are simple, we see that all indecomposable summands of $V^{\otimes d}$ are simple.

Otherwise, if $l \leq d$, then $T_{q}(d)\left(\right.$ or $T_{q}(d-2)$ in the case $\left.d \equiv-1 \bmod l\right)$ is a nonsimple, indecomposable summand of $V^{\otimes d}$ (note that this arguments fails if $l=2$, i.e., $\delta=0$ ).

The case $q=1$ works similarly, and we can now use Theorem 4.13 to finish the proof of (a).
(b): Since $\delta=0$ if and only if $q= \pm \sqrt[2]{-1}$, we can use the linkage from, e.g., [Andersen and Tubbenhauer 2017, Theorem 2.23] in the case $l=2$ to see that $T=V^{\otimes d}$ decomposes into a direct sum of simple $\boldsymbol{U}_{q}$-modules if and only if $d$ is odd (or $d=0$ ). This implies that $\mathcal{T} \mathcal{L}_{d}(0)$ is semisimple if and only if $d$ is odd (or $d=0$ ) by Theorem 4.13.
(c): If $\operatorname{char}(\mathbb{K})=p>0$ and $\delta=0$ (for $p=2$ this is equivalent to $q=1$ ), then we have $\Delta_{q}(i) \cong L_{q}(i)$ if and only if $i=0$ or $i \in\left\{2 a p^{n}-1 \mid n \in \mathbb{Z}_{\geq 0}, 1 \leq a<p\right\}$. In particular, this means that for $d \geq 2$ we have that either $T_{q}(d)$ or $T_{q}(d-2)$ is a simple $\boldsymbol{U}_{q}$-module if and only if $d \in\{3,5, \ldots, 2 p-1\}$. Hence, using the same reasoning as above, we see that $T=V^{\otimes d}$ is semisimple if and only if $d \in\{0,1,3,5, \ldots, 2 p-1\}$. By Theorem 4.13 we see that $\mathcal{T} \mathcal{L}_{d}(0)$ is semisimple if and only if $d \in\{0,1,3,5, \ldots, 2 p-1\}$.

Example 5.2. We have that $[k] \neq 0$ for all $k=1,2,3$ is satisfied if and only if $q$ is not a fourth or a sixth root of unity. By Proposition 5.1 we see that $\mathcal{T} \mathcal{L}_{3}(\delta)$ is semisimple as long as $q$ is not one of these values from above. The other way around is only true for $q$ being a sixth root of unity (the conclusion from semisimplicity to nonvanishing of the quantum numbers above does not work in the case $q= \pm \sqrt[2]{-1}$ ).

Remark 4. The semisimplicity criterion for $\mathcal{T} \mathcal{L}_{d}(\delta)$ was already found, using quite different methods, in [Westbury 1995, Section 5] in the case $\delta \neq 0$, and in the
case $\delta=0$ in [Martin 1991, Chapter 7] or [Ridout and Saint-Aubin 2014, above Proposition 4.9]. For us it is an easy application of Theorem 4.13.

A direct consequence of Proposition 5.1 is that the Temperley-Lieb algebra $\mathcal{T} \mathcal{L}_{d}(\delta)$ for $q \in \mathbb{K}^{*}-\{1\}$ not a root of unity is semisimple (or $q= \pm 1$ and $\operatorname{char}(\mathbb{K})=0$ ), regardless of $d$.

5B.1. Temperley-Lieb algebra: the semisimple case. Assume $q \in \mathbb{K}^{*}-\{1\}$ is not a root of unity ( or $q= \pm 1$ and char $(\mathbb{K})=0$ ). Thus, we are in the semisimple case.

Let us compare our cell datum ( $\mathcal{P}, \mathcal{I}, \mathcal{C}$, i) to the one of Graham and Lehrer (indicated by a subscript GL) from [Graham and Lehrer 1996, Section 6]. They have the poset $\mathcal{P}_{\mathrm{GL}}$ consisting of all length-two partitions of $d$, and we have the poset $\mathcal{P}$ consisting of all $\lambda \in X^{+}$such that $\Delta_{q}(\lambda)$ is a factor of $T$. The two sets are clearly the same: an element $\lambda=\left(\lambda_{1}, \lambda_{2}\right) \in \mathcal{P}_{\mathrm{GL}}$ corresponds to $\lambda_{1}-\lambda_{2} \in \mathcal{P}$. Similarly, an inductive reasoning shows that $\mathcal{I}_{\text {GL }}$ (standard fillings of the Young diagram associated to $\lambda$ ) is also the same as our $\mathcal{I}$ (to see this one can use the facts listed in [Andersen and Tubbenhauer 2017, Section 2]). One directly checks that the $\mathbb{K}$-linear anti-involution $\mathrm{i}_{\mathrm{GL}}$ (turning diagrams upside-down) is also our involution i . Thus, except for $\mathcal{C}$ and $\mathcal{C}_{\mathrm{GL}}$, the cell data agree.

In order to state how our cellular bases for $\mathcal{T} \mathcal{L}_{d}(\delta)$ look like, recall that the socalled generalized Jones-Wenzl projectors $J W_{\vec{\epsilon}}$ are indexed by $d$-tuples (with $d>0$ ) of the form $\vec{\epsilon}=\left(\epsilon_{1}, \ldots, \epsilon_{d}\right) \in\{ \pm 1\}^{d}$ such that $\sum_{j=1}^{k} \epsilon_{j} \geq 0$ for all $k=1, \ldots, d$, see, e.g., [Cooper and Hogancamp 2015, Section 2]. In case $\vec{\epsilon}=(1, \ldots, 1)$, one recovers the usual Jones-Wenzl projectors introduced by Jones [1983] and then further studied by Wenzl [1987].

Now, in [Cooper and Hogancamp 2015, Proposition 2.19 and Theorem 2.20] it is shown that there exist nonzero scalars $a_{\vec{\epsilon}} \in \mathbb{K}$ such that $J W_{\vec{\epsilon}}^{\prime}=a_{\vec{\epsilon}} J W_{\vec{\epsilon}}$ are well-defined idempotents forming a complete set of mutually orthogonal, primitive idempotents in $\mathcal{T} \mathcal{L}_{d}(\delta)$. (Cooper and Hogancamp [2015] work over $\mathbb{C}$, but as long as $q \in \mathbb{K}^{*}-\{1\}$ is not a root of unity their arguments work in our setup as well.) These project to the summands of $T=V^{\otimes d}$ of the form $\Delta_{q}(i)$ for $i=\sum_{j=1}^{k} \epsilon_{j}$. In particular, the usual Jones-Wenzl projectors project to the highest weight summand $\Delta_{q}(d)$ of $T=V^{\otimes d}$.

Proposition 5.3 ((New) cellular bases). The datum given by the quadruple ( $\mathcal{P}, \mathcal{I}, \mathcal{C}, \mathrm{i})$ for $\mathcal{T}_{\mathcal{L}_{d}}(\delta) \cong \operatorname{End}_{U_{q}}(T)$ is a cell datum for $\mathcal{T} \mathcal{L}_{d}(\delta)$. Moreover, $\mathcal{C} \neq \mathcal{C}_{\mathrm{GL}}$ for all $d>1$ and all choices involved in the definition of $\operatorname{im}(\mathcal{C})$. In particular, there is a choice such that all generalized Jones-Wenzl projectors $J W_{\vec{\epsilon}}^{\prime}$ are part of $\mathrm{im}(\mathcal{C})$.

Proof. That we get a cell datum as stated follows from Theorem 3.9 and the discussion above.

That our cellular basis $\mathcal{C}$ will never be $\mathcal{C}_{\mathrm{GL}}$ for $d>1$ is due to the fact that Graham and Lehrer's cellular basis always contains the identity (which corresponds to the unique standard filling of the Young diagram associated to $\lambda=(d, 0)$ ).

In contrast, let $\lambda_{k}=(d-k, k)$ for $0 \leq k \leq\left\lfloor\frac{1}{2} d\right\rfloor$. Then

$$
\begin{equation*}
T=V^{\otimes d} \cong \Delta_{q}(d) \oplus \bigoplus_{0<k \leq\lfloor d / 2\rfloor} \Delta_{q}(d-2 k)^{\oplus m_{\lambda_{k}}} \tag{27}
\end{equation*}
$$

for some multiplicities $m_{\lambda_{k}} \in \mathbb{Z}_{>0}$, we see that for $d>1$ the identity is never part of any of our bases: all the $\Delta_{q}(i)$ are simple $\boldsymbol{U}_{q}$-modules and each $c_{i j}^{k}$ factors only through $\Delta_{q}(k)$. In particular, the basis element $c_{11}^{\lambda}$ for $\lambda=\lambda_{d}$ has to be (a scalar multiple) of $J W_{(1, \ldots, 1)}$.

As in Section 5A. 1 we can choose for $\mathcal{C}$ an Artin-Wedderburn basis of $\mathcal{T} \mathcal{L}_{d}(\delta) \cong$ $\operatorname{End}_{U_{q}}(T)$. Hence, by the above, the corresponding basis consists of the projectors $J W_{\vec{\epsilon}}$.

Note the following classification result (see for example [Ridout and Saint-Aubin 2014, Corollary 5.2] for $\mathbb{K}=\mathbb{C}$ ).

Corollary 5.4. We have a complete set of pairwise nonisomorphic, simple $\mathcal{T} \mathcal{L}_{d}(\delta)$ modules $L(\lambda)$, where $\lambda=\left(\lambda_{1}, \lambda_{2}\right)$ is a length-two partition of $d$. Moreover, $\operatorname{dim}(L(\lambda))=|\operatorname{Std}(\lambda)|$, where $\operatorname{Std}(\lambda)$ is the set of all standard tableaux of shape $\lambda$.

Proof. This follows directly from Proposition 5.3 and Theorems 4.11 and 4.12 because $m_{\lambda}=|\operatorname{Std}(\lambda)|$.

5B.2. Temperley-Lieb algebra: the nonsemisimple case. Let us assume that we have fixed $q \in \mathbb{K}^{*}-\{1, \pm \sqrt[2]{-1}\}$ to be a critical value such that $[k]=0$ for some $k=1, \ldots, d$. Then, by Proposition 5.1, the algebra $\mathcal{T} \mathcal{L}_{d}(\delta)$ is no longer semisimple. In particular, to the best of our knowledge, there is no diagrammatic analog of the Jones-Wenzl projectors in general.

Proposition 5.5 ((New) cellular basis - the second). The datum ( $\mathcal{P}, \mathcal{I}, \mathcal{C}$, i) with $\mathcal{C}$ as in Theorem 3.9 for $\mathcal{T} \mathcal{L}_{d}(\delta) \cong \operatorname{End}_{U_{q}}(T)$ is a cell datum for $\mathcal{T} \mathcal{L}_{d}(\delta)$. Moreover, $\mathcal{C} \neq \mathcal{C}_{\mathrm{GL}}$ for all $d>1$ and all choices involved in the definition of our basis. Thus, there is a choice such that all generalized, nonsemisimple Jones-Wenzl projectors are part of $\operatorname{im}(\mathcal{C})$.

Proof. As in the proof of Proposition 5.3 and left to the reader.
Hence, directly from Proposition 5.5 and Theorems 4.11 and 4.12, we obtain:
Corollary 5.6. We have a complete set of pairwise nonisomorphic, simple $\mathcal{T} \mathcal{L}_{d}(\delta)$ modules $L(\lambda)$, where $\lambda=\left(\lambda_{1}, \lambda_{2}\right)$ is a length-two partition of $d$. Moreover, $\operatorname{dim}(L(\lambda))=m_{\lambda}$, where $m_{\lambda}$ is the multiplicity of $T_{q}\left(\lambda_{1}-\lambda_{2}\right)$ as a summand of $T=V^{\otimes d}$.

Note that we can do better: one gets a decompositions

$$
\begin{equation*}
\mathcal{T} \cong \mathcal{T}_{-1} \oplus \mathcal{T}_{0} \oplus \mathcal{T}_{1} \oplus \cdots \oplus \mathcal{T}_{l-3} \oplus \mathcal{T}_{l-2} \oplus \mathcal{T}_{l-1} \tag{28}
\end{equation*}
$$

where the blocks $\mathcal{T}_{-1}$ and $\mathcal{T}_{l-1}$ are semisimple if $\mathbb{K}=\mathbb{C}$. (This follows from the linkage principle. For notation and the statement see [Andersen and Tubbenhauer 2017, Section 2].)

Fix $\mathbb{K}=\mathbb{C}$. As explained in [loc. cit., Section 3.5] each block in the decomposition (28) can be equipped with a nontrivial $\mathbb{Z}$-grading coming from the zig-zag algebra [Huerfano and Khovanov 2001]. Hence, we have the following.
Lemma 5.7. The $\mathbb{C}$-algebra $\operatorname{End}_{U_{q}}(T)$ can be equipped with a nontrivial $\mathbb{Z}$-grading. Thus, $\mathcal{T} \mathcal{L}_{d}(\delta)$ over $\mathbb{C}$ can be equipped with a nontrivial $\mathbb{Z}$-grading.
Proof. The second statement follows directly from the first using quantum SchurWeyl duality. Hence, we only need to show the first.

Note that $T=V^{\otimes d}$ decomposes as in (27), but with the $T_{q}(k)$ instead of the $\Delta_{q}(k)$, and we can order this decomposition by blocks. Each block carries a $\mathbb{Z}$-grading coming from the zig-zag algebra (as explained in [Andersen and Tubbenhauer 2017, Section 3]). In particular, we can choose the basis elements $c_{i j}^{\lambda}$ in such a way that we get the $\mathbb{Z}$-graded basis obtained in Corollary 4.23 therein. Since there is no interaction between different blocks, the statement follows.

Recall from [Hu and Mathas 2010, Definition 2.1] that a $\mathbb{Z}$-graded cell datum of a $\mathbb{Z}$-graded algebra is a cell datum for the algebra together with an additional degree function $\operatorname{deg}: \coprod_{\lambda \in \mathcal{P}} \mathcal{I}^{\lambda} \rightarrow \mathbb{Z}$, such that $\operatorname{deg}\left(c_{i j}^{\lambda}\right)=\operatorname{deg}(i)+\operatorname{deg}(j)$. For us the choice of $\operatorname{deg}(\cdot)$ is as follows.

If $\lambda \in \mathcal{P}$ is in one of the semisimple blocks, then we simply set $\operatorname{deg}(i)=0$ for all $i \in \mathcal{I}^{\lambda}$.

Assume that $\lambda \in \mathcal{P}$ is not in the semisimple blocks. It is known that every $T_{q}(\lambda)$ has precisely two Weyl factors. The $g_{i}^{\lambda}$ that map $\Delta_{q}(\lambda)$ into a higher $T_{q}(\mu)$ should be indexed by a 1 -colored $i$ whereas the $g_{i}^{\lambda}$ mapping $\Delta_{q}(\lambda)$ into $T_{q}(\lambda)$ should have 0 -colored $i$. Similarly for the $f_{j}^{\lambda}$. Then the degree of the elements $i \in \mathcal{I}^{\lambda}$ should be the corresponding color. We get the following. (Here $\mathcal{C}$ is as in Theorem 3.9.)
Proposition 5.8 (Graded cellular basis). The datum ( $\mathcal{P}, \mathcal{I}, \mathcal{C}, ~ i) ~ s u p p l e m e n t e d ~ w i t h ~$ the function $\operatorname{deg}(\cdot)$ from above is a $\mathbb{Z}$-graded cell datum for the $\mathbb{C}$-algebra $\mathcal{T} \mathcal{L}_{d}(\delta) \cong$ $\operatorname{End}_{U_{q}}(T)$.
Proof. The hardest part is cellularity which directly follows from Theorem 3.9. That the quintuple ( $\mathcal{P}, \mathcal{I}, \mathcal{C}, \mathrm{i}$, deg) gives a $\mathbb{Z}$-graded cell datum follows from the construction.

Remark 5. Our grading and the one found by Plaza and Ryom-Hansen [2014] agree (up to a shift of the indecomposable summands). To see this, note that our
algebra is isomorphic to the algebra $K_{1, n}$ studied in [Brundan and Stroppel 2011a] which is by (4.8) there and [Brundan and Stroppel 2011b, Theorem 6.3] a quotient of some particular cyclotomic KL-R algebra (the compatibility of the grading follows for example from [Hu and Mathas 2015, Corollary B.6]). The same holds, by construction, for the grading in [Plaza and Ryom-Hansen 2014].
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# MERIDIONAL RANK AND BRIDGE NUMBER FOR A CLASS OF LINKS 

Michel Boileau, Yeonhee Jang and Richard Weidmann


#### Abstract

We prove that links with meridional rank 3 whose 2-fold branched covers are graph manifolds are 3 -bridge links. This gives a partial answer to a question by $\mathbf{S}$. Cappell and J . Shaneson on the relation between the bridge numbers and meridional ranks of links. To prove this result, we also show that the meridional rank of any satellite knot is at least 4.


## 1. Introduction

An $n$-bridge sphere of a link $L$ in the 3 -sphere $S^{3}$ is a 2 -sphere which meets $L$ in $2 n$ points and cuts $\left(S^{3}, L\right)$ into $n$-string trivial tangles. Here, an $n$-string trivial tangle is a pair ( $B^{3}, t$ ) of the 3-ball $B^{3}$ and $n$ arcs properly embedded in $B^{3}$ parallel to the boundary of $B^{3}$. It is known that every link admits an $n$-bridge sphere for some positive integer $n$. We call a link $L$ an $n$-bridge link if $L$ admits an $n$-bridge sphere and does not admit an $(n-1)$-bridge sphere. We call $n$ the bridge number of the link $L$ and denote it by $b(L)$.

If a link admits an $n$-bridge sphere, then it is easy to see that $\pi_{1}\left(S^{3} \backslash L\right)$ can be generated by $n$ meridians, where a meridian is an element of the fundamental group that is represented by a curve that is freely homotopic to a meridian of $L$. This implies that the minimal number of meridians needed to generate the group $\pi_{1}\left(S^{3} \backslash L\right)$ is less than or equal to $b(L)$. We denote by $w(L)$ the minimal number of meridians needed to generate $\pi_{1}\left(S^{3} \backslash L\right)$ and call it the meridional rank of $L$. Thus for any link $L$ we have $b(L) \geq w(L)$.
S. Cappell and J. Shaneson [Kirby 1978, Problem 1.11], as well as K. Murasugi, have asked whether the converse holds:

Question 1.1. Does the equality $b(L)=w(L)$ hold for any link $L$ in $S^{3}$ ?
This is known to be true for (generalized) Montesinos links by [Boileau and Zieschang 1985], torus links by [Rost and Zieschang 1987] and for another class

[^4]of knots (also referred to as generalized Montesinos knots) by [Lustig and Moriah 1993]. More recently the equality has been established for a large class of iterated torus knots using knot contact homology [Cornwell and Hemminger 2016]; see also [Cornwell 2014]. It is a consequence of Dehn's Lemma that $b(L)=1$ if and only if $w(L)=1$. Moreover in [Boileau and Zimmermann 1989] it is proved that $b(L)=2$ if and only if $w(L)=2$.

The main purpose of this paper is to prove the following theorem.
Theorem 1.2. Let $L$ be a link in the 3 -sphere $S^{3}$, and suppose that the 2-fold branched cover of $S^{3}$ branched along $L$ is a graph manifold. If $w(L)=3$, then $b(L)=3$, i.e., $L$ is a 3-bridge link.

Here a graph manifold is a compact orientable prime 3-manifold whose geometric decomposition contains only Seifert fibered pieces.

The above theorem, together with the result in [Boileau and Zimmermann 1989], implies that $b(L)=3$ if and only if $w(L)=3$ for links whose 2 -fold branched covers are graph manifolds. In particular we obtain the following:

Corollary 1.3. Let $L \subset S^{3}$ be a link whose 2 -fold branched cover is a graph manifold. If $b(L)=4$, then $w(L)=4$.

We obtain also the following corollary which answers [Boileau and Weidmann 2008, Question 2] positively for graph manifolds.

Corollary 1.4. For a closed orientable graph manifold M, any inversion of $\pi_{1}(M)$ is hyperelliptic.

We remark that Question 1.1, posed by Cappell and Shaneson, is related, by taking the 2 -fold branched covering, to the question of whether or not the Heegaard genus of a 3-manifold equals the rank of its fundamental group. For the latter question many counterexamples are known; see [Boileau and Weidmann 2005; Boileau and Zieschang 1983; 1984; Li 2013; Schultens and Weidmann 2007; Weidmann 2003]. Thus there exist manifolds such that the ranks of their fundamental groups are smaller than their Heegaard genera. To the question of Cappell and Shaneson, however, no counterexample is known to date.

We also remark that if we replace $w(L)$ with the rank of the link group $\pi_{1}\left(S^{3} \backslash L\right)$ then we can easily find examples where the differences between the two numbers are arbitrarily large. For example, the rank of the group $\pi_{1}\left(S^{3} \backslash K(p, q)\right)$ of a torus link $K(p, q)$ is 2 while $b(K(p, q))=\min (p, q)$ by [Schubert 1954].

To prove Theorem 1.2 we distinguish two cases, namely the case when the link $L$ is arborescent in the sense of Bonahon and Siebenmann [2016] and the case when $L$ is not arborescent. We will make use of the following theorem, which is interesting in its own right.

Theorem 1.5. Let $K$ be a prime knot such that $S^{3} \backslash K$ has a nontrivial JSJdecomposition and let $m_{1}, m_{2}, m_{3}$ be meridians. Then one of the following holds:
(1) $\left\langle m_{1}, m_{2}, m_{3}\right\rangle$ is free.
(2) $\left\langle m_{1}, m_{2}, m_{3}\right\rangle$ is conjugate into the subgroup of $\pi_{1}\left(S^{3} \backslash K\right)$ corresponding to the peripheral piece of $S^{3} \backslash K$.
Corollary 1.6. Let $K$ be a prime knot such that $S^{3} \backslash K$ has a nontrivial JSJdecomposition. Then $w(K) \geq 4$.
Corollary 1.7. Let $K \subset S^{3}$ be a knot. If $w(K) \leq 3$, then $K$ is either a hyperbolic knot or a torus knot or a connected sum of two 2-bridge knots.

Theorem 1.5 suggests this strengthening of Question 1.1 for a hyperbolic knot: Question 1.8. Let $K \subset S^{3}$ be a hyperbolic knot. Is a subgroup of $\pi_{1}\left(S^{3} \backslash K\right)$ generated by at most $b(K)-1$ meridians free?

In the case of torus knots the conclusion of Question 1.8 has been established by M. Rost and H. Zieschang [1987]. The case of hyperbolic 3-bridge knots follows from a general result for subgroups generated by two meridians in a knot group; see Proposition 4.2. It should be noted that the conclusion of Question 1.8 does obviously not hold for connected sums of knots, and it is moreover not difficult to come up with examples of prime knots with nontrivial JSJ-decomposition for which the conclusion does not hold either.

There is a natural partial order on the set of links in $S^{3}$ given by degree-one maps: We say that a link $L \subset S^{3}$ dominates a link $L^{\prime} \subset S^{3}$ and write $L \geq L^{\prime}$ if there is a proper degree-one map $f: E(L) \rightarrow E\left(L^{\prime}\right)$ between the exteriors of $L$ and $L^{\prime}$ whose restriction to the boundary is a homeomorphism which extends to the regular neighborhoods of $L$ and $L^{\prime}$. It defines a partial order on the set of links in $S^{3}$, and it is an open problem to characterize minimal elements. In particular the behavior of the bridge number with respect to this order is far from being understood:
Question 1.9. Let $L$ and $L^{\prime}$ be links in $S^{3}$. Does $L \geq L^{\prime}$ imply $b(L) \geq b\left(L^{\prime}\right)$ ?
It follows from the definition that the epimorphism $f_{\star}: \pi_{1}\left(S^{3} \backslash L\right) \rightarrow \pi_{1}\left(S^{3} \backslash L^{\prime}\right)$ induced by the degree-one map $f: E(L) \rightarrow E\left(L^{\prime}\right)$ preserves the meridians and so that $w(L) \geq w\left(L^{\prime}\right)$ whenever $L \geq L^{\prime}$. Therefore an affirmative answer to Question 1.1 would imply an affirmative answer to Question 1.9.

The answer to Question 1.9 is certainly positive when $b\left(L^{\prime}\right)=2$ as in this case any knot $L$ with $L \geq L^{\prime}$ cannot be trivial. Our results moreover imply the following:
Proposition 1.10. Let $L \geq L^{\prime}$ be two links in $S^{3}$.
(a) If $b\left(L^{\prime}\right)=3$, then $b(L) \geq 3$.
(b) If $b\left(L^{\prime}\right)=4$ and the 2 -fold cover of $S^{3}$ branched along $L$ is a graph manifold, then $b(L) \geq 4$.

In Section 2, we recall the definition and some properties of arborescent links and show that an arborescent link $L$ with $w(L)=3$ is hyperbolic. Section 3 is devoted to the proof of Theorem 1.2 for arborescent links. Section 4 contains the proof of Theorem 1.5. In Section 5 we complete the proof of Theorem 1.2 for the case of non-arborescent links. Then Section 6 contains the proof of Proposition 1.10.

## 2. Arborescent links

A (3,1)-manifold pair is a pair $(M, L)$ of a compact oriented 3-manifold $M$ and a proper 1-submanifold $L$ of $M$. By a surface $F$ in $(M, L)$, we mean a surface $F$ in $M$ intersecting $L$ transversely. Two surfaces $F$ and $F^{\prime}$ in $(M, L)$ are said to be pairwise isotopic (isotopic, in brief) if there is a homeomorphism $f:(M, L) \rightarrow(M, L)$ such that $f(F)=F^{\prime}$ and $f$ is pairwise isotopic to the identity. We call a $(3,1)$-manifold pair a tangle if $M$ is homeomorphic to $B^{3}$.

A trivial tangle is a $(3,1)$-manifold pair $\left(B^{3}, L\right)$, where $L$ is the union of two properly embedded arcs in the 3-ball $B^{3}$ which together with arcs on the boundary of $B^{3}$ bound disjoint disks. A rational tangle is a trivial tangle $\left(B^{3}, L\right)$ endowed with a homeomorphism from $\partial\left(B^{3}, L\right)$ to the "standard" pair of the 2 -sphere and the union of four points on the sphere. It is well known that rational tangles (up to isotopy fixing the boundaries) correspond to elements of $\mathbb{Q} \cup\{\infty\}$, called the slopes of the rational tangles. For example, the rational tangle of slope $\beta / \alpha$ can be illustrated as in Figure 1, where $\alpha, \beta$ are defined by the continued fraction
(*)

$$
\begin{aligned}
& \frac{\beta}{\alpha}=-a_{0}+\left[a_{1},-a_{2}, \ldots, \pm a_{m}\right] \\
&:=-a_{0}+\frac{1}{a_{1}+\frac{1}{-a_{2}+\frac{1}{\cdots+\frac{1}{ \pm a_{m}}}}}
\end{aligned}
$$

together with the condition that $\alpha$ and $\beta$ are relatively prime and $\alpha \geq 0$. Here, the numbers $a_{i}$ denote the numbers of right-hand half twists.

A Montesinos pair is a $(3,1)$-manifold pair which is built from the pair in Figure 2 (left) or Figure 2 (right) by plugging some of the holes with rational tangles of finite slopes. We say that a Montesinos pair is trivial if it is homeomorphic to a rational tangle or $(S, P) \times I$, where $S$ is a 2 -sphere, $P$ is the union of four distinct points on $S$ and $I$ is a closed interval. A Montesinos link is a link obtained by plugging the remaining holes of a Montesinos pair in Figure 2 (left) with rational tangles of finite slopes, as shown in Figure 3. Unless otherwise stated, we assume that the slope $\beta_{i} / \alpha_{i}$ of each rational tangle is not an integer, that is, $\alpha_{i}>1$. The above Montesinos link is denoted by $L\left(-b ; \beta_{1} / \alpha_{1}, \ldots, \beta_{r} / \alpha_{r}\right)$. (We note that this is denoted by $m\left(0 \mid b ;\left(\alpha_{1}, \beta_{1}\right),\left(\alpha_{2}, \beta_{2}\right), \ldots,\left(\alpha_{r}, \beta_{r}\right)\right)$ in [Boileau and Zieschang 1985].)


Figure 1. Rational tangle of slope $\beta / \alpha=31 / 50$, which has the expression (*) with $m=5, a_{0}=0, a_{1}=2, a_{2}=3, a_{3}=3$, $a_{4}=2, a_{5}=3$.


Figure 2. Starting points for a Montesinos pair.


Figure 3. A Montesinos link with $b=3$.


Figure 4. An arborescent link.
An arborescent link is a link in $S^{3}$ obtained by gluing some Montesinos pairs in their boundaries as in Figure 4; see [Bonahon and Siebenmann 2016].

The main result of this section is the following proposition which is used to prove Theorem 1.2 in Section 3 when the link $L$ is an arborescent link.

Proposition 2.1. Let L be an arborescent link which is not a generalized Montesinos link, and suppose that $w(L)=3$. Then $L$ is hyperbolic.

Proof. Let $L$ be an arborescent link which is not a generalized Montesinos link, and suppose that $w(L)=3$. Assume on the contrary that $L$ is not hyperbolic. By [Bonahon and Siebenmann 2016] (see also [Futer and Guéritaud 2009] or [Jang 2011, Proposition 3]), we are in one of three cases, illustrated below:
(I) $L$ is a torus knot or link of type $(2, n)$ for some integer $n$.
(II) $L$ has two parallel components, each of which bounds a twice-punctured disk properly embedded in $S^{3} \backslash L$.
(III) $L$ or its reflection is the pretzel $\operatorname{link} P(p, q, r,-1):=L\left(-1 ; \frac{1}{p}, \frac{1}{q}, \frac{1}{r}\right)$, where $p, q, r \geq 2$ and $\frac{1}{p}+\frac{1}{q}+\frac{1}{r} \geq 1$.

III


By the assumptions that $L$ is not a generalized Montesinos link and that $w(L)=3$, $L$ must be equivalent to a link in case II, namely, $L$ has two parallel components, each of which bounds a twice-punctured disk properly embedded in $S^{3} \backslash L$. Moreover, since $w(L)=3, L$ must have 3 components. Recall that the 2 -fold branched cover of $S^{3}$ branched along $L$ is a graph manifold. By [Boileau and Weidmann 2008, Proposition 20(2)], the union of any two components of $L$ is a 2-bridge link. Then, by arguments in the proof of [Jang 2011, Proposition 4(1)], we see that $L$ is equivalent to this link:


However, this link is a generalized Montesinos link, which contradicts the assumption. Hence, $L$ is hyperbolic.

## 3. Proof of Theorem 1.2 for arborescent links

Let $L$ be an arborescent link and suppose that $w(L)=3$. If $L$ is a generalized Montesinos link, then we have $b(L)=3$ by [Boileau and Zieschang 1985]. Thus we assume that $L$ is not a generalized Montesinos link in the remainder of this proof. Then, by Proposition 2.1, $L$ is hyperbolic. Let $P=P_{1} \cup \cdots \cup P_{k}$ be the union of Conway spheres which gives the characteristic decomposition of $L$. (See [Bonahon and Siebenmann 2016] for a definition of the characteristic decomposition of a
link; by [Boileau et al. 2003], this decomposition corresponds to the geometric decomposition of the 3-orbifold with underlying space $S^{3}$ and singular locus $L$ with branching index 2.) Let $M:=M_{2}(L)$ be the 2 -fold cover of $S^{3}$ branched along $L$, and let $T_{i}$ be the preimage of $P_{i}$ in $M(i=1, \ldots, k)$. Then each $T_{i}$ is a separating torus in $M$ and $T=T_{1} \cup \cdots \cup T_{k}$ gives the JSJ-decomposition of $M$, by [Jang 2011, Proposition 4]. Let $\tau_{L}$ be the covering involution of the 2 -fold branched cover. By construction, the following hold.
(T1) Each $T_{i}$ is $\tau_{L}$-invariant and $\left.\tau\right|_{T_{i}}$ is hyperelliptic.
(T2) $\tau_{L}$ preserves each JSJ piece and each exceptional fiber of Seifert pieces.
Recall that we have an exact sequence

$$
1 \rightarrow \pi_{1}(M) \rightarrow \pi_{1}\left(S^{3} \backslash L\right) / N \rightarrow \mathbb{Z} / 2 \mathbb{Z} \rightarrow 1
$$

where $N$ is the subgroup of $\pi_{1}\left(S^{3} \backslash L\right)$ normally generated by the squares of the meridians. Let $m_{1}, m_{2}$ and $m_{3}$ be meridians of $\pi_{1}\left(S^{3} \backslash L\right)$ generating the group. For $1 \leq i \leq 3$ we denote the image of $m_{i}$ in $\pi_{1}\left(S^{3} \backslash L\right) / N$ again by $m_{i}$. Since $\pi_{1}(M)$ can be regarded as an index-2 subgroup of $\pi_{1}\left(S^{3} \backslash L\right) / N$ by the above exact sequence, any element of $\pi_{1}(M)$ can be represented as a product of even numbers of $m_{1}, m_{2}$ and $m_{3}$. Set $g_{1}:=m_{1} m_{2}$ and $g_{2}:=m_{1} m_{3}$. Then $g_{1}$ and $g_{2}$ generate $\pi_{1}(M)$. Let $\alpha$ be the automorphism of $\pi_{1}\left(S^{3} \backslash L\right) / N$ induced by the conjugation by $m_{1}$. Then $\tau_{L}$ is a realization of $\alpha$. We see $\alpha\left(g_{i}\right)=m_{1} g_{i} m_{1}^{-1}=g_{i}^{-1}$ for each $i=1,2$, and hence, $\left.\alpha\right|_{\pi_{1}(M)}$ is an automorphism of $\pi_{1}(M)$ which sends each generator $g_{i}$ to $g_{i}^{-1}$. Namely, $\alpha$ is an inversion of $\pi_{1}(M)$ (see [Boileau and Weidmann 2008]). Since $M$ is a graph manifold which admits an inversion, the Heegaard genus of $M$ is 2 by [Boileau and Weidmann 2008, Theorem 3]. Recall that $T=T_{1} \cup \cdots \cup T_{k}$ gives the nontrivial JSJ-decomposition of $M$, where each $T_{i}$ is a separating torus in $M$. By [Jang 2011, Proposition 4], $M$ satisfies one of the following conditions (M1), (M2), (M3) and (M4) which originally come from [Kobayashi 1984].
(M1) $M$ is obtained from a Seifert fibered space $M_{1}$ over a disk with two exceptional fibers and the exterior $M_{2}$ of a nonhyperbolic 1-bridge knot $K$ in a lens space by gluing their boundaries so that the meridian of $K$ is identified with the regular fiber of $M_{1}$.
(M2) $M$ is obtained from a Seifert fibered space $M_{1}$ over a disk with two or three exceptional fibers and the exterior $M_{2}$ of a nonhyperbolic 2-bridge knot $K$ in $S^{3}$ by gluing their boundaries so that the meridian of $K$ is identified with the regular fiber of $M_{1}$.
(M3) $M$ is obtained from a Seifert fibered space $M_{1}$ over a Möbius band with one or two exceptional fibers and the exterior $M_{2}$ of a nonhyperbolic 2-bridge
knot $K$ in $S^{3}$ by gluing their boundaries so that the meridian of $K$ is identified with the regular fiber of $M_{1}$.
(M4) $M$ is obtained from two Seifert fibered spaces $M_{1}$ and $M_{2}$ over a disk with two exceptional fibers and the exterior $M_{3}$ of a nonhyperbolic 2-bridge link $L=K_{1} \cup K_{2}$ in $S^{3}$ by gluing $\partial\left(M_{1} \cup M_{2}\right)$ and $\partial M_{3}$ so that the meridian of $K_{i}$ is identified with the regular fiber of $M_{i}(i=1,2)$.

Assume that $M$ satisfies the condition (M1). That is, $M$ is obtained from a Seifert fibered space $M_{1}$ over a disk with two exceptional fibers and the exterior $M_{2}$ of a nonhyperbolic 1-bridge knot $K$ in a lens space by gluing their boundaries so that the meridian of $K$ is identified with the regular fiber of $M_{1}$. By [Kobayashi 1984], $M_{2}$ satisfies one of the following.
(M1-a) $M_{2}$ is a Seifert fibered space over a disk with two exceptional fibers, or (M1-b) $M_{2}$ is a Seifert fibered space over a Möbius band with one exceptional fiber.

First we assume that $M_{2}$ satisfies (M1-a). Recall that the covering involution $\tau_{L}$ satisfies the conditions (T1) and (T2). Since the center of $\pi_{1}(M)$ is trivial, the strong equivalence class of $\tau_{L}$ is determined by its image in the mapping class group by [Tollefson 1981, Theorem 7.1]. By [Jang 2011, Lemma 4(1)] (or [Jang 2011, Proposition 6(1)]), we may assume that the restriction $\left.\tau_{L}\right|_{M_{i}}(i=1,2)$ is a fiber-preserving involution of $M_{i}$ which induces the involution on the base orbifold:


Each quotient orbifold $\left(M_{i},\left.\operatorname{Fix} \tau_{L}\right|_{M_{i}}\right) /\left.\tau_{L}\right|_{M_{i}}(i=1,2)$ is a Montesinos pair with two rational tangles. By gluing them so that the image of the meridian of $K$ is identified with the image of the regular fiber of $M_{1}$, we see that $L$ must be a 3-bridge link like this (see also [Jang 2011, Section 7, Case 1.1]):


Assume that $M_{2}$ satisfies (M1-b). By [Jang 2011, Lemma 4(1) and (2)] together with [Tollefson 1981, Theorem 7.1], we may assume that the restriction $\left.\tau_{L}\right|_{M_{i}}$ $(i=1,2)$ is a fiber-preserving involution of $M_{i}$ that induces the involution on the base orbifold as illustrated here:


By considering the quotient orbifold $\left(M, \operatorname{Fix} \tau_{L}\right) / \tau_{L}$, we see that $L$ is equivalent to a 3-bridge link of this form (see also [Jang 2011, Section 7, Case 1.2]):


The remaining cases can be treated similarly except for the case where $M$ satisfies the condition (M3). Thus, in the rest of this section, we assume that $M$ satisfies the condition (M3). That is, $M$ is obtained from a Seifert fibered space $M_{1}$ over a Möbius band with one or two exceptional fibers and the exterior $M_{2}$ of a nonhyperbolic 2-bridge knot $K$ in $S^{3}$ by gluing their boundaries so that the meridian of $K$ is identified with the regular fiber of $M_{1}$. By an argument similar to those for the previous cases, we can see that $L$ is equivalent to the link in Figure 5 on the next page. For that link, we may assume that the rational number $\beta_{1} / \alpha_{1}$ is not an integer, and that the rational number $\beta_{2} / \alpha_{2}$ is an integer or not an integer according to whether the number of the exceptional fibers of $M_{1}$ is one or two. We can see that the bridge number of the link $K_{1} \cup K_{2}$ in the figure is at least 4, since $K_{1}$ is a 3-bridge link by [Boileau and Zieschang 1985] and [Jang 2011]. However, by [Boileau and Zieschang 1985, Lemma 1.7] and [Boileau and Zimmermann 1989, Corollary 3.3], we have $w\left(K_{1} \cup K_{2}\right) \geq w\left(K_{1}\right)+w\left(K_{2}\right)=3+1=4$, which contradicts the assumption that $w(L)=3$.

This completes the proof of Theorem 1.2 for arborescent knots.


Figure 5. Link equivalent to $L$ when $M$ satisfies condition (M3); see previous page.

## 4. Subgroups generated by meridians

In this section we study subgroups of knot and link groups that are generated by two or three meridians and we give a proof of Theorem 1.5.

For $L$ a link in $S^{3}$ and the link space $E(L)$, choose annuli and tori as follows:
(1) Let $\left\{A_{1}, \ldots, A_{n}\right\}$ be a maximal collection of disjoint nonparallel and properly embedded essential annuli in $E(L)$ whose boundaries are meridians. Thus the closures of the components of $E(L) \backslash \bigcup_{1 \leq i \leq n} A_{i}$ are the link spaces $E\left(L_{1}\right), \ldots, E\left(L_{k}\right)$ of the prime factors $L_{i}$ of $L$.
(2) Let $\left\{T_{1}, \ldots, T_{m}\right\}$ be the union of the characteristic families of tori of the manifolds $E\left(L_{i}\right)$ for $1 \leq i \leq n$.

Thus the closures of the components of

$$
E(L) \backslash\left(\left(\bigcup_{1 \leq i \leq n} A_{i}\right) \cup\left(\bigcup_{1 \leq i \leq m} T_{i}\right)\right)
$$

are the pieces of the JSJ-decompositions of the link spaces $E\left(L_{i}\right)$ with $1 \leq i \leq n$. We call such a piece peripheral if it meets a boundary component of $E(L)$.

Now, let $G=\pi_{1}(E(L))$. Let $\mathbb{A}_{L}$ be the graph of group decomposition of $G$ corresponding to the splitting of $E(L)$ along the $A_{i}$ and $T_{i}$. Thus the vertex groups are the fundamental groups of pieces of the JSJ-decompositions of the $E\left(L_{i}\right)$ and the edge groups are infinite cyclic or isomorphic to $\mathbb{Z}^{2}$.

Lemma 4.1. Let $L$ be as above, $G:=\pi_{1}(E(L))$ and $m_{1}, \ldots, m_{k} \in G$ be meridians (not necessarily corresponding to the same component of $L$ ).

Then either $\left\langle m_{1}, \ldots, m_{k}\right\rangle$ is free or there exist meridians $m_{1}^{\prime}, \ldots, m_{k}^{\prime} \in G$ such that the following hold:
(1) $\left(m_{1}, \ldots, m_{k}\right)$ is Nielsen-equivalent to $\left(m_{1}^{\prime}, \ldots, m_{k}^{\prime}\right)$ and $m_{i}$ is conjugate to $m_{i}^{\prime}$ for $1 \leq i \leq k$.
(2) There exist $i \neq j \in\{1, \ldots, k\}$ such that $\left\langle m_{i}^{\prime}, m_{j}^{\prime}\right\rangle$ is conjugate to a vertex group of $\mathbb{A}_{L}$ that corresponds to a peripheral piece of some $E\left(L_{i}\right)$. Moreover $m_{i}^{\prime}$ and $m_{j}^{\prime}$ are conjugate to meridians in this vertex group.

Proof. We consider the action of $G$ on the Bass-Serre tree $T$ corresponding to $\mathbb{A}_{L}$. Any $m_{i}$ acts elliptically and the fixed point set of $m_{i}$ coincides with the fixed point set of $m_{i}^{n}$ for any $n \neq 0$. This is true as $m_{i}$ is a peripheral element and therefore not a proper root of the regular fiber of any Seifert piece.

Moreover for all $i \in\{1, \ldots, k\}$ the element $m_{i}$ (and therefore also $m_{i}^{n}$ with $n \neq 0$ ) fixes no edge corresponding to a canonical torus of the JSJ-decomposition of some $E\left(L_{i}\right)$ as no power of the meridian is freely homotopic to a curve in one of these tori.

It now follows from [Weidmann 2002, Theorem 7] applied to ( $\left\{m_{1}\right\}, \ldots,\left\{m_{k}\right\}, \varnothing$ ) that either $\left\langle m_{1}, \ldots, m_{k}\right\rangle$ is free or that there exist elements $m_{1}^{\prime}, \ldots, m_{k}^{\prime}$ such that the following hold:
(1) $\left(m_{1}, \ldots, m_{k}\right)$ is Nielsen-equivalent to $\left(m_{1}^{\prime}, \ldots, m_{k}^{\prime}\right)$.
(2) $m_{i}$ is conjugate to $m_{i}^{\prime}$ for $1 \leq i \leq k$.
(3) There exist $i \neq j \in\{1, \ldots, k\}$ such that nontrivial powers of $m_{i}^{\prime}$ and $m_{j}^{\prime}$ fix a common vertex of $T$.

This implies in particular that $m_{i}^{\prime}$ is a meridian for $1 \leq i \leq k$. The above remark further implies that not only powers of $m_{i}^{\prime}$ and $m_{j}^{\prime}$ but $m_{i}^{\prime}$ and $m_{j}^{\prime}$ themselves fix a common vertex $v$ of $T$ that is therefore also fixed by $\left\langle m_{i}^{\prime}, m_{j}^{\prime}\right\rangle$. As both $m_{i}^{\prime}$ and $m_{j}^{\prime}$ only fix vertices of $T$ that correspond to peripheral pieces, it follows that $v$ corresponds to a peripheral piece. As no meridian is conjugate in a peripheral piece to an element corresponding to one of the characteristic tori it follows moreover that $m_{i}^{\prime}$ and $m_{j}^{\prime}$ are conjugate to meridians in the stabilizer of $v$.

Proposition 4.2. Let $K$ be a knot in $S^{3}$ and $G:=\pi_{1}(E(K))$. If $m_{1}, m_{2} \in G$ are meridians that generate a nonfree subgroup of $G$ then $K$ has a prime factor $K_{1}$ that is a 2 -bridge knot and $\left\langle m_{1}, m_{2}\right\rangle$ is conjugate to the subgroup of $G$ corresponding to $K_{1}$.

Proof. It follows from Lemma 4.1 that $\left\langle m_{1}, m_{2}\right\rangle$ lies in the subgroup corresponding to a peripheral piece of $E(K)$. Thus $\left\langle m_{1}, m_{2}\right\rangle$ is contained in the subgroup corresponding to the peripheral piece $M$ of the JSJ-decomposition of a prime factor $K_{1}$
of $K$. Moreover $m_{1}$ and $m_{2}$ are in this subgroup conjugate to the meridian. We distinguish two cases:

Suppose first that $M$ is Seifert fibered. Thus $M$ is a torus knot space or a cable space. In the first case it follows from [Rost and Zieschang 1987] that either $\left\langle m_{1}, m_{2}\right\rangle$ is free or that $\left\langle m_{1}, m_{2}\right\rangle=\pi_{1}(M)$ and that $M$ is the exterior of a 2-bridge knot which proves the claim. In the second case $M$ is the mapping torus of a disk with finitely many punctures with respect to an automorphism of finite order. Moreover (like all elements conjugate to a meridian) both $m_{1}$ and $m_{2}$ lie in the free fundamental group of the fiber which implies that $\left\langle m_{1}, m_{2}\right\rangle$ is free.

Suppose now that $M$ is hyperbolic. We may assume that $\left\langle m_{1}, m_{2}\right\rangle$ is not abelian as two conjugates of the meridian that generate an abelian group must lie in the same conjugate of the same peripheral subgroup and therefore generate a cyclic subgroup.

It follows from Proposition 2 of [Boileau and Weidmann 2005] that either $\left\langle m_{1}, m_{2}\right\rangle=\pi_{1}(M)$ and that $M$ is the exterior of a 2-bridge knot or that $\mid \pi_{1}(M)$ : $\left\langle m_{1}, m_{2}\right\rangle \mid=2$ and the 2 -sheeted cover $\tilde{M}$ of $M$ corresponding to $\left\langle m_{1}, m_{2}\right\rangle$ is the exterior of a 2-bridge link with 2 components.

In the first case the conclusion is immediate. Suppose now that the second case occurs. As $m_{1}$ and $m_{2}$ is conjugate in $\pi_{1}(M)$ it follows that both boundary components of $\tilde{M}$ cover the same boundary component of $M$, in particular $M$ is a knot exterior. Now $\left\langle m_{1}, m_{2}\right\rangle$ contains a conjugate of the peripheral subgroup of $\pi_{1}(M)$ and is normal in $\pi_{1}(M)$. It follows that $\left\langle m_{1}, m_{2}\right\rangle$ contains all parabolic elements of $\pi_{1}(M)$. As $\pi_{1}(M)$ is a knot group, it is generated by parabolic elements. It follows that $\pi_{1}(M)=\left\langle m_{1}, m_{2}\right\rangle$ which yields a contradiction.

The rest of this section is devoted to the proofs of Theorem 1.5 and Corollary 1.7.
Proof of Theorem 1.5. It follows from Lemma 4.1 that we may assume that $\left\langle m_{1}, m_{2}\right\rangle$ fixes a vertex $v$ of the Bass-Serre tree that corresponds to the peripheral piece $M$ of $S^{3} \backslash K$ and $m_{1}$ and $m_{2}$ are conjugate to meridians in $\pi_{1}(M)$. By Proposition 4.2 the group $\left\langle m_{1}, m_{2}\right\rangle$ is free.

Choose a torus $T$ of the characteristic family of tori for $S^{3} \backslash K$ such that $T$ cuts $S^{3} \backslash K$ into two pieces, a geometric knot space $N$ and its complement $\widehat{M}$. Clearly $M$ is contained in $\widehat{M}$. Let $W=S^{3} \backslash \operatorname{int}(\mathrm{~N})$ be the solid torus containing $M$. Since $m_{1}$ and $m_{2}$ are conjugate to meridians in $\pi_{1}(M)$, they are null-homologous in $W$ and so is any element of $\left\langle m_{1}, m_{2}\right\rangle$. The meridian of $N$ and its powers are the only elements of $\pi_{1}(T)=\partial W$ which are null-homologous in $W$, therefore the subgroup $\left\langle m_{1}, m_{2}\right\rangle$ intersects any conjugate of the free abelian subgroup $\pi_{1}(T) \subset G=\pi_{1}\left(S^{3} \backslash K\right)$ at most in a subgroup of the cyclic group generated by the meridian of $N$. Consider the action of $G$ on the Bass-Serre tree corresponding to the amalgamated product $\pi_{1}(N) *_{\pi_{1}(T)} \pi_{1}(\widehat{M})$. Let $v$ be the vertex fixed by $\left\langle m_{1}, m_{2}\right\rangle$, note that $v$ corresponds
to $\pi_{1}(\widehat{M})$. As the meridian of $N$ does not agree with the fiber of $N$ if $N$ is Seifert fibered, it follows that no element of $\left\langle m_{1}, m_{2}\right\rangle$ fixes a vertex at distance more than 1 from $v$. Moreover $m_{3}$ fixes a single vertex that corresponds to $\pi_{1}(\widehat{M})$. By applying Theorem 7 of [Weidmann 2002] to $\left(\left\{m_{1}, m_{2}\right\},\left\{m_{3}\right\}\right)$ it follows that either $m_{3}$ also fixes $v$ or that $\left\langle m_{1}, m_{2}, m_{3}\right\rangle \cong\left\langle m_{1}, m_{2}\right\rangle *\left\langle m_{3}\right\rangle \cong F_{3}$. This proves the claim.

Corollary 1.6 is a direct consequence of Theorem 1.5. We prove now Corollary 1.7. Proof of Corollary 1.7. Let $K \subset S^{3}$ be a knot such that $w(K)=3$. If $K$ is prime, then Theorem 1.5 implies that $K$ is a hyperbolic knot or a torus knot. If $K=K_{1} \sharp K_{2}$ is a nontrivial connected sum, then the 2-fold cover $M_{2}(K)$ of $S^{3}$ branched along $K$ is the nontrivial connected sum $M_{2}\left(K_{1}\right) \sharp M_{2}\left(K_{2}\right)$ of the 2 -fold branched covers of $K_{1}$ and $K_{2}$. Since $w(K)=3$, it follows that $\pi_{1}\left(M_{2}(K)\right)$ is generated by two elements. Since

$$
\pi_{1}\left(M_{2}(K)\right)=\pi_{1}\left(M_{2}\left(K_{1}\right)\right) * \pi_{1}\left(M_{2}\left(K_{2}\right)\right)
$$

is a free product of nontrivial groups, by the orbifold theorem (see [Boileau and Porti 2001]), it follows that each group $\pi_{1}\left(M_{2}\left(K_{1}\right)\right)$ and $\pi_{1}\left(M_{2}\left(K_{2}\right)\right)$ is cyclic. Again the orbifold theorem allows us to conclude that $K_{1}$ and $K_{2}$ are 2-bridge knots.

## 5. Proof of Theorem 1.2

Let $L$ be a link in $S^{3}$, and suppose that the 2-fold branched cover $M:=M_{2}(L)$ of $S^{3}$ branched along $L$ is a graph manifold. Since we have already treated the case when $L$ is an arborescent link in Section 3, we assume here that $L$ is not an arborescent link and that $w(L)=3$.

We first assume that $M$ is a Seifert fibered space. Then $L$ is either a (generalized) Montesinos link or a Seifert link, i.e., $S^{3} \backslash L$ admits a Seifert fibration. If $L$ is a (generalized) Montesinos link or a torus link, then we have $b(L)=3$ by [Boileau and Zieschang 1985; Rost and Zieschang 1987]. So we assume that $L$ is a Seifert link which is not a torus link. By [Burde and Murasugi 1970], we see that $L$ is the union of a torus knot of type $(2, b)$ and its core of index 2 , in which case it is easy to see that $b(L)=3$.

Next we assume that $M$ is not a Seifert fibered space. Let $T=T_{1} \cup \cdots \cup T_{k}$ be tori which give the JSJ-decomposition of $M$. As in Section 3, we can see that $M$ is a genus- 2 manifold and the covering involution $\tau_{L}$ is a realization of an inversion of $\pi_{1}(M)$. Let $\alpha:=\left(\tau_{L}\right)_{*}$ be the automorphism of $\pi_{1}(M)$ and let $g$ and $h$ be a pair of generators for $\pi_{1}(M)$. By [Boileau and Weidmann 2008, Proposition 20], $\tau_{L}$ respects the JSJ-decomposition of $M$ and the Seifert fibered structures on the JSJ pieces. Let $Q$ be the oriented circle bundle over the Möbius band. We follow the argument in [Boileau and Weidmann 2005, Section 3], under the assumption that $M$ is a genus- 2 closed manifold. We first deal with the following case.

### 5.1. The JSJ-decomposition has a separating torus and no piece homeomorphic

 to $\boldsymbol{Q}$. Let $T_{1}$ be the separating torus by changing order if necessary, and let $M_{A}$ and $M_{B}$ be the two submanifold of $M$ divided by $T_{1}$. By the argument in [Boileau and Weidmann 2005], we see that $M_{A}$ is a Seifert fibered space, $g$ is a root of a fiber of $M_{A}$ and $g^{n} \in \pi_{1}\left(T_{1}\right)$. Moreover, one of the following holds.(i) $M_{A}$ is a Seifert fibered space over a disk with two exceptional fibers and $M_{B}$ is the exterior of a 1-bridge knot in a lens space.
(ii) $M_{A}$ is a Seifert fibered space over a disk with two exceptional fibers and $M_{B}$ is the exterior of a nonhyperbolic 2-bridge knot in $S^{3}$.
(iii) $M_{A}$ is a Seifert fibered space over a disk with two exceptional fibers and $M_{B}$ is decomposed by $T_{2}$ into two pieces $M_{B}^{(1)}$ and $M_{B}^{(2)}$, where $M_{B}^{(1)}$ is the exterior of a 2-component nonhyperbolic 2-bridge link in $S^{3}$ and where $M_{B}^{(2)}$ is a Seifert fibered space over a disk with two exceptional fibers.
(iv) $M_{A}$ is a Seifert fibered space over a Möbius band with one or two exceptional fibers and $M_{B}$ is the exterior of a nonhyperbolic 2-bridge knot in $S^{3}$.
(v) $M_{A}$ is a Seifert fibered space over a disk with three exceptional fibers and $M_{B}$ is the exterior of a nonhyperbolic 2-bridge knot in $S^{3}$.

Here, the boundaries of $M_{A}$ and $M_{B}$ are glued so that the fiber of $M_{A}$ is identified with the meridian of $M_{B}$.

First assume that (i) is satisfied. Since

$$
\alpha\left(g^{n}\right)=g^{-n},
$$

we see that $\left.\tau_{L}\right|_{T_{1}}$ is hyperelliptic. Note that $\tau_{L} \mid T_{1}$ extends to $M_{B}$ in a unique way and the quotient of $M_{B}$ by $\left.\tau_{L}\right|_{M_{B}}$ gives a tangle as in the figure below, right (see

[Jang 2011, Lemma 9]). Since we assume that $L$ is not an arborescent link, we see that $\tau_{L}$ exchanges the two exceptional fibers of $M_{A}$. This implies that the two exceptional fibers of $M_{A}$ have the same index. Then the quotient of $M_{A}$ by $\left.\tau_{L}\right|_{M_{A}}$ is obtained from the tangle in the figure above, left, by applying Dehn surgery along the loop component in the tangle, where the surgery slope is the reciprocal of the index of the exceptional fibers of $M_{A}$. Hence the quotient of $M$ by $\tau_{L}$ is a nontrivial lens space, a contradiction.

Assume that (ii) is satisfied. Note that $M_{B}$ is a Seifert fibered space over a disk with two exceptional fibers of indices $1 / 2$ and $-n /(2 n+1)$. Thus the involution on $M_{B}$ which is hyperelliptic on the boundary is unique (see [Jang 2011, Lemma 4(1)] for example). By an argument similar to that for the previous case, we can lead to a contradiction.

Assume that (iii) is satisfied. Then we see that either $\tau_{L}\left(T_{i}\right)=T_{i}$ and $\left.\tau_{L}\right|_{T_{i}}$ is hyperelliptic $(i=1,2)$ or $\tau_{L}\left(T_{1}\right)=T_{2}$. In the former case, we can use arguments similar to those in the previous cases to lead to a contradiction. In the latter case, $M_{A}$ and $M_{B}^{(2)}$ are homeomorphic and $\tau_{L}$ interchanges the two pieces. Denote by $N$ the quotient of $M_{B}^{(1)}$ by $\left.\tau_{L}\right|_{M_{B}^{(1)}}$, which is a solid torus, and denote by $F$ the image of the fixed point set. Then the exterior of $F$ in $N$ is homeomorphic to the exterior of a torus link of type $(2,2 m)$. The quotient of $M$ by $\tau_{L}$, which is supposed to be $S^{3}$, is obtained by gluing $M_{A}$ and a solid torus, which implies that $M_{A}$ is homeomorphic to the exterior of a torus knot (see [Burde and Murasugi 1970]). Thus $L$ is a nontrivial cable knot of a torus knot. By Corollary 1.6 , we have $w(L) \geq 4$, a contradiction.

Assume that (iv) is satisfied. By arguments similar to those for the previous cases, we can see that $\left.\tau_{L}\right|_{M_{A}}$ and $\left.\tau_{L}\right|_{M_{B}}$ are equivalent to the involutions illustrated here:


Hence, the quotient of $M_{A}$ gives a 2-bridge link in a solid torus and the quotient of $M_{B}$ gives a component of a torus link of type $(2,2 m)$ with the regular neighborhood
of the other component removed. Then we obtain this 3-bridge link (see [Jang 2012]):


Assume that (v) is satisfied. We can lead to a contradiction by arguments similar to those for the previous cases.
5.2. The JSJ-decomposition has a nonseparating torus. Since the genus of $M$ is $2, M$ consists of one or two Seifert pieces.

We first deal with the case when $M$ consists of one Seifert piece. By an argument of [Boileau and Weidmann 2005], we have the following two cases.
(i) The torus $T$ cuts $M$ into the exterior of a 2-component nonhyperbolic 2-bridge link, and $g$ and $h g h^{-1}$ are the meridians.
(ii) The torus $T$ cuts $M$ into a Seifert fibered space over an annulus with two exceptional fibers, whose boundary components are glued so that the fibers are identified.

When (ii) holds, $M$ is a Seifert fibered space, a contradiction. Hence assume that (i) holds. Note that the closure of $M \backslash T$ is a Seifert fibered space, say $M^{\prime}$, over an annulus with one exceptional fiber. Since we assume that $M$ is not a Seifert fibered space, the fibers on the two boundary components of $M^{\prime}$ do not match. Since $g$ is a meridian of the 2 -bridge link, we can see that $\left.\tau_{L}\right|_{T}$ is hyperelliptic. Then the quotient of $M^{\prime}$ by $\left.\tau_{L}\right|_{M^{\prime}}$ gives a ( 3,1 )-manifold pair in the following diagram:


The quotient of $M$ by $\tau_{L}$ is obtained from $S^{3} \backslash\left(B_{1} \cup B_{2}\right)$, where $B_{1}$ and $B_{2}$ are
open 3-balls, by gluing the two 2 -spheres $\partial B_{1}$ and $\partial B_{2}$, and hence the quotient of $M$ cannot be homeomorphic to $S^{3}$, a contradiction.

Next we deal with the case when $M$ consists of two Seifert pieces $M_{A}$ and $M_{B}$. By [Kobayashi 1984], $M_{A}$ is a Seifert fibered space over an annulus with one or two exceptional fibers and $M_{B}$ is the exterior of a 2-component nonhyperbolic 2-bridge link. By arguments similar to those for previous cases (compare [Jang 2012]), we can see that $L$ is equivalent to a link having the form shown at the top of the previous page.
5.3. There exists a piece homeomorphic to Q. By [Kobayashi 1984], we have the following cases.
(i) $M$ consists of two JSJ pieces homeomorphic to $Q$.
(ii) $M$ consists of two JSJ pieces, one of which is homeomorphic to $Q$, and the other is either a Seifert fibered space over a disk with two exceptional fibers or a Seifert fibered space over a Möbius band with one exceptional fiber.
(iii) $M$ consists of three JSJ pieces, one of which is homeomorphic to $Q$, the second piece is the exterior of a 2-component nonhyperbolic 2-bridge link and the third piece is a Seifert fibered space over a disk with two exceptional fibers.

Assume that (i) is satisfied. By [Boileau and Weidmann 2005, Lemma 17], the regular fibers of the two pieces, considered as a Seifert fibered space over a disk with two exceptional fibers, intersect in one point, and $g^{2}$ is a fiber of one piece. Then we see that $\left.\tau_{L}\right|_{T}$ is hyperelliptic, and we can lead to a contradiction by using arguments similar to those in the previous cases.

Assume that (ii) is satisfied. By an argument in [Boileau and Weidmann 2005, Proof of Lemma 18], we can see that $\left.\tau_{L}\right|_{T}$ is hyperelliptic, and we can lead to a contradiction by using arguments similar to those in the previous cases.

Assume that (iii) is satisfied. Similarly, we can see that either $\tau_{L}\left(T_{i}\right)=T_{i}$ and $\tau_{L} \mid T_{i}$ is hyperelliptic $(i=1,2)$ or $\tau_{L}\left(T_{1}\right)=T_{2}$. In the former case, we can lead to a contradiction by using arguments similar to those in the previous cases. In the latter case, we can see that the quotient of $M$ by $\tau_{L}$ is the union of $Q$ and a solid torus, which cannot be homeomorphic to $S^{3}$, a contradiction.

This completes the proof of Theorem 1.2.
Proof of Corollary 1.4. Let $M$ be a closed orientable graph manifold which admits an inversion, i.e., $\pi_{1}(M)$ is generated by two elements $g$ and $h$ and there exists an automorphism $\alpha$ of $\pi_{1}(M)$ which sends $g$ and $h$ to $g^{-1}$ and $h^{-1}$, respectively. If $M$ is a Seifert fibered space, then $\alpha$ is hyperelliptic by [Boileau and Weidmann 2008, Theorem 5]. If $M$ is not a Seifert fibered space, then $\alpha$ is hyperelliptic by Theorem 1.2 and [Boileau and Weidmann 2008, Proposition 20(3)].

## 6. Degree-one maps

Proof of Proposition 1.10. (a) Let $L^{\prime} \subset S^{3}$ such that $b\left(L^{\prime}\right)=3$, then $w\left(L^{\prime}\right)=3$ by [Boileau and Zimmermann 1989]. Thus if $L \geq L^{\prime}$, then $b(L) \geq w(L) \geq w\left(L^{\prime}\right)=3$. (b) Let $L^{\prime} \subset S^{3}$ such that $b\left(L^{\prime}\right)=4$. Assume that $L \geq L^{\prime}$ and that the 2 -fold branched cover $M$ of $L$ is a graph manifold. The degree-one map $f: E(L) \rightarrow E\left(L^{\prime}\right)$ between the exteriors of $L$ and $L^{\prime}$ which preserves the meridians lifts to a degree-one map $\tilde{f}: \tilde{E}(L) \rightarrow \tilde{E}\left(L^{\prime}\right)$ between their 2-fold covers, which extends to a degree-one map $\tilde{f}: M \rightarrow M^{\prime}$ between their 2-fold branched covers $M:=M_{2}(L)$ and $M^{\prime}=M_{2}\left(L^{\prime}\right)$. Since $M$ is a graph manifold, its simplicial volume $\|M\|=0$. The existence of the degree-one map $\tilde{f}: M \rightarrow M^{\prime}$ implies that $\left\|M^{\prime}\right\| \leq\|M\|$ and thus $\left\|M^{\prime}\right\|=0$. By the orbifold theorem [Boileau and Porti 2001] $M^{\prime}$ admits a geometric decomposition and thus is a connected sum of graph manifolds. Therefore $L^{\prime}$ is a connected sum of links whose 2 -fold branched covers are graph manifolds.

If $L^{\prime}$ is prime, it follows from Corollary 1.3 that $w\left(L^{\prime}\right)=4$ and therefore $b(L) \geq w(L) \geq w\left(L^{\prime}\right)=4$.

If $L^{\prime}$ is not prime, then $L^{\prime}=L_{1}^{\prime} \sharp L_{2}^{\prime}$ with $b\left(L_{1}^{\prime}\right)=2=w\left(L_{1}^{\prime}\right)$ and $b\left(L_{2}^{\prime}\right)=3=$ $w\left(L_{2}^{\prime}\right)$ by [Boileau and Zimmermann 1989]. The exterior $E\left(L^{\prime}\right)$ can be split along a properly embedded essential annulus $A$ into two pieces homeomorphic to $E\left(L_{1}^{\prime}\right)$ and $E\left(L_{2}^{\prime}\right)$ so that $\pi_{1}\left(E\left(L^{\prime}\right)=\pi_{1}\left(E\left(L_{1}^{\prime}\right)\right) *_{\pi_{1}(A)} \pi_{1}\left(E\left(L_{2}^{\prime}\right)\right.\right.$, where $\pi_{1}(A) \cong \mathbb{Z}$ is generated by a meridian of $L_{1}^{\prime}$ and $L_{2}^{\prime}$. By killing the meridians of $L_{2}^{\prime}$ which are not conjugate to the generator of $\pi_{1}(A)$, one can define an epimorphism $\phi_{1}$ : $\pi_{1}\left(E\left(L^{\prime}\right)\right) \rightarrow \pi_{1}\left(E\left(L_{1}^{\prime}\right)\right)$ such that the restriction of $\phi_{1}$ to $\pi_{1}\left(E\left(L_{1}^{\prime}\right)\right)$ is the identity and $\phi_{1}\left(\pi_{1}\left(E\left(L_{2}^{\prime}\right)\right)\right)=\pi_{1}(A)$. In the same way one can define an epimorphism $\phi_{2}: \pi_{1}\left(E\left(L^{\prime}\right)\right) \rightarrow \pi_{1}\left(E\left(L_{2}^{\prime}\right)\right)$ such that the restriction of $\phi_{2}$ to $\pi_{1}\left(E\left(L_{2}^{\prime}\right)\right)$ is the identity and $\phi_{2}\left(\pi_{1}\left(E\left(L_{1}^{\prime}\right)\right)\right)=\pi_{1}(A)$. These epimorphisms imply that $w\left(L^{\prime}\right)=$ $w\left(L_{1}^{\prime}\right)+w\left(L_{2}^{\prime}\right)-1=4$, and thus $b(L) \geq w(L) \geq w\left(L^{\prime}\right)=4$.
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## POINTWISE CONVERGENCE OF ALMOST PERIODIC FOURIER SERIES AND ASSOCIATED SERIES OF DILATES

## Christophe Cuny and Michel Weber

Let $\mathcal{S}^{2}$ be the Stepanov space with norm $\|f\|_{\mathcal{S}^{2}}=\sup _{x \in \mathbb{R}}\left(\int_{x}^{x+1}|f(t)|^{2} d t\right)^{1 / 2}$, $\lambda_{n} \uparrow \infty$, and let $\left(a_{n}\right)_{n \geq 1}$ satisfy Wiener's condition $\sum_{n \geq 1}\left(\sum_{k: n \leq \lambda_{k} \leq n+1}\left|a_{k}\right|\right)^{2}<$ $\infty$. We establish the following maximal inequality:

$$
\left\|\sup _{N \geq 1}\left|\sum_{n=1}^{N} a_{n} \mathrm{e}^{i \lambda_{n} t}\right|\right\|_{\mathcal{S}^{2}} \leq C\left(\sum_{n \geq 1}\left(\sum_{k: n \leq \lambda_{k} \leq n+1}\left|a_{k}\right|\right)^{2}\right)^{1 / 2},
$$

where $C>0$ is a universal constant. Moreover, the series $\sum_{n \geq 1} a_{n} \mathrm{e}^{i t \lambda_{n}}$ converges for $\lambda$-a.e. $t \in \mathbb{R}$. We give a simple and direct proof. This contains as a special case Hedenmalm and Saksman's result for Dirichlet series. We also obtain maximal inequalities for corresponding series of dilates. Let $\left(\lambda_{n}\right)_{n \geq 1}$, $\left(\mu_{n}\right)_{n \geq 1}$, be nondecreasing sequences of real numbers greater than 1 . We prove the following interpolation theorem. Let $1 \leq p, q \leq 2$ be such that $1 / p+1 / q=\frac{3}{2}$. There exists $C>0$ such that for any sequences $\left(\alpha_{n}\right)_{n \geq 1}$ and $\left(\beta_{n}\right)_{n \geq 1}$ of complex numbers such that $\sum_{n \geq 1}\left(\sum_{k: n \leq \lambda_{k}<n+1}\left|\alpha_{k}\right|\right)^{p}<\infty$ and $\sum_{n \geq 1}\left(\sum_{k: n \leq \mu_{k}<n+1}\left|\beta_{k}\right|\right)^{q}<\infty$, we have

$$
\left\|\sup _{N \geq 1}\left|\sum_{n=1}^{N} \alpha_{n} D\left(\lambda_{n} t\right)\right|\right\|_{\mathcal{S}^{2}} \leq C\left(\sum_{n \geq 1}\left(\sum_{k: n \leq \lambda_{k}<n+1}\left|\alpha_{k}\right|\right)^{p}\right)^{1 / p}\left(\sum_{n \geq 1}\left(\sum_{k: n \leq \mu_{k}<n+1}\left|\beta_{k}\right|\right)^{q}\right)^{1 / q},
$$

where $D(t)=\sum_{n \geq 1} \beta_{n} \mathrm{e}^{i \mu_{n} t}$ is defined in $\mathcal{S}^{2}$. Moreover, $\sum_{n \geq 1} \alpha_{n} D\left(\lambda_{n} t\right)$ converges in $\mathcal{S}^{2}$ and for $\lambda$-a.e. $t \in \mathbb{R}$. We further show that if $\left\{\lambda_{k}, k \geq 1\right\}$ satisfies the condition

$$
\sum_{\substack{k \neq, k^{\prime} \neq \ell^{\prime} \\(k, \ell)\left(k^{\prime} \ell^{\prime}\right)}}\left(1-\left|\left(\lambda_{k}-\lambda_{\ell}\right)-\left(\lambda_{k^{\prime}}-\lambda_{\ell^{\prime}}\right)\right|\right)_{+}^{2}<\infty,
$$

then the series $\sum_{k} a_{k} \mathrm{e}^{i \lambda_{k} t}$ converges on a set of positive Lebesgue measure only if the series $\sum_{k=1}^{\infty}\left|a_{k}\right|^{2}$ converges. The above condition is in particular fulfilled when $\left\{\lambda_{k}, k \geq 1\right\}$ is a Sidon sequence.

[^5]
## 1. Introduction

We study almost everywhere convergence properties of almost periodic Fourier series in the Stepanov space $\mathcal{S}^{2}$ and of corresponding series of dilates. This space is defined as the subspace of functions $f$ of $L_{\mathrm{loc}}^{2}(\mathbb{R})$ verifying the following analogue of the Bohr almost periodicity property: For all $\varepsilon>0$, there exists $K_{\varepsilon}>0$ such that for any $x_{0} \in \mathbb{R}$, there exists $\tau \in\left[x_{0}, x_{0}+K_{\varepsilon}\right]$ such that $\|f(\cdot+\tau)-f(\cdot)\|_{\mathcal{S}^{2}} \leq \varepsilon$. The Stepanov norm in $\mathcal{S}^{2}$ is defined by

$$
\|f\|_{\mathcal{S}^{2}}=\sup _{x \in \mathbb{R}}\left(\int_{x}^{x+1}|f(t)|^{2} d t\right)^{1 / 2} .
$$

Recall some basic facts. By the fundamental theorem on almost periodic functions, see [Besicovitch 1932, p. 88], the Stepanov space $\mathcal{S}^{2}$ coincides with the closure of the set of generalized trigonometric polynomials $\left\{\sum_{k=1}^{n} a_{k} \mathrm{e}^{i \lambda_{k} t}: \alpha_{k} \in \mathbb{C}, \lambda_{k} \in \mathbb{R}\right\}$ with respect to this norm. It is clear by considering for instance $f=\chi_{[0,1]}$ that the space $\left\{f \in L_{\mathrm{loc}}^{2}(\mathbb{R}):\|f\|_{\mathcal{S}^{2}}<\infty\right\}$ is strictly larger than $\mathcal{S}^{2}$. Introduce also the Besicovitch seminorm of order 2 of $f \in L_{\text {loc }}^{2}(\mathbb{R})$

$$
\begin{equation*}
\|f\|_{\mathcal{B}^{2}}=\limsup _{T \rightarrow \infty}\left(\frac{1}{2 T} \int_{-T}^{T}|f(t)|^{2} d t\right)^{1 / 2} . \tag{1-1}
\end{equation*}
$$

For every $\lambda \in \mathbb{R}$ and every $f \in L_{\text {loc }}^{1}(\mathbb{R})$ define the Fourier coefficient $\hat{f}(\lambda)$ of the exponent $\lambda$ of $f$ by

$$
\begin{equation*}
\hat{f}(\lambda)=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} f(x) \mathrm{e}^{-i \lambda x} d x, \tag{1-2}
\end{equation*}
$$

whenever the limit exists. It is easily seen, by approximating by generalized trigonometric polynomials in the Stepanov norm, that the above limit exists for every $f \in \mathcal{S}^{2}$ and every $\lambda \in \mathbb{R}$. Moreover, for any finite family $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{R}$, we have by the Parseval equation in $\mathcal{B}^{2}$, see [Bellman 1944, p. 109],

$$
\sum_{k=1}^{n}\left|\hat{f}\left(\lambda_{k}\right)\right|^{2} \leq\|f\|_{\mathcal{B}^{2}}^{2} \leq\|f\|_{\mathcal{S}^{2}}^{2} .
$$

In particular, for $f \in \mathcal{S}^{2}, \Lambda:=\{\lambda \in \mathbb{R}: \hat{f}(\lambda) \neq 0\}$ is countable. We call $\Lambda$ the (set of) Fourier exponents of $f$. Let $f \in \mathcal{S}^{2}$ have of Fourier exponents $\Lambda$. Then

$$
\begin{equation*}
\sum_{\lambda \in \Lambda}|\hat{f}(\lambda)|^{2} \leq\|f\|_{\mathcal{B}^{2}}^{2} \leq\|f\|_{\mathcal{S}^{2}}^{2} . \tag{1-3}
\end{equation*}
$$

We then define formally the Fourier series of $f \in \mathcal{S}^{2}$ as

$$
\sum_{\lambda \in \Lambda} \hat{f}(\lambda) e^{i \lambda} .
$$

Notice that the set $\Lambda \cap[-A, A]$ may be infinite for a given $A>0$.

In this paper we are interested in the convergence of the Fourier series of $f$ (to $f$ ) either in the Stepanov sense or in the almost everywhere sense, and the same sort of consideration will motivate us in the study of associated series of dilates. This second question is actually our main objective. See Section 3.

Concerning convergence of the Fourier series, it is necessary to recall Bredihina's extension to $\mathcal{S}^{2}$ of Kolmogorov's theorem asserting that if $s_{n}(x)$ are the partial sums of the Fourier series of a function $f \in L^{2}(\mathbb{T})$, then $s_{m_{n}}(x)$ converges almost everywhere to $f$ provided that $m_{n+1} / m_{n} \geq q>1$. Bredihina [1968] showed that the Fourier series of a function in $\mathcal{S}^{2}$ with $\alpha$-separated frequencies $(\alpha>0)$, namely $\left|\lambda_{k}-\lambda_{\ell}\right| \geq \alpha>0$ for all $k, \ell, k \neq \ell$, converges almost everywhere along any exponentially increasing subsequence. That is, for every $\rho>1$, the sequence $\left\{\sum_{1 \leq k \leq \rho^{n}} \hat{f}\left(\lambda_{k}\right) \mathrm{e}^{i \lambda_{k} t}, n \geq 1\right\}$ converges for $\lambda$-almost every $t \in \mathbb{R}$. The corresponding maximal inequality has been recently obtained by Bailey [2014] who also considered Stepanov spaces of higher order.

Remark 1.1. For a short proof of Kolmogorov's Theorem, see Marcinkiewicz [1933], who showed that this follows from Fejér's Theorem, see [Zygmund 1968, Theorem 3.4-(III)], and the classical fact that if a series $\sum u_{n}$ with partial sums $s_{n}$ has infinitely many lacunary gaps and is summable $(C, 1)$ to sum $s$, then $s_{n} \rightarrow s$. See Theorem 1.27 in Chapter III of [Zygmund 1968].

In view of Carleson's theorem, a natural question is whether the "full" series converges for any $f \in \mathcal{S}^{2}$.

That question has been addressed in the very specific situation of Dirichlet series by Hedenmalm and Saksman [2003]. A simplified proof may be found in [Konyagin and Queffélec 2001/02] (see also below). They proved the following. Let $\lambda$ denote here and throughout the Lebesgue measure on the real line.
Theorem 1.2. Let $\left(a_{n}\right)_{n \geq 1}$ be complex numbers such that $\sum_{n \geq 1} n\left|a_{n}\right|^{2}<\infty$. Then the series $\sum_{n \geq 1} a_{n} n^{i t}$ converges $\lambda$-almost everywhere.

Their condition is optimal when $\left(a_{n}\right)_{n \geq 1}$ is nonincreasing. However, if $\left(a_{n}\right)_{n \geq 1}$ is supported say on $\left\{2^{n}: n \geq N\right\}$ the corresponding series is a standard (periodic) trigonometric series and in that case, the optimality is lost, since the condition is much stronger than Carleson's condition.

On the other hand, it follows from [Wiener 1926] that the series $\sum_{n \geq 1} a_{n} n^{i t}$ converges in $\mathcal{S}^{2}$ provided that

$$
\begin{equation*}
\sum_{n \geq 0}\left(\sum_{k=2^{n}}^{2^{n+1}-1}\left|a_{k}\right|\right)^{2}<\infty \tag{1-4}
\end{equation*}
$$

More precisely, the sequence of partial sums converges in $\mathcal{S}^{2}$ to a limit $f \in \mathcal{S}^{2}$. If $a_{n}>0$ for every $n$, the converse is also true; see [Tornehave 1954].

Our first goal (see the next section) is to prove that (1-4) is sufficient for $\lambda$-a.e. convergence and to provide the corresponding maximal inequality. Moreover, it will turn out that the problem of the $\lambda$-almost everywhere convergence of the series $\sum_{n \geq 1} a_{n} \mathrm{e}^{i \lambda_{n} t}$ can be reduced to the study of Dirichlet series.

In doing so, we obtain a Carleson-type theorem for almost periodic series and make the link with the study of almost everywhere convergence of the Fourier series associated with Stepanov's almost periodic functions.

Then, in Section 3, we consider associated series of dilates and obtain a sufficient condition for almost everywhere convergence. We further prove an interpolation theorem. Finally, in Section 4, we obtain a general necessary condition for the convergence almost everywhere of series of functions. The condition involves correlations of order 4 . As an application, we show for instance that if $\left\{\lambda_{k}, k \geq 1\right\}$ is a Sidon sequence, and the series $\sum_{k} a_{k} \mathrm{e}^{i \lambda_{k} t}$ converges on a set of positive $\lambda$-measure, then the series $\sum_{k=1}^{\infty}\left|a_{k}\right|^{2}$ converges.

## 2. Almost everywhere convergence of almost periodic Fourier series

We start with the proof by Konyagin and Queffélec of Hedenmalm and Saksman's result, to which we add a maximal inequality.

Proposition 2.1. There exists $C>0$ such that for any sequence $\left(a_{n}\right)_{n \geq 1}$ of complex numbers such that $\sum_{n \geq 1} n\left|a_{n}\right|^{2}<\infty$,

$$
\begin{equation*}
\left\|\sup _{n \geq 1}\left|\sum_{k=1}^{n} a_{k} k^{i \cdot}\right|\right\|_{\mathcal{S}^{2}} \leq C\left(\sum_{n \geq 1} n\left|a_{n}\right|^{2}\right)^{1 / 2} . \tag{2-1}
\end{equation*}
$$

Before giving the proof, it is necessary to recall some classical but important facts. Let $g \in L^{p}(\mathbb{T}), 1<p<\infty$. Consider the maximal operator

$$
T^{*} g(x)=\sup _{L=0}^{\infty}\left|\sum_{|k| \leq L} \hat{g}(k) \mathrm{e}^{2 i \pi k x}\right| .
$$

For $f \in L^{p}(\mathbb{R})$ consider analogously the maximal operator

$$
C^{*} f(x)=\sup _{T>0}\left|\int_{-T}^{T} \hat{f}(t) \mathrm{e}^{i x t} d t\right| .
$$

An operator $U$ on $L^{p}$ is called strong $(p, p)$ if $\|U f\|_{p} \leq C_{p}\|f\| p$ for all $f \in L^{p}$. The fact that strong ( $p, p$ ), $1<p<\infty$, for $T^{*}$ is equivalent to strong ( $p, p$ ) for $C^{*}$ follows from known elementary arguments, see [Auscher and Carro 1992, p. 166]. We refer to [Hunt 1968, Theorem 1] concerning the deep fact that $T^{*}$ is strong ( $p, p$ ), $1<p<\infty$ and we shall call it "the Carleson-Hunt theorem" when $p=2$. We will freely use the fact the $C^{*}$ is consequently strong ( $p, p$ ), $1<p<\infty$.

Proof. We first notice that it is enough to prove that

$$
\begin{equation*}
\left\|\sup _{n \geq 1}\left|\sum_{k=1}^{n} a_{k} k^{i \cdot}\right|\right\|_{L^{2}[0,1]} \leq C\left(\sum_{n \geq 1} n\left|a_{n}\right|^{2}\right)^{1 / 2} . \tag{2-2}
\end{equation*}
$$

Indeed, then the desired result follows from the fact that

$$
\sum_{k=1}^{n} a_{k} k^{i(t+x)}=\sum_{k=1}^{n}\left(a_{k} k^{i x}\right) k^{i t},
$$

since we may apply the above estimate to the sequence $\left(a_{n} n^{i x}\right)_{n \geq 1}$ whose moduli are the same as the ones of the sequence $\left(a_{n}\right)_{n \geq 1}$.

Let us prove (2-2). Define $h \in L^{2}(\mathbb{R})$ by setting $h \equiv 0$ on $(-\infty, 1)$ and for every $n \in \mathbb{N}, h(x)=a_{n}$ whenever $x \in[n, n+1)$.

Let $N \geq 1$. We have

$$
\begin{aligned}
\sum_{n=1}^{N} a_{n} n^{i t} & =\sum_{n=1}^{N} a_{n} \int_{n}^{n+1}\left(\mathrm{e}^{i t \log n}-\mathrm{e}^{i t \log x}\right) d x+\int_{1}^{N+1} h(x) \mathrm{e}^{i t \log x} d x \\
& =\sum_{n=1}^{N} a_{n} \int_{n}^{n+1}\left(\mathrm{e}^{i t \log n}-\mathrm{e}^{i t \log x}\right) d x+\int_{0}^{\log (N+1)} \mathrm{e}^{x} h\left(\mathrm{e}^{x}\right) \mathrm{e}^{i t x} d x .
\end{aligned}
$$

Now, for every $x \in[n, n+1)$,

$$
\left|\mathrm{e}^{i t \log n}-\mathrm{e}^{i t \log x}\right| \leq \frac{t}{n}
$$

Hence,

$$
\sum_{n \geq 1}\left|a_{n} \int_{n}^{n+1}\left(\mathrm{e}^{i t \log n}-\mathrm{e}^{i t \log x}\right) d x\right| \leq t\left(\sum_{n \geq 1} n\left|a_{n}\right|^{2}\right)^{1 / 2}\left(\sum_{n \geq 1} \frac{1}{n^{3}}\right)^{1 / 2} .
$$

On the other hand, $\int_{0}^{+\infty} \mathrm{e}^{2 x}|h|^{2}\left(\mathrm{e}^{x}\right) d x=\int_{1}^{+\infty} u|h|^{2}(u) d u \leq \sum_{n \geq 1}(n+1)\left|a_{n}\right|^{2}<$ $\infty$. Hence, since $C^{*}$ is strong (2-2),

$$
\left\|\sup _{N \geq 1}\left|\int_{0}^{\log (N+1)} \mathrm{e}^{x} h\left(\mathrm{e}^{x}\right) \mathrm{e}^{i t x} d x\right|\right\|_{2, d t}^{2} \leq C \int_{0}^{+\infty} \mathrm{e}^{2 x}|h|^{2}\left(\mathrm{e}^{x}\right) d x .
$$

Hence (2-1) follows.
We now derive an improved version of Proposition 2.1.
Theorem 2.2. There exists $C>0$ such that for every sequence $\left(a_{n}\right)_{n \geq 1}$ of complex numbers satisfying (1-4),

$$
\begin{equation*}
\left\|\sup _{n \geq 1}\left|\sum_{k=1}^{n} a_{k} k^{i}\right|\right\|_{\mathcal{S}^{2}} \leq C\left(\sum_{n \geq 0}\left(\sum_{k=2^{n}}^{2^{n+1}-1}\left|a_{k}\right|\right)^{2}\right)^{1 / 2} . \tag{2-3}
\end{equation*}
$$

Moreover, $\sum_{n \geq 1} a_{n} n^{i t}$ converges for $\lambda$-a.e. $t \in \mathbb{R}$.
Remarks 2.3. The proof of Theorem 2.2 makes use of the Carleson-Hunt theorem ( $T^{*}$ is strong $(2-2)$ ) and of Proposition 2.1. The latter was proved using that $C^{*}$ is strong $(2-2)$, which is equivalent to the Carleson-Hunt theorem. On the other hand, given any sequence $\left(b_{n}\right)_{n \geq 1} \in \ell^{2}$, applying Theorem 2.2 with $\left(a_{n}\right)_{n \geq 1}$ such that $a_{2^{k}}=b_{k}$ and $a_{n}=0$ otherwise, we see that Theorem 2.2 implies the CarlesonHunt theorem, hence is equivalent to it. We shall see below that Theorem 2.2 allows one to treat almost everywhere convergence of series $\sum_{n \geq 1} b_{n} \mathrm{e}^{i t \lambda_{n}}$ for nondecreasing sequences $\left(\lambda_{n}\right)_{n \geq 1}$. Notice that Theorem 2.2 corresponds to the case where $\lambda_{n}=\log n$. For more on the Carleson-Hunt theorem we refer to [Lacey 2004]. See also [Jørsboe and Mejlbro 1982].

Proof. As in the previous proof, it is enough to prove a maximal inequality in $L^{2}([0,1])$. We shall first work along the subsequence $\left(2^{n}-1\right)_{n \geq 1}$.

Let $n \geq 1$ and define $S_{k, n}:=\sum_{\ell=2^{n}}^{k} a_{k}$ for every $2^{n} \leq k \leq 2^{n+1}-1$ and $S_{2^{n}-1, n}=0$. In particular, for every $2^{n} \leq k \leq 2^{n+1}-1$,

$$
\left|S_{k, n}\right| \leq \sum_{j=2^{n}}^{2^{n+1}-1}\left|a_{j}\right|
$$

a fact that will be used freely in the sequel.
By Abel summation by parts, we have

$$
\sum_{k=2^{n}}^{2^{n+1}-1} a_{k} k^{i t}=\sum_{k=2^{n}}^{2^{n+1}-1}\left(S_{k, n}-S_{k-1, n}\right) k^{i t}=\sum_{k=2^{n}}^{2^{n+1}-1} S_{k, n}\left(k^{i t}-(k+1)^{i t}\right)+2^{(n+1) i t} S_{2^{n+1}-1, n}
$$

Since $2^{(n+1) i t}=\mathrm{e}^{i(n+1) t \log 2}$ and by our assumption $\sum_{n \geq 1}\left|S_{2^{n+1}-1, n}\right|^{2}<\infty$, it follows from Carleson's theorem that

$$
\left\|\sup _{N \geq 1} \sum_{n=1}^{N} S_{2^{n+1}-1, n} 2^{(n+1) i t}\right\|_{L^{2}([0,1], d t)} \leq C\left(\sum_{n \geq 1}\left|S_{2^{n+1}-1, n}\right|^{2}\right)^{1 / 2}
$$

Hence, we are back to controlling the $L^{2}$-norm of

$$
\sup _{N \geq 1}\left|\sum_{n=1}^{N} \sum_{k=2^{n}}^{2^{n+1}-1} S_{k, n}\left(k^{i t}-(k+1)^{i t}\right)\right|
$$

But we have

$$
\begin{aligned}
k^{i t}-(k+1)^{i t} & =\mathrm{e}^{i t \log k}-\mathrm{e}^{i t \log (k+1)} \\
& =\mathrm{e}^{i t \log k}\left(1-\mathrm{e}^{i t \log (1+1 / k)}+\frac{i t}{k}\right)-\frac{i t}{k} \mathrm{e}^{i t \log k}=u_{k}(t)-\frac{i t}{k} \mathrm{e}^{i t \log k}
\end{aligned}
$$

Now there exists $C>0$ such that $\left|u_{k}(t)\right| \leq C\left(t+t^{2}\right) / k^{2}$. Hence,

$$
\begin{aligned}
\sum_{n \geq 1} \sum_{k=2^{n}}^{2^{n+1}-1}\left|S_{k, n}\right|\left|u_{k}(t)\right| & \leq C\left(t+t^{2}\right) \sum_{n \geq 1} \frac{\sum_{k=2^{n}}^{2^{n+1}-1}\left|a_{k}\right|}{2^{n}} \\
& \leq C\left(t+t^{2}\right)\left(\sum_{n \geq 1}\left(\sum_{k=2^{n}}^{2^{n+1}-1}\left|a_{k}\right|\right)^{2}\right)^{1 / 2}
\end{aligned}
$$

It remains to control

$$
\sup _{N \geq 1}\left|\sum_{n=1}^{N} \sum_{k=2^{n}}^{2^{n+1}-1} \frac{S_{k, n}}{k} \mathrm{e}^{i t \log k}\right| .
$$

But we are exactly in the situation of Proposition 2.1. Hence

$$
\begin{aligned}
\left\|\sup _{N \geq 1}\left|\sum_{n=1}^{N} \sum_{k=2^{n}}^{2^{n+1}-1} \frac{S_{k, n}}{k} \mathrm{e}^{i t \log k}\right|\right\|_{L^{2}([0,1], d t)} & \leq C\left(\sum_{n \geq 1} \sum_{k=2^{n}}^{2^{n+1}-1} k \frac{\left|S_{k, n}\right|^{2}}{k^{2}}\right)^{1 / 2} \\
& \leq\left(\sum_{n \geq 1}\left(\sum_{k=2^{n}}^{2^{n+1}-1}\left|a_{k}\right|\right)^{2}\right)^{1 / 2}<\infty .
\end{aligned}
$$

Let $n \geq 1$ and $2^{n} \leq \ell \leq 2^{n+1}-1$. We have

$$
\left|\sum_{k=1}^{\ell} a_{n} k^{i t}-\sum_{k=1}^{2^{n}-1} a_{n} k^{i t}\right| \leq \sum_{k=2^{n}}^{2^{n+1}-1}\left|a_{k}\right| .
$$

Hence,

$$
\sup _{N \geq 1}\left|\sum_{n=1}^{N} a_{n} \mathrm{e}^{i t \log n}\right| \leq \sup _{N \geq 1}\left|\sum_{n=1}^{2^{N}-1} a_{n} \mathrm{e}^{i t \log n}\right|+\left(\sum_{n \geq 1}\left(\sum_{k=2^{n}}^{2^{n+1}-1}\left|a_{k}\right|\right)^{2}\right)^{1 / 2} .
$$

So, (2-3) is proved. The $\lambda$-almost everywhere convergence may be proved by a standard procedure thanks to the maximal inequality. Alternatively, following all the steps of the proof of the maximal inequality lets us give a more direct proof.

As a corollary we deduce:
Theorem 2.4. Let $\left(\lambda_{n}\right)_{n \geq 1}$ be an increasing sequence of positive real numbers tending to $\infty$. Let $\left(a_{n}\right)_{n \geq 1}$ be such that

$$
\begin{equation*}
\sum_{n \geq 1}\left(\sum_{k: n \leq \lambda_{k} \leq n+1}\left|a_{k}\right|\right)^{2}<\infty . \tag{2-4}
\end{equation*}
$$

There exists a universal constant $C>0$ such that

$$
\begin{equation*}
\left\|\sup _{N \geq 1}\left|\sum_{n=1}^{N} a_{n} \mathrm{e}^{i \lambda_{n} t}\right|\right\|_{\mathcal{S}^{2}} \leq C\left(\sum_{n \geq 1}\left(\sum_{k: n \leq \lambda_{k} \leq n+1}\left|a_{k}\right|\right)^{2}\right)^{1 / 2} \tag{2-5}
\end{equation*}
$$

Moreover, the series $\sum_{n \geq 1} a_{n} \mathrm{e}^{i t \lambda_{n}}$ converges for $\lambda$-a.e. $t \in \mathbb{R}$.
Proof. Write $u_{n}:=\left[2^{\lambda_{n}}\right]$. Hence $\left(u_{n}\right)_{n \geq 1}$ is a nondecreasing sequence of integers. That sequence may overlap from time to time. So let $\left(v_{k}\right)_{k \geq 1}$ be a strictly increasing sequence of integers with same range as $\left(u_{n}\right)_{n \geq 1}$.

Define a sequence $\left(b_{n}\right)_{n \geq 1}$ as follows. Let $n \geq 1$ be such that there exists $k \geq 1$ such that $n=v_{k}$. Then set $b_{n}:=\sum_{\ell: u_{\ell}=v_{k}} a_{\ell}$. If there is no $k \geq 1$ such that $n=v_{k}$, set $b_{n}:=0$.

We first control

$$
\sup _{N \geq 1}\left|\sum_{n=1}^{N} b_{n} \mathrm{e}^{i t \log _{2} n}\right|
$$

where $\log _{2}$ stands for the logarithm in base 2 .
By Theorem 2.2, we have

$$
\left\|\sup _{N \geq 1}\left|\sum_{n=1}^{N} b_{n} \mathrm{e}^{i \log _{2} n \cdot}\right|\right\|_{\mathcal{S}^{2}}^{2} \leq C \sum_{n \geq 0}\left(\sum_{k=2^{n}}^{2^{n+1}-1}\left|b_{k}\right|\right)^{2}=\sum_{n \geq 0}\left(\sum_{\ell: 2^{n} \leq u_{\ell} \leq 2^{n+1}-1}\left|b_{\ell}\right|\right)^{2}
$$

Now, if $2^{n} \leq u_{\ell} \leq 2^{n+1}-1$, then $n \leq \lambda_{\ell} \leq n+1$ and our first step is proved.
Let $q \geq p$ be integers. There exist integers $q^{\prime} \geq p^{\prime}$ such that $v_{p^{\prime}}=u_{p}$ and $v_{q^{\prime}}=u_{q}$. We have

$$
\left|\sum_{k=p}^{q} a_{k} \mathrm{e}^{i t \lambda_{k}}-\sum_{k=v_{p^{\prime}}}^{v_{q^{\prime}}} b_{k} \mathrm{e}^{i t \log _{2} u_{k}}\right| \leq \sum_{k: u_{k}=u_{p}}\left|a_{k}\right|+\sum_{k: u_{k}=u_{q}}\left|a_{k}\right|+\sum_{\ell=p^{\prime} k: u_{k}=v_{\ell}}^{q^{\prime}} \sum_{k}\left|a^{i t \lambda_{k}}-\mathrm{e}^{i t \log _{2} u_{k}}\right|
$$

Clearly, it suffices to control

$$
\sum_{n \geq 0} \sum_{\ell: 2^{n} \leq v_{\ell} \leq 2^{n+1}-1} \sum_{k: u_{k}=v_{\ell}}\left|a_{k}\right|\left|\mathrm{e}^{i t \lambda_{k}}-\mathrm{e}^{i t \log _{2} u_{k}}\right|
$$

Now, for $2^{n} \leq v_{\ell} \leq 2^{n+1}-1$ and $u_{k}=v_{\ell}$, using that $u_{k} \leq 2^{\lambda_{k}} \leq u_{k}+1$, we see that $\left|\log _{2}\left(2^{\lambda_{k}}\right)-\log _{2} u_{k}\right| \leq C / u_{k}$ and that

$$
\left|\mathrm{e}^{i t \lambda_{k}}-\mathrm{e}^{i t \log _{2} u_{k}}\right|=\left|\mathrm{e}^{i t \log _{2}\left(2^{\lambda_{k}}\right)}-\mathrm{e}^{i t \log _{2} u_{k}}\right| \leq \frac{C|t|}{u_{k}} \leq \frac{C|t|}{2^{n}}
$$

Hence, using Cauchy-Schwarz,

$$
\begin{aligned}
\sum_{n \geq 0} \sum_{\ell: 2^{n} \leq v_{\ell} \leq 2^{n+1}-1} \sum_{k: u_{k}=v_{\ell}}\left|a_{k}\right|\left|\mathrm{e}^{i t \lambda_{k}}-\mathrm{e}^{i t \log u_{k}}\right| & \leq C t \sum_{n \geq 0} 2^{-n} \sum_{k: 2^{n} \leq u_{k} \leq 2^{n+1}-1}\left|a_{k}\right| \\
& \leq C t\left(\sum_{n \geq 0}\left(\sum_{k: 2^{n} \leq u_{k} \leq 2^{n+1}-1}\left|a_{k}\right|\right)^{2}\right)^{1 / 2}
\end{aligned}
$$

which converges by our assumption.
We shall now derive an almost everywhere convergence result concerning the Fourier series of an almost periodic function in $\mathcal{S}^{2}$. We shall first recall known results about norm convergence.

Let $\left(\lambda_{n}\right)_{n \geq 1}$ be a (not necessarily increasing) sequence of positive real numbers. As already mentioned (in the case of Dirichlet series), by [Wiener 1926], see also [Tornehave 1954], if

$$
\begin{equation*}
\sum_{n \geq 0}\left(\sum_{k \geq 1: n \leq \lambda_{k}<n+1}\left|a_{k}\right|\right)^{2}<\infty \tag{2-6}
\end{equation*}
$$

then $\sum_{n \geq 1} a_{n} \mathrm{e}^{i \lambda_{n} t}$ is the Fourier series of an element of $f \in \mathcal{S}^{2}$.
On the other hand, if $f \in \mathcal{S}^{2}$ admits a sequence of positive real numbers $\left(\lambda_{n}\right)_{n \geq 1}$ as frequencies and such that $\hat{f}\left(\lambda_{n}\right) \geq 0$ for every $n \geq 1$, then, see [Tornehave 1954],

$$
\sum_{n \geq 0}\left(\sum_{k \geq 1: n \leq \lambda_{k}<n+1}\left|\hat{f}\left(\lambda_{k}\right)\right|\right)^{2} \leq C\|f\|_{\mathcal{S}^{2}}^{2} .
$$

Hence, (2-6) holds.
Condition (2-6) is thus optimal for deciding whether $\sum_{n \geq 1} a_{n} \mathrm{e}^{i \lambda_{n} t}$ is the Fourier series of an element of $\mathcal{S}^{2}$ or not. One can not however expect that it is always necessary, so we provide a counterexample in Proposition 2.7 below.

Let $f \in \mathcal{S}^{2}$ be such that $\Lambda \subset[0,+\infty)$ (that restriction may be obviously removed). Assume that $\Lambda$ is $\alpha$-separated for some $\alpha>0$ and write $\Lambda:=\left\{\lambda_{1}<\lambda_{2} \cdots\right\}$. Then,

$$
\begin{aligned}
\frac{\alpha}{C} \sum_{n \geq 0}\left(\sum_{k \geq 1: n \leq \lambda_{k}<n+1}\left|\hat{f}\left(\lambda_{k}\right)\right|\right)^{2} \leq \sum_{n \geq 1}\left|\hat{f}\left(\lambda_{n}\right)\right|^{2} & \leq\|f\|_{\mathcal{S}^{2}}^{2} \\
& \leq C \sum_{n \geq 0}\left(\sum_{k \geq 1: n \leq \lambda_{k}<n+1}\left|\hat{f}\left(\lambda_{k}\right)\right|\right)^{2}
\end{aligned}
$$

In particular, we have the following direct consequence of Theorem 2.2:

Corollary 2.5. Let $f \in \mathcal{S}^{2}$ be such that $\Lambda \subset[0,+\infty)$. Assume that $\Lambda$ is $\alpha$-separated for some $\alpha>0$. There exists $C>0$, independent of $f$ and $\alpha$ such that

$$
\left\|\sup _{N \geq 1}\left|\sum_{n=1}^{N} \hat{f}\left(\lambda_{n}\right) \mathrm{e}^{i \lambda_{n}} \cdot\right|\right\|_{\mathcal{S}^{2}} \leq C \frac{\|f\|_{\mathcal{S}^{2}}}{\alpha} .
$$

Moreover, the series $\sum_{n \geq 1} \hat{f}\left(\lambda_{n}\right) \mathrm{e}^{i \lambda_{n} \cdot}$ converges for $\lambda$-almost every $t \in \mathbb{R}$.
We now give an example of Fourier series converging in $\mathcal{S}^{2}$ while (2-6) does not hold. Let us first recall the following result of Halász; see [Queffélec 1984].

Lemma 2.6. There exists $C>0$ such that for every sequence of iid Rademacher variables $\left(\varepsilon_{n}\right)_{n \geq 1}$

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in \mathbb{R}}\left|\sum_{k=1}^{n} \varepsilon_{k} k^{i t}\right|\right) \leq C \frac{n}{\log (n+1)} . \tag{2-7}
\end{equation*}
$$

Proposition 2.7. Let $\left(\varepsilon_{n}\right)_{n \geq 1}$ be iid Rademacher variables on $(\Omega, \mathcal{F}, \mathbb{P})$. For $\mathbb{P}$ almost all $\omega \in \Omega, \sum_{n \geq 1} \varepsilon_{n}(\omega) n^{i t} / n \sqrt{\log (n+1)}$ converges in $\mathcal{S}^{2}$, while (2-4) is not satisfied (with $a_{n}=\varepsilon_{n}(\omega) / n \sqrt{\log (n+1)}$ ).

Proof. For every $n \geq 1$, every $2^{n} \leq k \leq 2^{n+1}$ and every $\omega \in \Omega$, we have

$$
\left\|\sum_{\ell=2^{n}}^{k} \frac{\varepsilon_{\ell}(\omega) \ell^{i t}}{\ell \sqrt{\log (\ell+1)}}\right\|_{\mathcal{S}^{2}} \leq \sum_{\ell=2^{n}}^{k} \frac{1}{\ell \sqrt{\log (\ell+1)}} \leq \frac{2}{\sqrt{n}} \underset{n \rightarrow+\infty}{\longrightarrow} 0 .
$$

Hence, it suffices to prove that for $\mathbb{P}$-almost every $\omega \in \Omega$,

$$
\left(\sum_{n=1}^{2^{N}} \frac{\varepsilon_{n}(\omega) n^{i t}}{n \sqrt{\log (n+1)}}\right)_{N \geq 1} \quad \text { converges in } \mathcal{S}^{2}
$$

Let $S_{n}(t):=\sum_{k=1}^{n} \varepsilon_{k} k^{i t}\left(S_{0}(t)=0\right)$ and $u_{n}:=(n \sqrt{\log (n+1)})^{-1}$. We have

$$
\sum_{n=1}^{2^{N}} \frac{\varepsilon_{n}(\omega) n^{i t}}{n \sqrt{\log (n+1)}}=\sum_{n=1}^{2^{N}}\left(S_{n}(t)-S_{n-1}(t)\right) u_{n}=\sum_{n=1}^{2^{N}} S_{n}(t)\left(u_{n}-u_{n+1}\right)+S_{2^{N}}(t) u_{2^{N}+1} .
$$

It follows from (2-7) that

$$
\mathbb{E}\left(\sum_{n \geq 1} \sup _{t \in \mathbb{R}}\left|S_{n}(t)\left(u_{n}-u_{n+1}\right)\right|\right)<\infty, \quad \mathbb{E}\left(\sum_{n \geq 1} \sup _{t \in \mathbb{R}}\left|S_{2^{N}}(t) u_{2^{N}+1}\right|\right)<\infty,
$$

and the result follows.

## 3. Convergence almost everywhere of associated series of dilates

Theorem 3.1. Let $\left(\lambda_{n}\right)_{n \geq 1}$ and $\left(\mu_{n}\right)_{n \geq 1}$ be nondecreasing sequences of real numbers greater than 1 . Let $\left(\alpha_{n}\right)_{n \geq 1}$ be a sequence of complex numbers such that

$$
\sum_{n \geq 1}\left(\sum_{k: n \leq \lambda_{k}<n+1}\left|\alpha_{k}\right|\right)^{2}<\infty .
$$

Let $\left(\beta_{n}\right)_{n \geq 1} \in \ell^{1}$. Then $D(t):=\sum_{n \geq 1} \beta_{n} \mathrm{e}^{i \mu_{n} t}$ defines a continuous function on $\mathbb{R}$ (and in $\mathcal{S}^{2}$ ) and there exists a universal constant $C>0$ such that

$$
\begin{equation*}
\left\|\sup _{N \geq 1}\left|\sum_{n=1}^{N} \alpha_{n} D\left(\lambda_{n} t\right)\right|\right\|_{\mathcal{S}^{2}} \leq C\left(\sum_{n \geq 1}\left|\beta_{n}\right|\right)\left(\sum_{n \geq 1}\left(\sum_{k: n \leq \lambda_{k}<n+1}\left|\alpha_{k}\right|\right)^{2}\right)^{1 / 2} . \tag{3-1}
\end{equation*}
$$

Moreover, the series $\sum_{n \geq 1} \alpha_{n} D\left(\lambda_{n} t\right)$ converges in $\mathcal{S}^{2}$ and for $\lambda$-a.e. $t \in \mathbb{R}$.
Proof. Let $x \in \mathbb{R}$. The fact that $D$ is a continuous function in $\mathcal{S}^{2}$ follows easily from the fact that $\left(\beta_{n}\right)_{n \geq 1} \in \ell^{1}$. We also have, for every $N \geq 1$,

$$
\left|\sum_{n=1}^{N} \alpha_{n} D\left(\lambda_{n} t\right)\right| \leq \sum_{k \geq 1}\left|\beta_{k}\right|\left|\sum_{n=1}^{N} \alpha_{n} \mathrm{e}^{i t \lambda_{n} \mu_{k}}\right| .
$$

By Theorem 2.4, we have

$$
\begin{aligned}
\int_{x}^{x+1} \sup _{N \geq 1}\left|\sum_{n=1}^{N} \alpha_{n} \mathrm{e}^{i t \lambda_{n} \mu_{k}}\right|^{2} d t & =\frac{1}{\mu_{k}} \int_{\mu_{k} x}^{\mu_{k}(x+1)} \sup _{N \geq 1}\left|\sum_{n=1}^{N} \alpha_{n} \mathrm{e}^{i t \lambda_{n}}\right|^{2} d t \\
& \leq \frac{\left[\mu_{k}\right]+1}{\mu_{k}}\left\|\sup _{N \geq 1}\left|\sum_{n=1}^{N} \alpha_{n} \mathrm{e}^{i t \lambda_{n}}\right|\right\|_{\mathcal{S}^{2}}^{2},
\end{aligned}
$$

and (3-1) follows.
The convergence almost everywhere and in $\mathcal{S}^{2}$ follows by standard arguments.
We also have the following obvious corollary of Theorem 2.4, whose proof is left to the reader:

Proposition 3.2. Let $\left(\lambda_{n}\right)_{n \geq 1}$ and $\left(\mu_{n}\right)_{n \geq 1}$ be nondecreasing sequences of real numbers greater than 1 . Let $\left(\beta_{n}\right)_{n \geq 1}$ be a sequence of complex numbers such that

$$
\sum_{n \geq 1}\left(\sum_{k: n \leq \mu_{k}<n+1}\left|\beta_{k}\right|\right)^{2}<\infty .
$$

Let $\left(\alpha_{n}\right)_{n \geq 1} \in \ell^{1}$. Then, $D(t):=\sum_{n \geq 1} \beta_{n} \mathrm{e}^{i \mu_{n} t}$ converges in $\mathcal{S}^{2}$ and there exists a universal constant $C>0$ such that

$$
\begin{equation*}
\left\|\sup _{N \geq 1}\left|\sum_{n=1}^{N} \alpha_{n} D\left(\lambda_{n} t\right)\right|\right\|_{\mathcal{S}^{2}} \leq C\left(\sum_{n \geq 1}\left|\alpha_{n}\right|\right)\left(\sum_{n \geq 1}\left(\sum_{k: n \leq \mu_{k}<n+1}\left|\beta_{k}\right|\right)^{2}\right)^{1 / 2} . \tag{3-2}
\end{equation*}
$$

Moreover, the series $\sum_{n \geq 1} \alpha_{n} D\left(\lambda_{n} t\right)$ converges in $\mathcal{S}^{2}$ and for $\lambda$-a.e. $t \in \mathbb{R}$.
Theorem 3.3. Let $\left(\lambda_{n}\right)_{n \geq 1}$ and $\left(\mu_{n}\right)_{n \geq 1}$ be nondecreasing sequences of real numbers greater than 1 . Let $1 \leq p, q \leq 2$ satisfy $1 / p+1 / q=\frac{3}{2}$. There exists $C>0$ such that for any sequences $\left(\alpha_{n}\right)_{n \geq 1}$ and $\left(\beta_{n}\right)_{n \geq 1}$ of complex numbers such that

$$
\begin{equation*}
\sum_{n \geq 1}\left(\sum_{k: n \leq \lambda_{k}<n+1}\left|\alpha_{k}\right|\right)^{p}<\infty \quad \text { and } \quad \sum_{n \geq 1}\left(\sum_{k: n \leq \mu_{k}<n+1}\left|\beta_{k}\right|\right)^{q}<\infty \text {, } \tag{3-3}
\end{equation*}
$$

we have

$$
\begin{align*}
& \left\|\sup _{N \geq 1}\left|\sum_{n=1}^{N} \alpha_{n} D\left(\lambda_{n} t\right)\right|\right\|_{\mathcal{S}^{2}}  \tag{3-4}\\
& \quad \leq C\left(\sum_{n \geq 1}\left(\sum_{k: n \leq \lambda_{k}<n+1}\left|\alpha_{k}\right|\right)^{p}\right)^{1 / p}\left(\sum_{n \geq 1}\left(\sum_{k: n \leq \mu_{k}<n+1}\left|\beta_{k}\right|\right)^{q}\right)^{1 / q}
\end{align*}
$$

where $D(t):=\sum_{n \geq 1} \beta_{n} \mathrm{e}^{i \mu_{n} t}$ is defined in $\mathcal{S}^{2}$. Moreover, the series $\sum_{n \geq 1} \alpha_{n} D\left(\lambda_{n} t\right)$ converges in $\mathcal{S}^{2}$ and for $\lambda$-a.e. $t \in \mathbb{R}$.

Before doing the proof let us mention the following immediate corollaries. We first apply Theorem 3.3 with the choice $\mu_{n}=\log n, n \geq 1$ and $\lambda_{k}=k, k \geq 1$.

Corollary 3.4. Assume that

$$
\sum_{k \geq 1}\left|\alpha_{k}\right|^{p}<\infty \quad \text { and } \quad \sum_{n \geq 1}\left(\sum_{k: 2^{n} \leq k<2^{n+1}}\left|\beta_{k}\right|\right)^{q}<\infty
$$

for some $1 \leq p, q \leq 2$ such that $1 / p+1 / q=\frac{3}{2}$. Let $D(t):=\sum_{n \geq 1} \beta_{n} n^{i t}$. Then the series $\sum_{k \geq 1} \alpha_{k} D(k t)$ converges in $\mathcal{S}^{2}$ and for $\lambda$-a.e. $t \in \mathbb{R}$.
Example 3.5. Let $\frac{1}{2}<\alpha \leq 1$. Choose $1 / \alpha<p \leq 2$ and $q=2 p /(3 p-2)(1 \leq q<2)$. Let $D(t)=\sum_{n \geq 1} \beta_{n} n^{i t}$ and assume that

$$
\begin{equation*}
\sum_{n \geq 1}\left(\sum_{k: 2^{n} \leq k<2^{n+1}}\left|\beta_{k}\right|\right)^{q}<\infty \tag{3-5}
\end{equation*}
$$

Then the series

$$
\begin{equation*}
\sum_{k \geq 1} \frac{D(k t)}{k^{\alpha}} \tag{3-6}
\end{equation*}
$$

converges almost everywhere. This extends to Dirichlet series Hartman and Wintner's result [1938] showing that the series $\Phi_{\alpha}(x)=\sum_{k=1}^{\infty} \psi(k x) / k^{\alpha}$ converges almost everywhere. Here $\psi(x)=x-[x]-\frac{1}{2}=\sum_{j=1}^{\infty} \sin 2 \pi j x / j$, and $[x]$ is the integer part of $x$. That result is also a special case of (3-6): take $\beta_{n}=1 / j$ if $n=2^{j}$, $j \geq 1$ and $\beta_{n}=0$ elsewhere.
Remark 3.6. To our knowledge [Hartman and Wintner 1938] contains, among other results on $\Phi_{\alpha}$, the first convergence result for the series of dilates $\sum_{k=1}^{\infty} \alpha_{k} \psi(k x)$.

Then, we apply Theorem 3.3 with the choice $\mu_{n}=n, n \geq 1$ and $\lambda_{k}=k, k \geq 1$.
Corollary 3.7. Assume that

$$
\sum_{k \geq 1}\left|\alpha_{k}\right|^{p}<\infty \quad \text { and } \quad \sum_{j \geq 1}\left|b_{j}\right|^{q}<\infty
$$

for some $1 \leq p, q \leq 2$ such that $1 / p+1 / q=\frac{3}{2}$. Let $D(t)=\sum_{\ell \geq 1} b_{\ell} e^{i \ell t}$. Then the series $\sum_{k \geq 1} \alpha_{k} D(k t)$ converges in $\mathcal{S}^{2}$ and for $\lambda$-a.e. $t \in \mathbb{R}$.
Remark 3.8. Suppose that $b_{j}=\mathcal{O}\left(1 / j^{\alpha}\right)$ for some $\frac{1}{2}<\alpha \leq 1$. Assume that

$$
\sum_{k \geq 1}\left|\alpha_{k}\right|^{p}<\infty,
$$

for some $1 \leq p<2 /(3-2 \alpha)$. Then $\sum_{j \geq 1}\left|b_{j}\right|^{q}<\infty$ for $q$ such that $1 / p+1 / q=\frac{3}{2}$ and we have $1 \leq p, q \leq 2$. We deduce from Corollary 3.7 that the series $\sum_{k \geq 1} \alpha_{k} D(k t)$ converges in $\mathcal{S}^{2}$ and for $\lambda$-a.e. $t \in \mathbb{R}$. When $\frac{1}{2}<\alpha<1$, the nearly optimal sufficient condition $\sum_{k \geq 1}\left|c_{k}\right|^{2} \exp \left\{K(\log k)^{1-\alpha} /(\log \log k)^{\alpha}\right\}<\infty$ in which $K=K(\alpha)$ has been recently established in [Aistleitner et al. 2015, Theorem 2]. See also [Weber 2016, Theorem 3.1] for conditions of individual type, i.e., depending on the support of the coefficient sequence. When $\alpha=1$, the optimal sufficient coefficient condition, namely that $\sum_{k=1}^{\infty}\left|\alpha_{k}\right|^{2}(\log \log k)^{2+\varepsilon}$ converges for some $\varepsilon>0$ suffices for the convergence almost everywhere, has been recently obtained by Lewko and Radziwiłł [2017, Corollary 3].

These results are clearly better. However, we note that our results are, even in the trigonometrical case, independent from these ones, and concern a larger class of trigonometrical series $D(t)$.
Proof of Theorem 3.3. Clearly, we only need to prove (3-4). Let $\left(\alpha_{n}\right)_{n \geq 1}$ and $\left(\beta_{n}\right)_{n \geq 1}$ be in $\ell^{1}(\mathbb{N})$, fixed for all the proof. Let $D(t):=\sum_{n \geq 1} \beta_{n} \mathrm{e}^{i \mu_{n} t}$. It is enough to prove that for every $N \geq 1$,

$$
\left\|\sup _{m=1}^{N}\left|\sum_{n=1}^{m} \alpha_{n} D\left(\lambda_{n} t\right)\right|\right\|_{\mathcal{S}^{2}} \leq C\left(\sum_{n \geq 1}\left(\sum_{k: n \leq \lambda_{k}<n+1}\left|\alpha_{k}\right|\right)^{p}\right)^{1 / p}\left(\sum_{n \geq 1}\left(\sum_{k: n \leq \mu_{k}<n+1}\left|\beta_{k}\right|\right)^{q}\right)^{1 / q},
$$

for a constant $C>0$ not depending on $N,\left(\alpha_{n}\right)_{n \geq 1}$ and $\left(\beta_{n}\right)_{n \geq 1}$.

We do that by interpolating (3-1) and (3-2). Define Banach spaces as follows:

$$
\begin{aligned}
& X_{1}:=\left\{\left(a_{n}\right)_{n \geq 1} \in \mathbb{C}^{\mathbb{N}}:\left\|\left(a_{n}\right)_{n \geq 1}\right\|_{X_{1}}:=\sum_{n \geq 1} \sum_{k: n \leq \lambda_{k}<n+1}\left|a_{k}\right|<\infty\right\}, \\
& X_{2}:=\left\{\left(a_{n}\right)_{n \geq 1} \in \mathbb{C}^{\mathbb{N}}:\left\|\left(a_{n}\right)_{n \geq 1}\right\|_{X_{2}}:=\left(\sum_{n \geq 1}\left(\sum_{k: n \leq \lambda_{k}<n+1}\left|a_{k}\right|\right)^{2}\right)^{1 / 2}<\infty\right\}, \\
& Y_{1}:=\left\{\left(b_{n}\right)_{n \geq 1} \in \mathbb{C}^{\mathbb{N}}:\left\|\left(b_{n}\right)_{n \geq 1}\right\|_{Y_{1}}:=\sum_{n \geq 1} \sum_{k: n \leq \mu_{k}<n+1}\left|b_{k}\right|<\infty\right\}, \\
& Y_{2}:=\left\{\left(b_{n}\right)_{n \geq 1} \in \mathbb{C}^{\mathbb{N}}:\left\|\left(b_{n}\right)_{n \geq 1}\right\|_{Y_{1}}:=\left(\sum_{n \geq 1}\left(\sum_{k: n \leq \mu_{k}<n+1}\left|b_{k}\right|\right)^{2}\right)^{1 / 2}<\infty\right\} .
\end{aligned}
$$

For every $t \in \mathbb{R}$, let

$$
J(t):=\min \left\{j \in \mathbb{N}: 1 \leq j \leq N,\left|\sum_{n=1}^{j} \alpha_{n} D\left(\lambda_{n} t\right)\right|=\sup _{m=1}^{N}\left|\sum_{n=1}^{m} \alpha_{n} D\left(\lambda_{n} t\right)\right|\right\} .
$$

Define a linear operator $T$ on $\left(X_{1}+X_{2}\right) \times\left(Y_{2}+Y_{1}\right)$ by setting

$$
T\left(\left(a_{n}\right)_{n \geq 1},\left(b_{n}\right)_{n \geq 1}\right):=\sum_{k=1}^{N} \mathbf{1}_{\{k \leq J(t)\}} a_{k}\left(\sum_{\ell \geq 1} b_{\ell} \mathrm{e}^{i \lambda_{k} \mu_{\ell} t}\right) .
$$

By Propositions 3.1 and 3.2,T is continuous from $X_{1} \times Y_{2}$ to $\mathcal{S}^{2}$ and from $X_{2} \times Y_{1}$ to $\mathcal{S}^{2}$.

It follows from paragraph 10.1 of [Calderón 1964] that for every $s \in[0,1]$ there exists $C_{s}$ such that, with their notation,

$$
\left\|T\left(\left(a_{n}\right)_{n \geq 1},\left(b_{n}\right)_{n \geq 1}\right)\right\|_{\mathcal{S}^{2}} \leq C_{s}\left\|\left(a_{n}\right)_{n \geq 1}\right\|_{\left[X_{1}, X_{2}\right]_{s}}\left\|\left(b_{n}\right)_{n \geq 1}\right\|_{\left[Y_{2}, Y_{1}\right]_{s}},
$$

where

$$
\left\|\left(a_{n}\right)_{n \geq 1}\right\|_{\left[X_{1}, X_{2}\right]_{s}}=\inf \left\{\|f\|_{\mathcal{F}}: f \in \mathcal{F}, f(s)=\left(a_{n}\right)_{n \geq 1}\right\},
$$

and $\mathcal{F}$ is the Banach space of continuous functions $f$ from $\{z \in \mathbb{C}: 0 \leq \operatorname{Re} z \leq 1\}$ to $X_{1}+X_{2}$, analytic on $\{z \in \mathbb{C}: 0<\operatorname{Re} z<1\}$ such that for every $t \in \mathbb{R}, f(i t) \in X_{1}$ and $f(1+i t) \in X_{2}$ with $\lim _{|t| \rightarrow+\infty} f(i t)=\lim _{|t| \rightarrow+\infty} f(1+i t)=0$, endowed with the norm

$$
\|f\|_{\mathcal{F}}:=\max \left(\sup _{t \in \mathbb{R}}\|f(i t)\|_{X_{1}}, \sup _{t \in \mathbb{R}}\|f(1+i t)\|_{X_{2}}\right) .
$$

The norm $\left\|\left(b_{n}\right)_{n \geq 1}\right\|_{\left[Y_{2}, Y_{1}\right] s}$ is defined similarly.

We shall now give an upper bound for $\left\|\left(a_{n}\right)_{n \geq 1}\right\|_{\left[X_{1}, X_{2}\right]_{s}}$. By homogeneity, we may assume that

$$
\sum_{n \geq 1}\left(\sum_{n \leq \lambda_{k}<n+1}\left|a_{k}\right|\right)^{2 /(2-s)}=1
$$

Let $\varepsilon>0$. Define an element $f_{\varepsilon}$ of $\mathcal{F}$ by setting for every $z \in \mathbb{C}$ such that $0 \leq \operatorname{Re} z \leq 1, f_{\varepsilon}(z)=\left(c_{n}(z)\right)_{n \geq 1}$ where, for every $n, k \geq 1$ such that $n \leq \lambda_{k}<n+1$,

$$
c_{k}(z)=\mathrm{e}^{\varepsilon\left(z^{2}-s^{2}\right)} a_{k}\left(\sum_{n \leq \lambda_{\ell}<n+1}\left|a_{\ell}\right|\right)^{(2-z) /(2-s)-1}
$$

if $\sum_{n \leq \lambda_{\ell}<n+1}\left|a_{\ell}\right| \neq 0$ and $c_{k}(z)=0$ otherwise.
The introduction of $\varepsilon$ here is a standard trick to ensure the assumptions

$$
\lim _{|t| \rightarrow+\infty} f_{\varepsilon}(i t)=\lim _{|t| \rightarrow+\infty} f_{\varepsilon}(1+i t)=0 .
$$

Notice that $f_{\varepsilon}(s)=\left(a_{n}\right)_{n \geq 1}$. For every $t \in \mathbb{R}$,

$$
\left\|f_{\varepsilon}(i t)\right\|_{X_{1}} \leq \sum_{n \geq 1}\left(\sum_{n \leq \lambda_{k}<n+1}\left|a_{k}\right|\right)^{\frac{2}{(2-s)}}=1 .
$$

Similarly, for every $t \in \mathbb{R}$,

$$
\left\|f_{\varepsilon}(1+i t)\right\|_{X_{2}} \leq \mathrm{e}^{\varepsilon} \sum_{n \geq 1}\left(\sum_{n \leq \lambda_{k}<n+1}\left|a_{k}\right|\right)^{\frac{2}{(2-s)}}=\mathrm{e}^{\varepsilon} .
$$

Letting $\varepsilon \rightarrow 0$, we infer that

$$
\left\|\left(a_{n}\right)_{n \geq 1}\right\|_{\left[X_{1}, X_{2}\right]_{s}} \leq 1=\left(\sum_{n \geq 1}\left(\sum_{n \leq \lambda_{k}<n+1}\left|a_{k}\right|\right)^{\frac{2}{(2-s)}}\right)^{\frac{2-s}{2}} .
$$

Similarly, one can prove that

$$
\left\|\left(b_{n}\right)_{n \geq 1}\right\|_{\left[X_{1}, X_{2}\right] s} \leq\left(\sum_{n \geq 1}\left(\sum_{n \leq \lambda_{k}<n+1}\left|b_{k}\right|\right)^{\frac{2}{(1+s)}}\right)^{\frac{1+s}{2}}
$$

Taking $s=2(1-1 / p)$ yields the desired result.

## 4. A necessary condition for convergence almost everywhere

Hartman [1942] has proved the following result:

## Theorem 4.1. Assume that

$$
\begin{equation*}
\frac{\lambda_{k}}{\lambda_{k-1}} \geq q>1, \quad k \geq 1 \tag{4-1}
\end{equation*}
$$

Assume that the series $\sum_{k=1}^{\infty} a_{k} \mathrm{e}^{i \lambda_{k} t}$ converges for almost all real $t$. Then the series $\sum_{k=1}^{\infty}\left|a_{k}\right|^{2}$ converges.

The proof is similar to Zygmund's [1968, Proof of Lemma 6.5, Chapter V] (see also p. 120-122 of the 1935 edition).

Remark 4.2. The converse of Theorem 4.1 is due to Kac [1941]. If $\sum_{k=1}^{\infty}\left|a_{k}\right|^{2}$ converges, then the series $\sum_{k=1}^{\infty} a_{k} \mathrm{e}^{i \lambda_{k} t}$ with $\left(\lambda_{k}\right)_{k \geq 1}$ verifying (4-1), converges for almost all real $t$. Kac's proof is a modification of Marcinkiewicz's. See Remark 1.1. In place of Fejér's theorem, another summation method is used. See Theorem 13 and pages 84-85 in [Titchmarsh 1948], and Theorem 21 in [Hardy and Riesz 1915].

Theorem 4.1 can be extended in the following way:
Theorem 4.3. Let $\left\{\lambda_{k}, k \geq 1\right\}$ be a increasing sequence of positive reals satisfying the condition

$$
\begin{equation*}
M:=\sum_{\substack{k \neq \ell, k^{\prime} \neq e^{\prime} \\(k, \ell) \neq\left(k^{\prime}, \ell^{\prime}\right)}}\left(1-\left|\left(\lambda_{k}-\lambda_{\ell}\right)-\left(\lambda_{k^{\prime}}-\lambda_{\ell^{\prime}}\right)\right|\right)_{+}^{2}<\infty . \tag{4-2}
\end{equation*}
$$

## Assume that

$$
\begin{equation*}
\lambda\left\{\sum_{k} a_{k} \mathrm{e}^{i \lambda_{k} t} \text { converges }\right\}>0 . \tag{4-3}
\end{equation*}
$$

Then the series $\sum_{k=1}^{\infty}\left|a_{k}\right|^{2}$ converges.
Remark 4.4. By considering integers $k$ such that $n \leq \lambda_{k}<n+\frac{1}{2}$, and next those such that $n+\frac{1}{2} \leq \lambda_{k} \leq n+1$, we observe that condition (4-2) implies that

$$
\sup _{n} \#\left\{k: n \leq \lambda_{k}<n+1\right\}<\infty .
$$

We give an application. Recall that a Sidon sequence is a set of integers with the property that the pairwise sums of elements are all distinct. As a corollary we get

Corollary 4.5. Let $\left\{\lambda_{k}, k \geq 1\right\}$ be a Sidon sequence. Assume that (4-3) is satisfied. Then the series $\sum_{k=1}^{\infty}\left|a_{k}\right|^{2}$ converges.

Remark 4.6. In contrast with Hadamard gap sequences, Sidon sequences may grow at most polynomially. See [Ruzsa 2001] where it is for instance proved that the sequence $\left\{n^{5}+\left[\xi n^{4}\right], n \geq n_{0}\right\}$ is for some real number $\xi \in[0,1]$ and $n_{0}$ large, a Sidon sequence.

Proof of Corollary 4.5. Let $(k, \ell) \neq\left(k^{\prime}, \ell^{\prime}\right)$ with $k \neq \ell$ and $k^{\prime} \neq \ell^{\prime}$. As the equation $\lambda_{k}-\lambda_{\ell}=\lambda_{k^{\prime}}-\lambda_{\ell^{\prime}}$ means $\lambda_{k}+\lambda_{\ell^{\prime}}=\lambda_{\ell}+\lambda_{k^{\prime}}$, the fact that $\left\{\lambda_{k}, k \geq 1\right\}$ is a Sidon sequence implies that the only possible solutions are $k=k^{\prime}, \ell^{\prime}=\ell$ or $k=\ell$, $\ell^{\prime}=k^{\prime}$. The last one is impossible by assumption, and the first would mean that $(k, \ell)=\left(k^{\prime}, \ell^{\prime}\right)$ which is excluded. Consequently, $\lambda_{k}-\lambda_{\ell} \neq \lambda_{k^{\prime}}-\lambda_{\ell^{\prime}}$. Hence the sum in (4-2) is always zero.

Remark 4.7. It follows from Hartman's proof that under condition (4-1), the sequence of differences $\lambda_{k}-\lambda_{\ell}, k \neq \ell$ is a finite union of subsequences such that the difference of any two numbers of the same subsequence exceeds 1 . These subsequences fulfill assumption (4-2) of Theorem 4.3, and thus Theorem 4.1 follows from Theorem 4.3.

Theorem 4.3 is a consequence of the following general necessary condition for almost everywhere convergence of series of functions.
Theorem 4.8. Let $(X, \mathcal{B}, \tau)$ be a probability space. Let $\left\{g_{k}, k \geq 1\right\} \subset L^{4}(\tau)$ be a sequence of functions with $\left\|g_{k}\right\|_{2, \tau}=1,\left\|g_{k}\right\|_{4, \tau} \leq K$ and satisfying the condition

$$
\begin{equation*}
M:=\sum_{\substack{\left.k \neq \ell, k^{\prime} \neq l^{\prime} \\ k, l, k^{\prime}\right)}}\left|\left\langle g_{k} \overline{g_{\ell}}, g_{k^{\prime}} \overline{g_{\ell^{\prime}}}\right\rangle_{\tau}\right|^{2}<\infty . \tag{4-4}
\end{equation*}
$$

Assume that

$$
\begin{equation*}
\tau\left\{\sum_{k} a_{k} g_{k}(t) \text { converges }\right\}>0 . \tag{4-5}
\end{equation*}
$$

Then the series $\sum_{k=1}^{\infty}\left|a_{k}\right|^{2}$ converges.
Proof of Theorem 4.8. We use Hartman's method and the below classical generalization of Bessel's inequality.

Lemma 4.9 (Bellman-Boas inequality). Let $x, y_{1}, \ldots, y_{n}$ be elements of an inner product space $(H,\langle\cdot, \cdot\rangle)$. Then

$$
\sum_{i=1}^{n}\left|\left\langle x, y_{i}\right\rangle\right|^{2} \leq\|x\|^{2}\left\{\max _{1 \leq i \leq n}\left\|y_{i}\right\|^{2}+\left(\sum_{1 \leq i \neq j \leq n}\left|\left\langle y_{i}, y_{j}\right\rangle\right|^{2}\right)^{1 / 2}\right\} .
$$

See [Bellman 1944] for instance. As

$$
\left\{t: \sum_{k} a_{k} g_{k}(t) \text { converges }\right\}=\bigcap_{\varepsilon>0} \bigcup_{V} \bigcap_{u>v>V}\left\{t:\left|\sum_{k=v}^{u} a_{k} g_{k}(t)\right| \leq \varepsilon\right\},
$$

by assumption it follows that for any $\varepsilon>0$, there exists an integer $V$ such that if

$$
A:=\bigcap_{u>v>V}\left\{\left|\sum_{k=v}^{u} a_{k} g_{k}(t)\right| \leq \varepsilon\right\},
$$

then

$$
\begin{equation*}
\tau(A)>0 . \tag{4-6}
\end{equation*}
$$

Assume the series $\sum_{k \geq 1}\left|a_{k}\right|^{2}$ is divergent. We are going to prove that this will contradict (4-6).

By squaring out,

$$
\begin{equation*}
\int_{A}\left|\sum_{k=n}^{m} a_{k} g_{k}(t)\right|^{2} \tau(d t)=\tau(A) \sum_{k=n}^{m}\left|a_{k}\right|^{2}+\sum_{\substack{k, \ell=n \\ k \neq \ell}}^{m} a_{k} \bar{a}_{\ell} \int_{A} g_{k}(t) \overline{g_{\ell}}(t) \tau(d t) . \tag{4-7}
\end{equation*}
$$

By using the Cauchy-Schwarz inequality,

$$
\left|\sum_{\substack{k, \ell=n \\ k \neq \ell}}^{m} a_{k} \bar{a}_{\ell} \int_{A} g_{k}(t) \overline{g_{\ell}}(t) \tau(d t)\right| \leq\left(\sum_{\substack{k, \ell=n \\ k \neq \ell}}^{m}\left|a_{k}\right|^{2}\left|a_{\ell}\right|^{2}\right)^{1 / 2}\left(\sum_{\substack{k, \ell=n \\ k \neq \ell}}^{m}\left|\int_{A} g_{k}(t) \overline{g_{\ell}}(t) \tau(d t)\right|^{2}\right)^{1 / 2} .
$$

Applying Lemma 4.9 to the system of vectors of $L_{\tau}^{2}(\mathbb{R}), \chi(A), g_{k}(t) \overline{g_{\ell}}(t), n \leq$ $k, \ell \leq m$ gives, in view of the assumption made,

$$
\begin{aligned}
& \leq \tau(A)^{2}\left\{K^{2}+M^{1 / 2}\right\} \text {. }
\end{aligned}
$$

Letting $n, m$ tend to infinity, it follows that the series $\sum_{k \neq \ell}\left|\int_{A} g_{k}(t) \overline{\ell_{\ell}}(t) \tau(d t)\right|^{2}$ converges. Consequently, for all $m>n, n>N, N$ depending on $A$

$$
\sum_{\substack{k,=n \\ k \neq \ell}}^{m}\left|\int_{A} g_{k}(t) \overline{g_{\ell}}(t) \tau(d t)\right|^{2} \leq \tau(A)^{2} / 4 .
$$

There is no loss in assuming $N>V$, which we do. Therefore

$$
\left|\sum_{\substack{k_{l} \ell=n \\ k \neq \ell}}^{m} a_{k} \bar{a}_{\ell} \int_{A} g_{k}(t) \overline{g_{\ell}}(t) \tau(d t)\right| \leq\left(\sum_{\substack{k_{l}==n \\ k \neq \ell}}^{m}\left|a_{k}\right|^{2}\left|a_{\ell}\right|^{2}\right)^{1 / 2}\left(\frac{\tau(A)}{2}\right) .
$$

This along with (4-7) implies

$$
\begin{equation*}
\int_{A}\left|\sum_{k=n}^{m} a_{k} g_{k}(t)\right|^{2} \tau(d t) \geq\left(\frac{\tau(A)}{2}\right) \sum_{k=n}^{m}\left|a_{k}\right|^{2}, \tag{4-8}
\end{equation*}
$$

for all $m>n>N$. We get

$$
\begin{equation*}
\left(\frac{\tau(A)}{2}\right) \sum_{k=n}^{m}\left|a_{k}\right|^{2} \leq \int_{A}\left|\sum_{k=n}^{m} a_{k} g_{k}(t)\right|^{2} \tau(d t) \leq \varepsilon^{2} \tau(A), \tag{4-9}
\end{equation*}
$$

where for the last inequality we have used the fact $N>V$ and the definition of $A$.
We are now free to let $m$ tend to infinity in (4-9), which we do. We deduce that necessarily $\tau(A)=0$, a contradiction with (4-6). This finishes the proof.

Proof of Theorem 4.3. Choose $\tau(d t)$ as the density function on the real line associated to $\tau(t)=(1-\cos t) / \pi t^{2}$. Then

$$
\int_{\mathbb{R}} \tau(d t)=1, \quad \int_{\mathbb{R}} \mathrm{e}^{i x t} \tau(d t)=(1-|x|)_{+} .
$$

Since $\tau$ is absolutely continuous with respect to the Lebesgue measure, (4-3) holds with $\tau$ in place of $\lambda$. Next choose $g_{k}(t)=\mathrm{e}^{i \lambda_{k} t}$. We have

$$
\left\langle g_{k} \overline{g_{\ell}}, g_{k^{\prime}} \overline{g_{\ell^{\prime}}}\right\rangle_{\tau}=\left(1-\left|\left(\lambda_{k}-\lambda_{\ell}\right)-\left(\lambda_{k^{\prime}}-\lambda_{\ell^{\prime}}\right)\right|\right)_{+} .
$$

Condition (4-4) is thus fulfilled. Theorem 4.8 applies and we deduce that the series $\sum_{k=1}^{\infty}\left|a_{k}\right|^{2}$ converges.

## Final note

While finishing this paper, we discovered that Theorem 2.4 was proved by Guniya [1985] using a completely different method from ours. Guniya's proof makes use of Wiener's result [1926] (previously mentioned) and does not seem to provide directly a maximal inequality. Our proof is somewhat more elementary. Moreover it allows one to recover Wiener's result and provides at the same time a maximal inequality. It seems that Guniya's paper has been completely overlooked among the mathematical community. We observe in particular that Theorem 2.4 notably includes obviously Hedenmalm and Saksman's result [2003] published nearly twenty years after [Guniya 1985].

We now briefly explain Guniya's approach (see Theorem 1.2, (8) and Lemmas after and paragraph 2.10). The proof follows from the combination of several different results proved in the paper, and is based on Riemann theory of trigonometric series [Zygmund 1968, Chapter XVI-8]. Assume that the coefficients are positive. Then the series $\sum_{n} c_{n} e^{i \lambda_{n} x}$ converges in $\mathcal{S}^{2}$ to some $f$. Let $I$, $J$ be two intervals with $|I|<2 \pi,|J|=2 \pi$ and $I \nsubseteq J$. Let $F$ be represented by the term-by-term integrated Fourier series of $f$, and let $L$ be a bump function of class $C^{5}$ equal to 1 on $I$ and to 0 on $J \backslash I^{\prime}$ where $I \subset I^{\prime} \nsubseteq J$. Then by a theorem due to Zygmund [1968, Theorem 9.19], the partial sums of the Fourier series of $f$ are uniformly equiconvergent on $I$ with the partial sum of a trigonometric series $\sum_{m} a_{m} e^{i m x}$. Next, if $F L$ admits a second order derivative in the sense of distributions, say $g$, then the above trigonometric series is the one of $g$. And the a.e. convergence on $I$ follows from Carleson's theorem. It remains to be proven that under condition (2-4), $F$ has indeed second order Schwarz derivatives, controlled by the $L^{2}$ norm of $f$, which should follow from Theorem 2.2 in [Guniya 1985].
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# THE POSET OF RATIONAL CONES 

Joseph Gubeladze and Mateusz Michaeek


#### Abstract

We introduce a natural partial order on the set Cones(d) of rational cones in $\mathbb{R}^{d}$. The poset of normal polytopes, studied by Bruns and the authors (Discrete Comput. Geom. 56:1 (2016), 181-215), embeds into Cones( $d$ ) via the homogenization map. The order in $\operatorname{Cones}(d)$ is conjecturally the inclusion order. We prove this for $d=3$ and show a stronger version of the connectivity of Cones( $d$ ) for all $d$. Topological aspects of the conjecture are also discussed.


## 1. Introduction

Rational cones in $\mathbb{R}^{d}$ are important objects in toric algebraic geometry, combinatorial commutative algebra, geometric combinatorics, integer programming [Beck and Robins 2015; Bruns and Gubeladze 2009; Cox et al. 2011; Miller and Sturmfels 2005; Schrijver 1986]. The interaction of these convex objects with the integer lattice $\mathbb{Z}^{d}$ is governed by their Hilbert bases - the finite sets of indecomposable elements, notoriously difficult to characterize. General results on Hilbert bases are available only in low dimensions, e.g., see [Aguzzoli and Mundici 1994; Bouvier and Gonzalez-Sprinberg 1995; Sebő 1990]. In higher dimensions there are mostly counterexamples to conjectures, e.g., see [Bruns 2007; Bruns and Gubeladze 1999; Bruns et al. 1999]. In this paper we introduce a partial order on the set of rational cones in $\mathbb{R}^{d}$. It is defined in terms of the additive generation of the sets of lattice points in cones. The resulting poset Cones $(d)$ is a structure in its own right, which captures a global picture of the interaction of $\mathbb{Z}^{d}$ with all cones at once. The poset $\operatorname{NPol}(d-1)$ of normal polytopes in $\mathbb{R}^{d-1}$, introduced in [Bruns et al. 2016], monotonically embeds into Cones $(d)$ via the homogenization map. But the former poset is much more difficult to analyze than Cones $(d)$. In fact, there are maximal and nontrivial minimal normal polytopes; at present even the presence of isolated normal polytopes is not excluded [Bruns et al. 2016]. On the other extreme, we conjecture that the order in $\operatorname{Cones}(d)$ is just the inclusion order (Conjecture 2.6). We prove the 3-dimensional case of the conjecture (Theorem 3.2) and a stronger

[^6]version of the connectivity of Cones $(d)$ for all $d$ : any two cones can be connected by a sequence of $O(d)$ many elementary extensions/descents, or $O\left(d^{2}\right)$ many such moves if working with the full-dimensional cones (Theorem 4.1). In Section 5 we consider topological consequences of Conjecture 2.6.

1A. Cones. We consider the real vector space $\mathbb{R}^{d}$, consisting of $d$-columns, together with the integer lattice $\mathbb{Z}^{d}$. The standard basis vectors will be denoted by $\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{d}$, the set of nonnegative reals will be denoted by $\mathbb{R}_{+}$, and the set of nonnegative integers will be denoted by $\mathbb{Z}_{+}$.

For a subset $X \subset \mathbb{R}^{d}$, its conical hull, i.e., the set of nonnegative linear combinations of elements of $X$, is denoted by $\mathbb{R}_{+} X$. The linear span of $X$ will be denoted by $\mathbb{R} X$. We also put $\mathrm{L}(X)=X \cap \mathbb{Z}^{d}$.

By a cone $C$ we always mean a pointed, rational, polyhedral cone, i.e., $C=$ $\mathbb{R}_{+} x_{1}+\cdots+\mathbb{R}_{+} x_{n}$ for some $x_{1}, \ldots, x_{n} \in \mathbb{Z}^{d}$ and there is no nonzero element $x \in C$ with $-x \in C$. Let $C \subset \mathbb{R}^{d}$ be a nonzero cone. Then there exists an affine hyperplane $H$, meeting $C$ transversally, i.e., such that $C \cap H$ is a polytope of dimension $\operatorname{dim}(C)-1$ [Bruns and Gubeladze 2009, Proposition 1.21]. The first nonzero lattice point on each 1-dimensional face of $C$ is called an extremal generator of $C$. The additive submonoid $\mathrm{L}(C) \subset \mathbb{Z}^{d}$ has the smallest generating set, consisting of indecomposable elements. It is called the Hilbert basis of $C$, denoted by $\operatorname{Hilb}(C)$. The extremal generators of $C$ belong to $\operatorname{Hilb}(C)$.

A $d$-cone $C \subset \mathbb{R}^{d}$ has a unique minimal representation as an intersection of closed half-spaces $C=\bigcap_{j=1}^{n} H_{j}^{+}$. The boundary hyperplanes $H_{j} \subset H_{j}^{+}$intersect $C$ in its facets, i.e., the codimension 1 proper faces of $C$. Further, for each facet $F \subset C$ there exists a unique linear function $\mathrm{ht}_{F}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ which vanishes on $F$, is nonnegative on $C$, and satisfies $\mathrm{ht}_{F}\left(\mathbb{Z}^{d}\right)=\mathbb{Z}$.

A pair of cones $(C, D)$ is a unimodular extension of cones if $C$ is a facet of $D$, the latter has exactly one extremal generator $v$ not in $C$, and $\mathrm{L}(D)=\mathrm{L}(C)+\mathbb{Z}_{+} v$.

A cone $C \subset \mathbb{R}^{d}$ is called unimodular if $\operatorname{Hilb}(C)$ is a part of a basis of $\mathbb{Z}^{d}$.
If the extremal generators of a cone $C$ are linearly independent, then $C$ is said to be simplicial.

For elements $u_{1}, \ldots, u_{d} \in \mathbb{R}^{d}$ the matrix, whose $i$-th column is $u_{i}$, will be denoted by $\left[u_{1}|\cdots| u_{d}\right]$. Assume $u_{1}, \ldots, u_{d}$ are linearly independent and

$$
C=\mathbb{R}_{+} u_{1}+\cdots+\mathbb{R}_{+} u_{d} .
$$

Then we put

$$
\begin{aligned}
\operatorname{par}\left(u_{1}, \ldots, u_{d}\right) & =\left\{\lambda_{1} u_{1}+\cdots+\lambda_{d} u_{d} \mid 0 \leq \lambda_{1}, \ldots, \lambda_{d}<1\right\}, \\
\operatorname{Lpar}\left(u_{1}, \ldots, u_{d}\right) & =\mathrm{L}\left(\operatorname{par}\left(u_{1}, \ldots, u_{d}\right)\right) \backslash\{0\}, \\
\operatorname{vol}\left(u_{1}, \ldots, u_{d}\right) & =\operatorname{vol}\left(\operatorname{par}\left(u_{1}, \ldots, u_{d}\right)\right)=\left|\operatorname{det}\left[u_{1}|\cdots| u_{d}\right]\right|, \\
\mu(C) & =\operatorname{vol}\left(u_{1}, \ldots, u_{d}\right) \quad \text { if the } u_{i} \text { are primitive }
\end{aligned}
$$

(where primitive means having coprime components).
A triangulation of a cone $C$ into simplicial cones is called unimodular if the cones in the triangulation are unimodular, and it is called Hilbert if the set of extremal generators of the involved cones equals $\operatorname{Hilb}(C)$.
Proposition 1.1. (a) Let $C \subset \mathbb{R}^{d}$ be a nonzero cone and $v \in \mathrm{~L}(C)$ be a nonzero element in a 1 -face of $C$. Then $\mathrm{L}(C)+\mathbb{Z} v=\mathrm{L}\left(C_{0}\right)+\mathbb{Z} v \cong \mathrm{~L}\left(C_{0}\right) \times \mathbb{Z} v$ for some cone $C_{0} \subset \mathbb{R}^{d}$ with $v \notin C_{0}$.
(b) Let $C \subset \mathbb{R}^{d}$ be a nonzero cone and $w \in \mathrm{~L}(C)$ be an element in the relative interior of $C$. Then

$$
\mathrm{L}(C)+\mathbb{Z} w=\mathrm{L}(\mathbb{R} C)
$$

(c) Every nonzero cone has a unimodular triangulation.
(d) For every 2-cone $C$, its only Hilbert triangulation is unimodular.
(e) Every 3-dimensional cone has a unimodular Hilbert triangulation.

The parts (a), (b), (c), (d), are standard results on cones and all five parts are proved, for instance, in [Bruns and Gubeladze 2009, Chapter 2]. The part (e) is originally due to Sebő [1990] (whose argument is reproduced in [Bruns and Gubeladze 2009, Theorem 2.78]). It was later rediscovered in the context of toric geometry in [Aguzzoli and Mundici 1994; Bouvier and Gonzalez-Sprinberg 1995], with important refinements. The existence of unimodular Hilbert triangulations fails already in dimension 4 [Bouvier and Gonzalez-Sprinberg 1995].

For a poset ( $\Pi,<$ ), the geometric realization of its order (simplicial) complex will be called the geometric realization of $\Pi$ and denoted by $|\Pi|$. For generalities on poset topology we refer the reader to [Wachs 2007], with the caution that our posets are mostly infinite. But the "finite vs. infinite" dichotomy never plays a role in our treatment. Section 1 in Quillen's foundational work on higher algebraic $K$-theory [Quillen 1973] remains an indispensable source for homotopy studies of general posets (in fact, general categories).

1B. The poset of normal polytopes. A lattice polytope $P \subset \mathbb{R}^{d}$ (i.e., a convex polytope with vertices in $\mathbb{Z}^{d}$ ) is normal if for every $c \in \mathbb{N}$ and every element $x \in \mathrm{~L}(c P)$ there exist $x_{1}, \ldots, x_{c} \in \mathrm{~L}(P)$, such that $x=x_{1}+\cdots+x_{c}$.

The order in the poset $\operatorname{NPol}(d)$ of normal polytopes in $\mathbb{R}^{d}$, studied in [Bruns et al. 2016], is generated by the following elementary relations: $P<Q$ if $P \subset Q$ and $\# \mathrm{~L}(Q)=\# \mathrm{~L}(P)+1$.

The poset $\mathrm{NPol}(d)$ is known to have (nontrivial) minimal and maximal elements in dimensions $\geq 4$.

The homogenization map $P \mapsto C(P):=\mathbb{R}_{+}(P \times\{1\}) \subset \mathbb{R}^{d}$ embeds the set of lattice polytopes $P \subset \mathbb{R}^{d-1}$ into that of cones $C \subset \mathbb{R}^{d}$. Moreover, a lattice polytope $P$ is normal if and only if $\operatorname{Hilb}(C(P))=\{(x, 1) \mid x \in \mathrm{~L}(P)\}$.

For a lattice $d$-polytope $P \subset \mathbb{R}^{d}$ and a facet $F \subset P$ there exists a unique affine map $\mathrm{ht}_{F}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with $\mathrm{ht}_{F}(P) \subset \mathbb{R}_{+}$and $\mathrm{ht}_{F}\left(\mathbb{Z}^{d}\right)=\mathbb{Z}$. We have the following compatibility between the facet-height functions: the two maps $\operatorname{ht}_{F}(\cdot)$, ht $_{C(F)}(\cdot, 1): \mathbb{R}^{d} \rightarrow \mathbb{R}$ are the same.

## 2. The poset Cones(d)

2A. Elementary extensions. For a natural number $d$ we denote by Cones $(d)$ the set of cones $C \subset \mathbb{R}^{d}$, made into a poset as follows: $C<D$ if and only if there exists a sequence of cones of the form

$$
\begin{gather*}
C=C_{0} \subset \cdots \subset C_{n-1} \subset C_{n}=D, \\
\mathrm{~L}\left(C_{i}\right)=\mathrm{L}\left(C_{i-1}\right)+\mathbb{Z}_{+} x, \quad \text { for some } x \in C_{i} \backslash C_{i-1}, \quad i=1, \ldots, n . \tag{1}
\end{gather*}
$$

When $n=1$ we call $C \subset D$ an elementary extension, or elementary descent if read backwards. Here is an alternative characterization:
Lemma 2.1. Let $C \subset \mathbb{R}^{d}$ be a nonzero cone and $v \in \mathbb{Z}^{d}$ be a primitive vector with $\pm v \notin C$. Assume $H \subset \mathbb{R}^{d} \backslash\{0\}$ is an affine hyperplane, meeting the cone $D=C+\mathbb{R}_{+} v$ transversally. Put $v^{\prime}=\mathbb{R}_{+} v \cap H$. Then $C \subset D$ is an elementary extension in $\operatorname{Cones}(d)$ if and only if there exist unimodular cones $U_{1}, \ldots, U_{n} \subset D$, satisfying the conditions
(i) $v \in U_{i}, i=1, \ldots, n$,
(ii) $D=C \bigcup\left(\bigcup_{i=1}^{n} U_{i}\right)$,
(iii) $\left\{\mathbb{R}_{+}\left(\left(U_{i} \cap H\right)-v^{\prime}\right)\right\}_{i=1}^{n}$ is a triangulation of the cone $\mathbb{R}_{+}\left((D \cap H)-v^{\prime}\right)$.

Proof. The "if" part is obvious. For the "only if" part we use (a) and (c) of Proposition 1.1 to fix a representation $\mathrm{L}(C)+\mathbb{Z} v=\mathrm{L}(D)+\mathbb{Z} v=\mathrm{L}\left(C_{0}\right)+\mathbb{Z} v=$ $\mathrm{L}\left(C_{0}\right) \times \mathbb{Z} v$ and a unimodular triangulation $C_{0}=\bigcup_{i=1}^{n} D_{i}$. Let $X \subset C$ be a finite subset, which maps bijectively to $\bigcup_{i=1}^{n} \operatorname{Hilb}\left(D_{k}\right)$ under the projection $C \rightarrow C_{0}$, induced by $v \mapsto 0$. Let $X_{i}$ be the preimage of $\operatorname{Hilb}\left(D_{i}\right)$ in $X$. Then the cones $U_{i}=\mathbb{R}_{+} X_{i}+\mathbb{R}_{+} v$ satisfy (i)-(iii).

2B. Height 1 and Hilbert basis extensions. Cones(d) contains many elementary extensions of two different types, making it essentially different from $\mathrm{NPol}(d)$.

Let $C \subset \mathbb{R}^{d}$ be a $d$-cone and $v \in \mathbb{Z}^{d}$ with $\pm v \notin C$. Denote by $\mathbb{F}^{+}(v)$ the set of facets of $C$, visible from $v$, i.e., ht $_{F}(v)<0$ for every $F \in \mathbb{F}^{+}(v)$. Consider the visible part of the boundary $\partial C$, i.e., $C^{+}(v)=\bigcup_{\mathbb{F}^{+}(v)} F$. Put $D=C+\mathbb{R}_{+} v$. There is a sequence of rational numbers $0<\lambda_{1}<\lambda_{2}<\ldots$ with $\lambda_{1}=1 /\left(\max \left(-\operatorname{ht}_{F}(v): F \in \mathbb{F}^{+}(v)\right)\right)$ and $\lim _{k \rightarrow \infty} \lambda_{k}=\infty$, satisfying the conditions:
$\mathrm{L}(D \backslash C)=\bigcup_{k=1}^{\infty} \mathrm{L}\left(\lambda_{k} v+C^{+}(v)\right) \quad$ and $\quad \mathrm{L}\left(\lambda_{k} v+C^{+}(v)\right) \neq \varnothing, \quad k=1,2, \ldots$
The equality $\lambda_{1}=1$ is equivalent to the condition $\mathrm{ht}_{F}(v)=-1$ for all $F \in \mathbb{F}^{+}(v)$. In this case we say that $D$ is a height 1 extension of $C$. All height 1 extensions
are elementary extensions of cones but the converse is not true [Bruns et al. 2016, Theorem 4.3].

The second class of elementary extensions in Cones $(d)$ are the extensions of type $C \subset D$, where $\mathbb{R}_{+}(\operatorname{Hilb}(D) \backslash\{v\}) \subset C$ for an extremal generator $v \in D$. We call this class the Hilbert basis extensions (or descents).

As an application of the two types of extensions, we have:
Lemma 2.2. For every natural number $d \geq 2$,
(a) for every elementary extension of cones $0 \neq C<D$ there exists a cone $E$, such that $C<E<D$;
(b) Cones $(d)$ has neither maximal nor minimal elements, other than the minimal element 0 .

Remark. We do not know whether 0 is the smallest element of Cones $(d)$. If 0 were the smallest element, then the geometric realization of Cones $(d)$ would be contractible; see Section 5 for topological aspects of Cones $(d)$.

Proof. (a) The general case easily reduces to the full-dimensional case and then the claim follows from the observation that there is always a height 1 extension $C \subset E$ with $E \subsetneq D$. In fact, if $\{v\}=\operatorname{Hilb}(D) \backslash C$, then we can take $E=C+\mathbb{R}_{+} w$ where $w \in \mathrm{~L}\left(\lambda_{1} v+C^{+}(v)\right)$ with $w \neq v$ (notation as above). Obviously, $E \subset D$ is an elementary extension.
(b) One applies appropriate height 1 extensions to show that there are no maximal elements, and Hilbert basis descents to show that there are no minimal elements in Cones $(d) \backslash\{0\}$.

We formally include the extensions of type $0 \subset C, \operatorname{dim} C=1$, in both classes of elementary extensions, discussed above.

Question 2.3. Do either the height 1 or Hilbert basis extensions generate the same poset Cones $(d)$ ?

2C. Distinguished subposets. The subposet of Cones $(d)$, consisting of the cones in $\left(\mathbb{R}^{d-1} \times \mathbb{R}_{>0}\right) \cup\{0\}$, will be denoted by Cones $^{+}(d)$. The homogenization embedding $\operatorname{NPol}(d-1) \rightarrow$ Cones $^{+}(d)$ is a monotonic map. However, the order in $\operatorname{NPol}(d-1)$ is weaker than the one induced from Cones $(d)$ :

Example 2.4. In [Bruns et al. 2016, Example 4.8] we have the polytope $P \in$ $\mathrm{NPol}(3)$ with vertices $(0,0,2),(0,0,1),(0,1,3),(1,0,0),(2,1,2),(1,2,1)$. The polytope has two more lattice points: $(1,1,2),(1,1,1)$. Removing either the first or the second vertex and taking the convex hull of the other lattice points in $P$ yields a nonnormal polytope. However, the convex hull $Q$ of the lattice points in $P$ with the exception of the first two vertices is normal. We have $Q \nless P$ in NPol(3). Yet, using polymake [Gawrilow and Joswig 1997], one quickly finds four

Hilbert basis descents (requiring additional Hilbert basis elements at height two) $C(P)>C_{1}>C_{2}>C_{3}>C(Q)$.

For every integer $h>0$ we consider the poset Cones ${ }^{(h)}(d)$ of cones in Cones ${ }^{+}(d)$, satisfying $\operatorname{Hilb}(C) \subset \mathbb{R}^{d-1} \times[0, h]$ and ordered as in (1) under the additional requirement that the intermediate cones $C_{i}$ are also from Cones ${ }^{(h)}(d)$.
Lemma 2.5. For every natural $d \geq 1$,
(a) Cones $^{(1)}(d) \backslash\{0\}=\operatorname{NPol}(d-1)$;
(b) Cones ${ }^{(1)}(d) \subset$ Cones $^{(2)}(d) \subset \cdots$ and $\bigcup_{h=0}^{\infty}$ Cones $^{(h)}(d)=$ Cones $^{+}(d)$;
(c) $\operatorname{Pol}(d-1) \subset$ Cones $^{(d-2)}(d)$, assuming $d \geq 3$.
(Inclusions are those of sets, and may not represent subposets.)
Parts (a) and (b) are obvious; (c) is proved, for instance, in [Bruns and Gubeladze 2009, Theorem 2.52].

2D. The cone conjecture. Conjecture 2.6 is the maximal possible strengthening of the absence of extremal elements in $\operatorname{Cones}(d)$ :
Conjecture 2.6. For every $d$, the order in $\operatorname{Cones}(d)$ is the inclusion order.
The case $d=1$ is obvious.
When $d=2$, the general case reduces to a pair of cones $C \subset D$ in $\mathbb{R}^{2}$, with $\operatorname{dim} D=2$ and $C$ a facet of $D$. Assume $\left\{v_{1}, \ldots, v_{n}\right\}=\operatorname{Hilb}(D)$ and $v_{1} \in C$. Then, by Proposition 1.1(d), we have the following height 1 extensions:

$$
C<C+\mathbb{R}_{+} v_{2}<\cdots<C+\mathbb{R}_{+} v_{2}+\cdots+\mathbb{R}_{+} v_{n}=D .
$$

In Section 3 we give a proof for $d=3$.
In dimension 4 we have the following computational evidence.
Assume $C \subset \mathbb{R}^{d}$ is a cone and $v \in \mathbb{Z}^{d}$ with $\pm v \notin C$. We use the notation in Section 2B. In particular, $D=C+\mathbb{R}_{+} v$. One introduces the bottom-up procedure for constructing an ascending sequence of height 1 extensions, starting with the cone $C$, as follows: one chooses a shortest vector $v_{1} \in \mathrm{~L}\left(\lambda_{1} v+C^{+}(v)\right)$, repeats the step for the pair $C_{1} \subset D$ where $C_{1}=C+\mathbb{R}_{+} v_{1}$, and iterates the process. The height 1 extensions we obtain this way tend to widen the cone as much as possible at each step, as measured by the increments of the Euclidean $(d-1)$-volume of the cross sections with a prechosen affine hyperplane, transversally meeting the cone $D$.

A complementary approach employs Hilbert basis descents. The corresponding top-down procedure finds a sequence $D=D_{0}>D_{1}>\cdots$ of Hilbert basis descents of the form $D_{i+1}=C+\mathbb{R}_{+}\left(\operatorname{Hilb}\left(D_{i}\right) \backslash\left\{v_{i}\right\}\right)$, at each step discarding a shortest extremal generator $v_{i} \in D_{i} \backslash C$.

Andreas Paffenholz implemented the bottom-up and top-down procedures in $\mathbb{R}^{4}$. The computational evidence, based on many randomly generated cones $C$ and
vectors $v$, supports the expectation that there are no nonterminating processes of either type, with the tendency of the bottom-up process to last longer than the top-down one.

## 3. Cones in $\mathbb{R}^{3}$

Lemma 3.1. Let $x, y \in \operatorname{par}(u, v, w)$, and let $u, v, w \in \mathbb{R}^{3}$ be linearly independent vectors. Then $\operatorname{vol}(u, x, y)<\operatorname{vol}(u, v, w)$.

Proof. We can assume $(u, v, w)=\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}\right)$. Let $x=\left(x_{1}, x_{2}, x_{3}\right)$ and $y=$ $\left(y_{1}, y_{2}, y_{3}\right)$. Then

$$
\operatorname{vol}\left(\boldsymbol{e}_{1}, x, y\right)=\left|\operatorname{det}\left(\begin{array}{ccc}
1 & 0 & 0 \\
x_{1} & x_{2} & x_{3} \\
y_{1} & y_{2} & y_{3}
\end{array}\right)\right|=\left|x_{2} y_{3}-x_{3} y_{2}\right| \leq \max \left(\left|x_{2} y_{3}\right|,\left|x_{3} y_{2}\right|\right)<1
$$

Theorem 3.2. The order in $\operatorname{Cones}(d)$ is the inclusion order for $d=3$.
Proof. We first prove the following basic case: for any simplicial 3-cone $D \subset \mathbb{R}^{3}$ and any facet $C \subset D$ we have $C<D$. This will be done by induction on $\mu(D)$ (defined in the introduction).

The case $\mu(C)=\mu(D)$ is obvious because $D$ is a unimodular extension of $C$. So we can assume $\mu(C)<\mu(D)$, which is equivalent to $\operatorname{Lpar}(D) \not \subset C$.

Let $v_{0}, v_{1}, w$ be the extremal generators of $D$ with $v_{0}, v_{1} \in C$. Denote by $v_{0}, v_{1}, v_{2}, \ldots, v_{k}(k \geq 2)$ the extremal generators of the cone

$$
E=C+\mathbb{R}_{+} \operatorname{Lpar}(D) \subset \mathbb{R}^{3}
$$

We assume that the enumeration is done in the cyclic order, i.e., the cones

$$
C_{i}=\mathbb{R}_{+} v_{i-1}+\mathbb{R}_{+} v_{i} \subset \mathbb{R}^{3}, \quad i=1, \ldots, k, k+1 \bmod (k+1)
$$

are the facets of $E$. (Here, $C=C_{1}$.)
Because of the containment $\operatorname{Hilb}(D) \backslash\{w\} \subseteq E$, we have $E<D$ in the poset Cones(3). Further, the cone $E$ is triangulated by the cones

$$
D_{i}=\mathbb{R}_{+} v_{0}+\mathbb{R}_{+} v_{i}+\mathbb{R}_{+} v_{i+1}, \quad i=1, \ldots, k-1
$$

By Lemma 3.1, we have the inequalities

$$
\mu\left(D_{i}\right)<\mu(D), \quad i=2, \ldots, k
$$

Then, by the induction hypothesis, we have $C<D_{1}$ and

$$
\left(D_{i-1} \cap D_{i}\right)<D_{i}, \quad i=2, \ldots, k-1
$$

By concatenating, we obtain the following chain in Cones(3):

$$
C<D_{1}<D_{1} \cup D_{2}<\cdots<D_{1} \cup D_{2} \cup \cdots \cup D_{k-1}=E<D
$$

This completes the proof of the basic case.

The general case easily reduces to the case of a pair of 3-cones $C \subsetneq D$ with $D=C+\mathbb{R}_{+} v$, to which we apply induction on the number of facets of $C$ visible from $v$. When this number is 1 , the inequality $C<D$ results from the basic case. When the number of the visible facets is $k \geq 2$ then there is an intermediate cone $C \subsetneq B \subsetneq D$, satisfying the conditions

- $B=C+\mathbb{R}_{+} w$ for some $w$;
- $B$ has only one facet visible from $v$;
- there are exactly $k-1$ facets of $C$, visible from $w$.

In fact, if $C=\bigcap_{j=1}^{l} H_{j}^{+}$is the irreducible representation, where the indexing is in the circular order and $H_{1} \cap C, \ldots, H_{k} \cap C \subset C$ are the facets visible from $v$, then one can choose

$$
B=\left(\bigcap_{j=k}^{l} H_{j}^{+}\right) \bigcap D .
$$

We are done because, by the induction hypothesis, $C<B<D$.

## 4. Diameter

By the diameter of a subposet $X \subset \operatorname{Cones}(d)$, denoted $\mathrm{D}(X)$, we mean the supremum of the lengths of the shortest sequences $C_{0} C_{1} \cdots C_{n}$ within $X$, connecting any two elements $C_{0}, C_{n}$ of $X$, where every two consecutive cones form an elementary extension or descent.

Consider the following subposets of Cones ( $d$ ):
(i) Cones $(d)^{\mathrm{o}}$, consisting of the $d$-cones in $\mathbb{R}^{d}$ (all quantum jumps in $\operatorname{NPol}(d-1)$ live here).
(ii) Unim $(d)$, consisting of the unimodular cones in $\mathbb{R}^{d}$.
(iii) Unim $(d)^{\circ}$ consisting of the unimodular $d$-cones in $\mathbb{R}^{d}$.

The next theorem implies that $\operatorname{Cones}(d)$ and $\operatorname{Cones}(d)^{\circ}$ are both connected.
Theorem 4.1. We have:
(a) $\mathrm{D}(\operatorname{Unim}(d))=2 d$ for every $d \in \mathbb{N}$.
(b) $\mathrm{D}\left(\operatorname{Unim}(d)^{0}\right)=O\left(d^{2}\right)$.
(c) $\mathrm{D}(\operatorname{Cones}(d))=O(d)$.
(d) $\mathrm{D}\left(\right.$ Cones $\left.(d)^{\mathrm{o}}\right)=O\left(d^{2}\right)$.

Proof. (a) Any unimodular cone can be reached from any other unimodular cone by first removing the Hilbert basis elements of the latter, one by one, and then adding those of the former, also one at a time.

For the pairs of unimodular $d$-cones of type $C$ and $-C$ there is no shorter connecting path. One should remark that this is not true for all pairs of unimodular $d$-cones whose intersection is 0 ; an example when $d=2$ is

$$
\mathbb{R}_{+} \boldsymbol{e}_{1}+\mathbb{R}_{+}\left(\boldsymbol{e}_{1}+\boldsymbol{e}_{2}\right)<\mathbb{R}_{+}\left(-\boldsymbol{e}_{1}+\boldsymbol{e}_{2}\right)+\mathbb{R}_{+} \boldsymbol{e}_{1}>\mathbb{R}_{+}\left(-\boldsymbol{e}_{1}+\boldsymbol{e}_{2}\right)+\mathbb{R}_{+} \boldsymbol{e}_{2} .
$$

(b) Let $C=\sum_{i=1}^{d} \mathbb{Z}_{+} v_{i}$ and $D=\sum_{i=1}^{d} \mathbb{Z}_{+} w_{i}$ for two bases $\left\{v_{1}, \ldots, v_{d}\right\}$ and $\left\{w_{1}, \ldots, w_{d}\right\}$ of $\mathbb{Z}^{d}$. Put $A=\left[v_{1}|\cdots| v_{d}\right]$ and $B=\left[w_{1}|\cdots| w_{d}\right]$. After renumbering of the basis elements, we can assume $\operatorname{det}(A)=\operatorname{det}(B)=1$. The special linear group $\mathrm{SL}_{d}(\mathbb{Z})$ is generated by the elementary matrices $e_{i j}^{a}$, i.e., the matrices with ones on the main diagonal, at most one nonzero off-diagonal entry $a$ in the $i j$-spot, and zeros elsewhere. Using the equalities $\left(e_{i j}^{a}\right)^{-1}=e_{i j}^{-a}$, there is a representation of the form $A e_{i_{1} j_{1}}^{a_{1}} \cdots e_{i_{k} j_{k}}^{a_{k}}=B$, where $a_{1}, \ldots a_{k}, \in \mathbb{Z}$. By [Carter and Keller 1984], one can choose $k \leq 36+\frac{1}{2}\left(3 d^{2}-d\right)$. Consider the sequence of unimodular cones:

$$
C_{t}=\text { the cone spanned by the columns of } A e_{i_{1} j_{1}}^{a_{1}} \cdots e_{i_{t} j_{t}}^{a_{t}}, \quad 0 \leq t \leq k
$$

(In particular, $C_{0}=C$ ). Since the multiplications by elementary matrices from the right corresponds to the elementary column transformations, for every $1 \leq t \leq k$ the inequality $a_{t}>0$ yields the elementary extension $C_{t}<C_{t-1}$ and the inequality $a_{t}<0$ yields the elementary descent $C_{t}>C_{t-1}$.
(c), (d) For $d \leq 1$ there are connecting paths of length $\leq 2$. So we assume $d \geq 2$.

Pick $C \in \operatorname{Cones}(d)$. By taking unimodular extensions as needed, we can assume $\operatorname{dim} C=d$. We need at most $2 d-1$ unimodular extensions to reach the fulldimensional case. Consequently, the parts (c) and (d) follow from the parts (a) and (b), respectively, once we show that a unimodular $d$-cone can be reached from $C$ in at most $d-1$ elementary extensions/descents.

Pick arbitrarily a facet $F \subset C$ and two elements $y \in \mathrm{~L}(C \backslash F)$, satisfying ht ${ }_{F}(y)=1$, and $x \in \mathrm{~L}(\operatorname{int}(F))$, where $\operatorname{int}(F)$ is the relative interior of $F$. Consider the sequence of cones

$$
C_{k}=F+\mathbb{R}_{+}(y-k x), \quad k=0,1, \ldots .
$$

We claim that $C \subset C_{k}$ for all sufficiently large $k$.
Indeed, consider any extremal generator $v$ of $C$. We have $v=\mathrm{ht}_{F}(v) y+v^{\prime}$ for some $v^{\prime} \in \mathbb{Z}^{d}$ with $H_{F}\left(v^{\prime}\right)=0$. By Proposition 1.1(b), $\mathrm{L}(F)+\mathbb{Z} x=\mathrm{L}(\mathbb{R} F)$. Hence $v^{\prime}=-s x+z$ for some $z \in \mathrm{~L}(F)$ and an integer $s \geq 0$. Consequently,

$$
v=\operatorname{ht}_{F}(v)\left(y-\left\lceil\frac{s}{\operatorname{ht}_{F}(v)}\right\rceil x\right)+\operatorname{ht}_{F}(v)\left(1-\left\{\frac{s}{\operatorname{ht}_{F}(v)}\right\}\right) x+z \in C_{\left\lceil s /\left(\operatorname{ht}_{F}(v)\right)\right\rceil} .
$$

Pick $k \gg 0$ with $C \subset C_{k}$. Since $C_{k}$ is a unimodular extension of $F$, we have the elementary extension $C<C_{k}$ in $\operatorname{Cones}(d)$.

Keeping $\mathbb{R}_{+}(y-k x)$ as a 1 -face, we may, inductively on dimension, transform $F$ to a unimodular $d-1$-cone using only elementary extensions and descents: one
uses the fact that unimodular extensions of cones respect elementary extensions in the previous dimension. In the end, starting from $C$, we have reached a unimodular $d$-cone (in at most $d-1$ steps).

Remark 4.2. In the proofs of Theorem 4.1(a) and (c), one does not need to descend from unimodular cones all the way to 0 . The latter, not being in $\mathrm{NPol}(d-1)$, may not be desirable. It is enough to descend to 1 -dimensional cones and the same argument as in the proof of Theorem 4.1(b) shows that for any pair of 1-cones in $\mathbb{R}^{d}$ there is an upper bound on the number of connecting elementary extensions/descents: one finds such extensions within the linear span of the pair of 1 -cones. By avoiding 0 the diameter goes up by a constant, independent of $d$.

The proof of Theorem 4.1 does not imply that $\mathrm{D}\left(\right.$ Cones $\left.^{+}(d)\right)<\infty$.

## 5. The space of cones

Conjecture 2.6 has strong consequences for the geometric realization of Cones $(d)$ :
Theorem 5.1. Assume Conjecture 2.6 holds for a natural number $d$. Then:
(a) The spaces $|\operatorname{Cones}(d)|,\left|\operatorname{Cones}^{+}(d)\right|$, and $\left|\operatorname{Cones}^{+}(d) \backslash\{0\}\right|$ are contractible.
(b) $|\operatorname{Cones}(d) \backslash\{0\}|$ is a filtered union of spaces, each containing a $(d-1)$-sphere as a strong deformation retract.

Proof. (a) The spaces $|\operatorname{Cones}(d)|$ and $\mid$ Cones $^{+}(d) \mid$ are contractible because 0 is the smallest element of Cones $(d)$ and Cones $^{+}(d)$. The poset Cones ${ }^{+}(d) \backslash\{0\}$ is filtering, i.e., every finite subset has an upper bound. But the geometric realization of a filtering poset is contractible [Quillen 1973, Section 1].
(b) Let $S^{d-1}$ be the unit ( $d-1$ )-sphere in $\mathbb{R}^{d}$, centered at the origin. Then we can think of the poset of $\operatorname{Cones}(d) \backslash\{0\}$ as the poset of intersections $C \cap S^{d-1}$, $C \in \operatorname{Cones}(d)$, ordered by inclusion. Abusing terminology, these intersections will be also called polytopes.

For two polytopal subdivisions $\Pi_{1}$ and $\Pi_{2}$ of $S^{d-1}$ and a polytope $P \subset S^{d-1}$ we write (i) $\Pi_{1} \prec \Pi_{2}$ if $\Pi_{2}$ is a subdivision of $\Pi_{1}$ and (ii) $P \prec \Pi_{1}$ if $P$ is subdivided by polytopes in $\Pi_{1}$.

Fix a system of polytopal subdivisions $\left\{\Pi_{i}\right\}_{i=1}^{\infty}$ of $S^{d-1}$, such that $\Pi_{i} \prec \Pi_{i+1}$ for all $i$ and every polytope $P \subset S^{d-1}$ admits $i$ with $P \prec \Pi_{i}$.

For every index $i$, the simplicial complex $\left|\Pi_{i}\right|$ is a barycentric subdivision of $\Pi_{i}$. In particular, $\left|\Pi_{i}\right| \cong S^{d-1}$.

Consider the following posets:

- $\check{\Pi}_{i}=\left\{P \in \operatorname{Cones}(d) \backslash\{0\} \mid P \prec \Pi_{i}\right\}$, made into a poset by adding to the inclusion order in $\Pi_{i}$ the new relations $Q<P$ whenever $P \in \check{\Pi}_{i} \backslash \Pi_{i}, Q \in \Pi_{i}, Q \subset P$; in particular, two different polytopes $P$ and $P^{\prime} \in \check{\Pi}_{i} \backslash \Pi_{i}$ are not comparable.
- The subposet $\bar{\Pi}_{i}=\left\{P \in \operatorname{Cones}(d) \backslash\{0\} \mid P \prec \Pi_{i}\right\} \subset \operatorname{Cones}(d)$; it has more relations than the poset $\check{\Pi}_{i}$, supported by the same set of polytopes, since for $P$ and $P^{\prime} \in \check{\Pi}_{i} \backslash \Pi_{i}$ one has $P<P^{\prime}$ whenever $P \subset P^{\prime}$.
- The subposets $\Pi_{i}(P)=\left\{Q \mid Q \in \Pi_{i}, Q \subset P\right\} \cup\{P\} \subset \operatorname{Cones}(d)$ for $P \prec \Pi_{i}$.

The (geometric) simplicial complex $\left|\Pi_{i}\right|$ is obtained from $\left|\Pi_{i}\right|$ by changing the contractible subcomplexes $\left|\Pi_{i}(P)\right|$ to pyramids over them. Any two of these pyramids either do not meet outside $\left|\Pi_{i}\right|$ or overlap along a pyramid from the same family. In particular, the subspace $\left|\Pi_{i}\right| \subset\left|\Pi_{i}\right|$ is a strong deformation retract. Let $F:\left|\check{\Pi}_{i}\right| \times[0,1] \rightarrow\left|\check{\Pi}_{i}\right|$ be a corresponding homotopy.

Consider an extension of $F$ to a homotopy

$$
G:\left|\bar{\Pi}_{i}\right| \times[0,1] \rightarrow\left|\bar{\Pi}_{i}\right|
$$

satisfying the condition that for every $t \in[0,1]$ the map $G_{t}$ is injective on $\left|\bar{\Pi}_{i}\right| \backslash\left|\check{\Pi}_{i}\right|$ and is the identity on $\left|\Pi_{i}\right|$. In more detail, for every chain

$$
P_{0}<\cdots<P_{k}<P_{k+1}<\cdots<P_{n}, \quad P_{k} \in \Pi_{i}, P_{k+1} \in \check{\Pi}_{i} \backslash \Pi_{i},
$$

and every index $k<l \leq n$, the $l$-subsimplex $\triangle\left(P_{0}, \ldots, P_{k}, P_{l}\right)$ of the $n$-simplex $\Delta\left(P_{0}, \ldots, P_{n}\right)$ is collapsed into the $k$-subsimplex $\Delta\left(P_{0}, \ldots, P_{k}\right)$ by the homotopy $G$, while the rest of the $n$-simplex homeomorphically remains invariant. In particular, $G_{1}\left(\Delta\left(P_{1}, \ldots, P_{n}\right)\right)$ is an $n$-disc, attached to $\left|\Pi_{i}\right|$ along the subdisc $\Delta\left(P_{1}, \ldots, P_{k}\right)$. Then $\operatorname{Im} G_{1}$ consists of $\left|\Pi_{i}\right|$ and the mentioned finitely many attached discs, any two of which either do not meet outside $\left|\Pi_{i}\right|$ or overlap along a disc from the same family.

The claim now follows because $\left|\Pi_{i}\right|$ is a strong deformation retract of $\operatorname{Im} G_{1}$. $\square$
Remark. It is very likely that a more elaborate homotopy leads to a deformation retraction of the total space $|\operatorname{Cones}(d) \backslash\{0\}|$ to a $(d-1)$-sphere.

By Lemma 2.5(c), we have the tower of spaces

$$
|\operatorname{NPol}(d-1)|=\mid \text { Cones }^{(1)}(d) \backslash\{0\}|\subset| \text { Cones }^{(2)}(d) \backslash\{0\} \mid \subset \cdots,
$$

which, in view of Theorem 5.1, is expected to trivialize in the limit. This observation can lead to an insight into the more difficult space of normal polytopes if the trivialization occurs in a controlled way, which is an interesting question in its own right. In more detail, the group $\operatorname{Aff}_{d-1}(\mathbb{Z})$ of affine automorphisms of $\mathbb{Z}^{d-1}$ acts compatibly on the whole tower of posets

$$
\text { Cones }^{(1)}(d) \backslash\{0\} \subset \text { Cones }^{(2)}(d) \backslash\{0\} \subset \text { Cones }^{(3)}(d) \backslash\{0\} \subset \cdots
$$

via the embedding

$$
\operatorname{Aff}_{d-1}(\mathbb{Z}) \rightarrow \mathrm{GL}_{d}(\mathbb{Z}), \quad(\alpha \mid \beta) \mapsto\left(\begin{array}{cc}
\alpha & \beta \\
0 & 1
\end{array}\right), \quad \alpha \in \mathrm{GL}_{d-1}(\mathbb{Z}), \beta \in \mathbb{Z}^{d-1}
$$

As a result, the homology groups of all involved geometric realizations are modules over the group ring $\mathbb{Z}\left[\operatorname{Aff}_{d-1}(\mathbb{Z})\right]$.
Question 5.2. Are the relative homology groups

$$
H_{i}\left(\mid \text { Cones }^{(j)}(d) \backslash\{0\}|,| \text { Cones }^{(j-1)}(d) \backslash\{0\} \mid, \mathbb{Z}\right)
$$

finitely generated $\mathbb{Z}\left[\operatorname{Aff}_{d-1}(\mathbb{Z})\right]$-modules for all $i$ and $j$ ?
The positive answer to this question for $i=0$ (and all $j$ ), would imply that the still elusive isolated elements in $\operatorname{NPol}(d-1)$ form a highly structured family: for every $j$, only finitely many such isolated elements (up to unimodular equivalence) cease to be isolated when one passes from Cones ${ }^{(j-1)}(d) \backslash\{0\}$ to Cones ${ }^{(j)}(d) \backslash\{0\}$, and all isolated elements are taken out as $j \rightarrow \infty$.
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# DUAL MEAN MINKOWSKI MEASURES AND THE GRÜNBAUM CONJECTURE FOR AFFINE DIAMETERS 

Qi Guo and Gabor Toth

For a convex body $K$ in a Euclidean vector space $\mathcal{X}$ of dimension $\boldsymbol{n}(\geq \mathbf{2 )}$, we define two subarithmetic monotonic sequences $\left\{\sigma_{K, k}\right\}_{k \geq 1}$ and $\left\{\sigma_{K, k}^{o}\right\}_{k \geq 1}$ of functions on the interior of $\boldsymbol{K}$. The $\boldsymbol{k}$-th members are "mean Minkowski measures in dimension $k$ " which are pointwise dual: $\sigma_{K, k}^{o}(z)=\sigma_{K^{z}, k}(z)$, where $z \in$ int $K$, and $K^{z}$ is the dual (polar) of $K$ with respect to $z$. They are measures of (anti-)symmetry of $K$ in the following sense:

$$
1 \leq \sigma_{K, k}(z), \sigma_{K, k}^{o}(z) \leq \frac{k+1}{2} .
$$

The lower bound is attained if and only if $\boldsymbol{K}$ has a $\boldsymbol{k}$-dimensional simplicial slice or simplicial projection. The upper bound is attained if and only if $K$ is symmetric with respect to $z$. In 1953 Klee showed that the lower bound $\mathfrak{m}_{K}^{*}>\boldsymbol{n - 1}$ on the Minkowski measure of $K$ implies that there are $\boldsymbol{n}+1$ affine diameters meeting at a critical point $z^{*} \in K$. In 1963 Grünbaum conjectured the existence of such a point in the interior of any convex body (without any conditions). While this conjecture remains open (and difficult), as a byproduct of our study of the dual mean Minkowski measures, we show that

$$
\frac{n}{\mathfrak{m}_{K}^{*}+1} \leq \sigma_{K, n-1}^{o}\left(z^{*}\right)
$$

always holds, and for sharp inequality Grünbaum's conjecture is valid.

## 1. Preliminaries and statement of results

Let $\mathcal{X}$ be an $n$-dimensional Euclidean vector space ( $n \geq 2$ ) with scalar product $\langle\cdot, \cdot\rangle$ and distance function $d$. We consider a convex body $K \subset \mathcal{X}$, a compact convex set in $\mathcal{X}$ with nonempty interior. Let $\partial K$ denote the boundary of $K$. Given an interior point $z \in \operatorname{int} K$ we consider all the chords of $K$ passing through $z$. For $x \in \partial K$, let $\lambda_{K}(x, z)$ denote the ratio into which $z$ divides the chord of $K$ starting

[^7]at $x$, passing through $z$, and ending up at the opposite $x^{o} \in \partial K$ of $x$ (with respect to $z$ ). This defines the distortion function $\lambda_{K}: \partial K \times \operatorname{int} K \rightarrow \mathbb{R}$ :
$$
\lambda_{K}(x, z)=\frac{d(x, z)}{d\left(x^{o}, z\right)}, \quad x \in \partial K, z \in \operatorname{int} K
$$

For the involution of $\partial K$ given by $x \mapsto x^{o}\left(\right.$ with $\left.\left(x^{o}\right)^{o}=x\right)$, we have $\lambda_{K}\left(x^{o}, z\right)=$ $1 / \lambda_{K}(x, z), x \in \partial K$.

The (maximum) Minkowski ratio of $K$ at $z$ is defined as

$$
\mathfrak{m}_{K}(z)=\sup _{x \in \partial K} \lambda_{K}(x, z) \geq 1 .
$$

(Due to compactness of $K$ and continuity of the distortion function $\lambda_{K}$ [Toth 2006, Lemma 1], the supremum is attained. This is also the case for all infima and suprema that we encounter in this paper.)

Let $\delta K$ denote the (compact) space of all hyperplanes supporting $K$. (Associating to each $\mathcal{H} \in \delta K$ the unit normal that points inward $K$, say, gives rise to a topological equivalence of $\delta K$ and the unit sphere $\mathcal{S} \subset \mathcal{X}$.) For $\mathcal{H} \in \delta K$, we define the ratio $\rho_{K}(\mathcal{H}, z)=d(\mathcal{H}, z) / d\left(\mathcal{H}^{o}, z\right)$, where $\mathcal{H}^{o} \in \delta K$ is the (unique) parallel opposite of $\mathcal{H}$ such that $K$ is between $\mathcal{H}$ and $\mathcal{H}^{0}$. This gives rise to the function $\rho_{K}$ : $\delta K \times \operatorname{int} K \rightarrow \mathbb{R}$. For the involution of $\delta K$ given by $\mathcal{H} \mapsto \mathcal{H}^{o}, \mathcal{H} \in \delta K$, we have $\rho_{K}\left(\mathcal{H}^{o}, z\right)=1 / \rho_{K}(\mathcal{H}, z), \mathcal{H} \in \delta K$.

It is well known that

$$
\begin{equation*}
\mathfrak{m}_{K}(z)=\sup _{x \in \partial K} \lambda_{K}(x, z)=\sup _{\mathcal{H} \in \delta K} \rho_{K}(\mathcal{H}, z), \quad z \in \operatorname{int} K . \tag{1}
\end{equation*}
$$

(See [Grünbaum 1963]. It is customary to define $\rho_{K}(\mathcal{H}, z)$ for a hyperplane $\mathcal{H}$ containing $z$ as the ratio $\geq 1$ that $\mathcal{H}$ divides the distance between the two supporting hyperplanes $\mathcal{H}^{\prime}, \mathcal{H}^{\prime \prime} \in \delta K$ that are parallel to $\mathcal{H}$. In our study we need more control of the choice of the supporting hyperplane, henceforth we altered this definition accordingly. Since we are taking suprema these two definitions are equivalent.)

A technically more convenient reformulation of this second concept is as follows. Let aff $=\operatorname{aff}(\mathcal{X})$ denote the $(n+1)$-dimensional vector space of affine functionals $f: \mathcal{X} \rightarrow \mathbb{R}$. We call $f \in$ aff normalized for $K$ if $f(K)=[0,1]$, that is, the zero sets $\mathcal{H}=\{u \mid f(u)=0\}$ and $\mathcal{H}^{o}=\{u \mid 1-f(u)=0\}$ are two parallel hyperplanes supporting and enclosing $K$. We let aff ${ }_{K} \subset$ aff denote the (compact) subspace of affine functionals normalized for $K$. (Associating to each $f \in \operatorname{aff}_{K}$ the single zero set $\mathcal{H}$ as above gives rise to a topological equivalence of aff ${ }_{K}$ and $\delta K$. Indeed, any $\mathcal{H} \in \delta K$ and its opposite $\mathcal{H}^{o}$ uniquely define a normalized affine functional with the respective zero sets as above.) Note that $\mathrm{aff}_{K}$ has the obvious involution given by $f \mapsto 1-f, f \in \operatorname{aff}_{K}$.

Using the notations above, (1) gives

$$
\begin{equation*}
\inf _{f \in \operatorname{aff}_{K}} f(z)=\inf _{f \in \operatorname{aff}_{K}}(1-f(z))=\frac{1}{\sup _{\mathcal{H} \in \delta K} \rho_{K}(\mathcal{H}, z)+1}=\frac{1}{\mathfrak{m}_{K}(z)+1} \tag{2}
\end{equation*}
$$

$$
z \in \operatorname{int} K
$$

The two aspects of the Minkowski ratio above can be interpreted in terms of duality between the convex body $K$ and its dual (also called polar) $K^{z}$ with respect to the given interior point $z \in \operatorname{int} K$. (For the definition of the dual and its properties, see the next section. Note that when dealing with duality we will frequently use the bipolar theorem $\left(K^{z}\right)^{z}=K$ without explicit mention; [Eggleston 1958, Chapter 1.9] or [Schneider 2014, Theorem 1.6.1].)

First, as a technical tool, we will introduce and study the "musical equivalencies"

$$
b=b_{K, z}: \partial K \rightarrow \operatorname{aff}_{K^{z}} \quad \text { and } \quad \sharp=\sharp_{K, z}: \operatorname{aff}_{K} \rightarrow \partial K^{z}
$$

(For simplicity, we will suppress the subscripts whenever no confusion arises. In Riemannian geometry the introduction of a Riemannian metric on a manifold gives rise to "musical isomorphisms" between the tangent bundle and its dual. Due to the descriptive nature of this concept and analogy we took the liberty of borrowing this term for our setting.) The musical equivalencies satisfy

$$
\begin{equation*}
\left(x^{o}\right)^{b}=1-x^{b} \quad \text { and } \quad\left(f^{\sharp}\right)^{o}=(1-f)^{\sharp}, \quad x \in \partial K, f \in \operatorname{aff} K . \tag{3}
\end{equation*}
$$

In addition, as the name suggests, they are inverses of each other:

$$
\begin{equation*}
\sharp_{K^{z}, z} \circ \mathrm{~b}_{K, z}=\mathrm{id}_{\partial K} \quad \text { and } \quad b_{K^{z}, z} \circ \sharp_{K, z}=\operatorname{id}_{\mathrm{aff}_{K}} . \tag{4}
\end{equation*}
$$

These formulas (applied to the dual pair $K$ and $K^{z}$ ) imply that the musical equivalencies are actually homeomorphisms of the respective spaces.

The following formulas show that the two aspects of Minkowski ratios are dual constructions applied to $K$ and its dual $K^{z}$ :

$$
\begin{equation*}
x^{b}(z)=\frac{1}{\lambda_{K}(x, z)+1}, \quad x \in \partial K, z \in \operatorname{int} K \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
f(z)=\frac{1}{\lambda_{K^{z}}\left(f^{\sharp}, z\right)+1}, \quad f \in \operatorname{aff}_{K}, z \in \operatorname{int} K . \tag{6}
\end{equation*}
$$

Taking the infima on the respective sets in (5)-(6) and using (2), we obtain

$$
\inf _{x \in \partial K} x^{b}(z)=\frac{1}{\mathfrak{m}_{K}(z)+1}=\inf _{f \in \operatorname{aff}_{K}} f(z)=\frac{1}{\mathfrak{m}_{K^{z}}(z)+1}, \quad z \in \operatorname{int} K
$$

This gives

$$
\begin{equation*}
\mathfrak{m}_{K}(z)=\mathfrak{m}_{K^{z}}(z), \quad z \in \operatorname{int} K \tag{7}
\end{equation*}
$$

The Minkowski measure of $K$ is defined as

$$
\mathfrak{m}_{K}^{*}=\inf _{z \in \operatorname{int} K} \mathfrak{m}(z) .
$$

The set of interior points where this infimum is attained is called the critical set

$$
\begin{equation*}
K^{*}=\left\{z^{*} \in \operatorname{int} K \mid \mathfrak{m}_{K}\left(z^{*}\right)=\mathfrak{m}_{K}^{*}\right\} . \tag{8}
\end{equation*}
$$

The critical set $K^{*} \subset K$ is compact and convex, and we have Klee's inequality

$$
(1 \leq) \mathfrak{m}_{K}^{*}+\operatorname{dim} K^{*} \leq n
$$

improving the classical Minkowski-Radon inequality (in which the dimension of the critical set is absent). (See [Klee 1953].) Clearly, $\mathfrak{m}_{K}^{*}=1$ if and only if $K$ is symmetric with respect to then unique regular point. It is also straightforward to show that the upper bound is attained for simplices. Conversely, Minkowski and Radon also proved that $\mathfrak{m}_{K}^{*}=n$ implies that $K$ is a simplex.

For $z^{*} \in K^{*}$ critical, by (7), we have

$$
\mathfrak{m}_{K}^{*}=\mathfrak{m}_{K}\left(z^{*}\right)=\mathfrak{m}_{K^{z^{*}}}\left(z^{*}\right) \geq \mathfrak{m}_{K^{z^{*}}}^{*} .
$$

Whether equality holds, that is, whether $z^{*} \in K^{*}$ is also a critical point of the dual $K^{z^{*}}$, seems to be a difficult problem in general.

Recall that a chord $\left[x, x^{o}\right]$ of $K$ is an affine diameter if there are parallel supporting hyperplanes $\mathcal{H}$ and $\mathcal{H}^{o}$ of $K$ at the endpoints of the chord, that is $x \in \mathcal{H}$ and $x^{o} \in \mathcal{H}^{o}$. (For a general survey on affine diameters and related problems, see [Soltan 2005; Soltan and Nguyên 1988].) As discussed above, we describe these hyperplanes as the zero sets of a normalized affine functional $f \in \operatorname{aff}_{K}$, that is we have $\mathcal{H}=\{u \in \mathcal{X} \mid f(u)=0\}$ and $\mathcal{H}^{o}=\{u \in \mathcal{X} \mid 1-f(u)=0\}$. Under the musical equivalencies, affine diameters of $K$ correspond to affine diameters of $K^{z}$ in the sense that if $\left[x, x^{o}\right]$ is an affine diameter of $K$ with parallel supporting hyperplanes given by $f \in \operatorname{aff}_{K}$ then $\left[f^{\sharp},\left(f^{\sharp}\right)^{o}\right]=\left[f^{\sharp},(1-f)^{\sharp}\right]$ is an affine diameter of $K^{z}$ with parallel supporting hyperplanes given by $x^{b} \in \operatorname{aff}_{K^{z}}$. (For the proof, see Section 2.)

We now introduce the sequence $\left\{\sigma_{K, k}\right\}_{k \geq 1}$ of mean Minkowski measures of $K$. (We give here a concise summary; for details, see [Toth 2004; 2006].) The $k$-th measure $\sigma_{K, k}:$ int $K \rightarrow \mathbb{R}, k \geq 1$, is a function on the interior of $K$ defined as follows. First, a (point) $k$-configuration of $K$ with respect to $z$ is a multiset $\left\{x_{0}, \ldots, x_{k}\right\} \subset \partial K$ (with repetition allowed) such that the convex hull $\left[x_{0}, \ldots, x_{k}\right]$ contains $z$. (We use square brackets to indicate convex hull rather than "conv".) With this we define

$$
\begin{equation*}
\sigma_{K, k}(z)=\inf _{\left\{x_{0}, \ldots, x_{k}\right\} \in \mathfrak{C}_{K, k}(z)} \sum_{i=0}^{k} \frac{1}{\lambda_{K}\left(x_{i}, z\right)+1}, \quad z \in \operatorname{int} K \tag{9}
\end{equation*}
$$

where $\mathfrak{C}_{K, k}(z)$ denotes the set of all $k$-configurations of $K$ (with respect to $z$ ).

Algebraically, $\sigma_{K, k}$ is a " $k$-average" of the rescaled distortion, and, as we will see below, geometrically $\sigma_{K, k}(z)$ measures how far the $k$-dimensional slices of $K$ across $z$ are from a $k$-simplex.

A $k$-configuration $\left\{x_{0}, \ldots, x_{k}\right\} \in \mathfrak{C}_{K, k}(z)$ at which the infimum in (9) is attained is called minimizing, or simply minimal. Since $\mathfrak{C}_{K, k}(z)$ inherits a compact topology from that of $\partial K$ and the distortion is continuous, minimal configurations always exist. (As examples show, they are by no means unique.)

For $k=1$, a 1-configuration of $z$ is an opposite pair of points $\left\{x_{0}, x_{1}\right\} \subset \partial K$, $x_{1}=x_{0}^{o}$. Since $\lambda_{K}\left(x_{0}^{o}, z\right)=1 / \lambda_{K}\left(x_{0}, z\right)$, we have $\sigma_{K, 1}(z)=1, z \in \operatorname{int} K$.

Since a (minimal) $k$-configuration can always be extended to a $(k+l)$-configuration by adding $l$ copies of a boundary point at which the distortion $\lambda_{K}(\cdot, z)$ attains its maximum $\mathfrak{m}_{K}(z)$, we have subarithmeticity:

$$
\begin{equation*}
\sigma_{K, k+l}(z) \leq \sigma_{K, k}(z)+\frac{l}{\mathfrak{m}_{K}(z)+1}, \quad z \in \operatorname{int} K, k, l \geq 1 \tag{10}
\end{equation*}
$$

By Carathéodory's theorem, for $k>n$, a $k$-configuration always contains an $n$-configuration. In addition, any subconfiguration of a minimal configuration is minimal, and, at the complementary configuration points, the distortion $\lambda_{K}(\cdot, z)$ attains its maximum $\mathfrak{m}_{K}(z)$. We see that the sequence $\left\{\sigma_{K, k}(z)\right\}_{k \geq 1}$ is arithmetic with difference $1 /\left(\mathfrak{m}_{K}(z)+1\right)$ from the $n$-th term onwards.

For $1 \leq k \leq n$, we have

$$
\begin{equation*}
\sigma_{K, k}(z)=\inf _{z \in \mathcal{E} \subset \mathcal{X}, \operatorname{dim} \mathcal{E}=k} \sigma_{K \cap \mathcal{E}, k}(z), \quad z \in \operatorname{int} K \tag{11}
\end{equation*}
$$

where the infimum is over affine subspaces $\mathcal{E} \subset \mathcal{X}$ of dimension $k$ which contain $z$. This holds because the affine span of any $k$-configuration $\left\{x_{0}, \ldots, x_{k}\right\} \in \mathfrak{C}_{K, k}(z)$ is contained in an affine subspace $\mathcal{E}$ (containing $z$ ) of dimension $k$; therefore the infimum in (9) can first be taken for configurations that are contained in a specific $\mathcal{E}$, yielding $\sigma_{K \cap \mathcal{E}, k}(z)$, and then for all $k$-dimensional affine subspaces $\mathcal{E}$ (which contain $z$ ) as in (11).

The mean Minkowski measures are measures of symmetry (or asymmetry for some authors) in the following sense:

$$
\begin{equation*}
1 \leq \sigma_{K, k}(z) \leq \frac{k+1}{2}, \quad z \in \operatorname{int} K \tag{12}
\end{equation*}
$$

(For measures of symmetry in general, see the seminal work of Grünbaum [1963].) Assuming $k \geq 2$, the upper bound is attained if and only if $K$ is symmetric with respect to $z$. For the lower bound, if, for some $k \geq 1, \sigma_{K, k}(z)=1$ at $z \in$ int $K$ then $k \leq n$, and $K$ has a $k$-dimensional simplicial intersection across $z$, that is there exists a $k$-dimensional affine subspace $\mathcal{E} \subset \mathcal{X}$ such that $K \cap \mathcal{E}$ is a $k$-simplex (and consequently $\sigma_{K, k}=1$ identically on $K \cap \mathcal{E}$ ).

The functions $\sigma_{K, k}: \operatorname{int} K \rightarrow \mathbb{R}, k \geq 1$, are continuous on int $K$ and extend continuously to $\partial K$ as

$$
\begin{equation*}
\lim _{d(z, \partial K) \rightarrow 0} \sigma_{K, k}(z)=1 . \tag{13}
\end{equation*}
$$

The limiting behavior in (13) follows from subarithmeticity in (10) ( $k=1$ and $l=k-1$ and $\sigma_{K, 1}(z)=1$ ), and the lower estimate in (12). (For a different proof, see Theorem D/(b) in [Toth 2004].)

The sequence $\left\{\sigma_{K, k}(z)\right\}_{k \geq 1}$ is superadditive:

$$
\begin{equation*}
\sigma_{K, k+l}(z)-\sigma_{K, k}(z) \geq \sigma_{K, l}(z)-\sigma_{K, 1}(z), \quad z \in \operatorname{int} K, k, l \geq 1 \tag{14}
\end{equation*}
$$

In particular $(l=1)$, the sequence $\left\{\sigma_{K, k}(z)\right\}_{k \geq 1}$ is monotonic: $\sigma_{K, k}(z) \leq \sigma_{K, k+1}(z)$, $k \geq 1$.

Finally, note the obvious lower bound

$$
\begin{equation*}
\frac{k+1}{\mathfrak{m}_{K}(z)+1} \leq \sigma_{K, k}(z), \quad z \in \operatorname{int} K, k \geq 1 \tag{15}
\end{equation*}
$$

The main technical tool of the present paper is the "dual construction". Let $k \geq 1$. First, a dual (or supporting) $k$-configuration is a multiset $\left\{f_{0}, \ldots, f_{n}\right\} \subset \operatorname{aff}_{K}$ (repetition allowed) such that the intersection

$$
\begin{equation*}
\bigcap_{i=0}^{k}\left\{u \in \mathcal{X} \mid f_{i}(u) \leq 0\right\}=\varnothing . \tag{16}
\end{equation*}
$$

With this, the $k$-th dual mean Minkowski measure $\sigma_{K, k}^{o}: \operatorname{int} K \rightarrow \mathbb{R}$ is defined as

$$
\begin{equation*}
\sigma_{K, k}^{o}(z)=\inf _{\left\{f_{0}, \ldots, f_{k}\right\} \in \mathbb{C}_{K, k}^{o}} \sum_{i=0}^{k} f_{i}(z), \quad z \in \operatorname{int} K, \tag{17}
\end{equation*}
$$

where $\mathfrak{C}_{K, k}^{o}$ denotes the set of all dual $k$-configurations of $z$.
The dual mean Minkowski measures have been introduced in [Guo and Toth 2016] along with detailed proofs of their arithmetic properties and extrema.

A dual $k$-configuration $\left\{f_{0}, \ldots, f_{k}\right\} \in \mathfrak{C}_{K, k}^{o}$ at which the infimum in (17) is attained is called minimizing or minimal for short. Since $\mathfrak{C}_{K, k}^{o}(z)$ inherits a compact topology from that of $\delta K$ and the sum in (17) is continuous with respect to $\left(f_{0}, \ldots, f_{k}\right) \in\left(\operatorname{aff}_{K}\right)^{k+1}$, minimal configurations always exist.

For $k=1$, a dual 1 -configuration of any $z \in \operatorname{int} K$ is an opposite pair of affine functionals $\left\{f_{0}, f_{1}\right\} \subset \operatorname{aff}_{K}, f_{1}=1-f_{0}$, and we have $\sigma_{K, 1}^{o}=1$ identically on int $K$.

Note, by (2), the obvious lower bound

$$
\begin{equation*}
\frac{k+1}{\mathfrak{m}_{K}(z)+1} \leq \sigma_{K, k}^{o}(z), \quad z \in \operatorname{int} K, k \geq 1 . \tag{18}
\end{equation*}
$$

The first and most obvious property of the dual mean Minkowski measures is that, being infima of affine functions, $\sigma_{K, k}^{o}:$ int $K \rightarrow \mathbb{R}, k \geq 1$, are automatically concave functions. This is in striking contrast with the mean Minkowski measures $\sigma_{K, k}:$ int $K \rightarrow \mathbb{R}, k \geq 1$ which, albeit concave in dimension $n=2$ (Theorem E in [Toth 2006]), for $n \geq 3$, they, in general, fail to satisfy any concavity properties. The following example illustrates this point.

Example. Let $K$ be an $n$-cube, $n \geq 3$. Then the function $\sigma_{K, n-1}$ is identically 1 on the complement of the (open) cross-polytope $K_{0}$ inscribed in $K$ (since the vertex figures provide $n-1$ dimensional simplicial intersections), but in the interior of $K_{0}$ we have $\sigma_{K, n-1}>1$. Thus, $\sigma_{K, n-1}$ is not concave. A somewhat more involved argument shows that $\sigma_{K, n}$ is also nonconcave. (For a much more general result, see [Toth 2009, Theorem D].) As a byproduct, we see that, for the $n$-cube $K, n \geq 3$, $\sigma_{K, n}$ and $\sigma_{K, n}^{o}$ are different functions.

The following pointwise duality is the cornerstone of our study:
Theorem 1. Let $K \subset \mathcal{X}$ be a convex body, and $z \in \operatorname{int} K$. For $k \geq 1$, we have

$$
\begin{equation*}
\sigma_{K, k}^{o}(z)=\sigma_{K^{z}, k}(z) \tag{19}
\end{equation*}
$$

where $K^{z}$ is the dual of $K$ with respect to $z$.
Remark. It is important to note that on the right-hand side of (19) the mean Minkowski measure has a double dependency on the point $z$; not only in the argument but also in forming the dual $K^{z}$. For this reason duality can only be used pointwise.

The crux of the proof of Theorem 1 (Section 3) is the equivalence

$$
\begin{equation*}
\left\{f_{0}, \ldots, f_{k}\right\} \in \mathfrak{C}_{K, k}^{o} \quad \Longleftrightarrow \quad\left\{f_{0}^{\sharp}, \ldots, f_{k}^{\sharp}\right\} \in \mathfrak{C}_{K^{z}, k}(z) . \tag{20}
\end{equation*}
$$

As a byproduct of the proof, it will also follow that, under this equivalence, minimal configurations correspond to each other.

Pointwise duality allows the properties of the mean Minkowski measures to carry over to the dual. Replacing $K$ with $K^{z}$ in (10) and using (7) and (19), we have subarithmeticity:

$$
\begin{equation*}
\sigma_{K, k+l}^{o}(z) \leq \sigma_{K, k}^{o}(z)+\frac{l}{\mathfrak{m}_{K}(z)+1}, \quad z \in \operatorname{int} K, k, l \geq 1 \tag{21}
\end{equation*}
$$

In addition, the sequence $\left\{\sigma_{K, k}^{o}(z)\right\}_{k \geq 1}$ is arithmetic with difference $1 /\left(\mathfrak{m}_{K}(z)+1\right)$ from the $n$-th term onwards.

Remark. It is worth noting that the direct proof of arithmeticity (without the use of duality) beyond the dimension is an application of (the contrapositive of) Helly's theorem (instead of Carathéodory's): For $k>n$, any dual $k$-configuration (characterized by (16)) contains an $n$-configuration.

To state the dual version of (11), for $1 \leq k \leq n$, we denote by $\mathfrak{P}_{k}=\mathfrak{P}_{\mathcal{X}, k}$ the space of all orthogonal projections $\Pi: \mathcal{X} \rightarrow \mathcal{X}$ onto $k$-dimensional affine subspaces $\Pi(\mathcal{X})=\mathcal{E} \subset \mathcal{X}$. We then have

$$
\begin{equation*}
\sigma_{K, k}^{o}(z)=\inf _{\Pi \in \mathfrak{F}_{k}} \sigma_{\Pi(K), k}^{o}(\Pi(z)), \quad z \in \operatorname{int} K \tag{22}
\end{equation*}
$$

(In the infimum $\Pi(z)$ can be replaced by $z$ if we require $z \in \Pi(\mathcal{X})=\mathcal{E}$.)
By duality, the bounds in (12) stay the same for the dual mean Minkowski measures. To characterize the convex bodies for which the lower bound is attained is somewhat more complex (to be expounded in Section 3). We summarize these concisely in the following:

Theorem 2. Let $K \subset \mathcal{X}$ be a convex body. For $k \geq 1$, we have

$$
\begin{equation*}
1 \leq \sigma_{K, k}^{o}(z) \leq \frac{k+1}{2}, \quad z \in \operatorname{int} K . \tag{23}
\end{equation*}
$$

Assuming $k \geq 2$, the upper bound in (23) is attained if and only if $K$ is symmetric with respect to $z$. If, for some $k \geq 1, \sigma_{K, k}^{o}(z)=1$ at $z \in \operatorname{int} K$ then $\sigma_{K, k}^{o}=1$ identically on int $K$; we have $k \leq n$, and $K$ has an orthogonal projection to a $k$-simplex.

The functions $\sigma_{K, k}^{o}:$ int $K \rightarrow \mathbb{R}, k \geq 1$, are continuous on int $K$. As in the nondual case, by the lower bound in (23) along with subarithmeticity ( $k=1$ and $l=k-1$ in (21) with $\sigma_{K, 1}^{o}=1$ ), we have continuity up to the boundary via

$$
\begin{equation*}
\lim _{d(z, \partial K) \rightarrow 0} \sigma_{K, k}^{o}(z)=1 \tag{24}
\end{equation*}
$$

Example. Let $K$ be a tetrahedron $(n=3)$ truncated near all four vertices (by vertex figures, say). Then $\sigma_{K, 2}=1$ identically as $K$ has triangular intersections through any of its interior points. On the other hand, $\sigma_{K, 2}^{o}>1$ everywhere since $K$ has no triangular projection. We see once again that, in general, the function $\sigma_{K, k}$ and its dual $\sigma_{K, k}^{o}$ are different.

Next, again by duality, we note superadditivity

$$
\sigma_{K, k+l}^{o}(z)-\sigma_{K, k}^{o}(z) \geq \sigma_{K, l}^{o}(z)-\sigma_{K, 1}^{o}(z), \quad z \in \operatorname{int} K, k, l \geq 1,
$$

and, as a consequence, monotonicity: $\sigma_{K, k}^{o}(z) \leq \sigma_{K, k+1}^{o}(z), k \geq 1$.
Most of the properties of the dual mean Minkowski measures discussed above are consequences of the pointwise duality asserted by Theorem 2. They have, however, additional and more refined properties showing that, as measures, they are better adapted convex bodies than their nondual counterparts. Our next result asserts the striking fact that the $n$-th dual mean Minkowski measure can be explicitly calculated at the critical points of a convex body.

Theorem 3. Let $K \subset \mathcal{X}$ be a convex body and $K^{*} \subset K$ its critical set. For any critical point $z^{*} \in K^{*}$, we have

$$
\begin{equation*}
\sigma_{K, n}^{o}\left(z^{*}\right)=\frac{n+1}{\mathfrak{m}_{K}^{*}+1} . \tag{25}
\end{equation*}
$$

The proof of Theorem 3 (Section 3) relies heavily on Klee's delicate analysis of the critical set and the proof of his improved Minkowski-Radon inequality.

Remark. It is natural to ask if (25) holds for the $n$-th (nondual) mean Minkowski measure $\sigma_{K, n}$. While this remains unsolved, it seems to depend on whether a critical point $z^{*} \in K^{*}$ is also a critical point for the dual $(K)^{z^{*}}$ or not. For the class of convex bodies of constant width the answer is affirmative as follows. (For a general reference on convex bodies of constant width, see [Chakerian and Groemer 1983].) For a convex body $K$ of constant width $d$, the critical set $K^{*}$ is a singleton, and the unique critical point $z^{*}$ is the common center of the circumcircle $\mathcal{S}_{R_{K}}\left(z^{*}\right)$ and the incircle $\mathcal{S}_{r_{K}}\left(z^{*}\right)$ with circumradius $R_{K}$ and inradius $r_{K}$. The latter can be expressed in terms of the Minkowski measure as

$$
R_{K}=\frac{\mathfrak{m}_{K}^{*}}{\mathfrak{m}_{K}^{*}+1} d \quad \text { and } \quad r_{K}=\frac{1}{\mathfrak{m}_{K}^{*}+1} d .
$$

In particular, we have $R_{K}+r_{K}=d$ and

$$
\mathfrak{m}_{K}^{*}=\frac{R_{K}}{r_{K}} .
$$

(For these results, see [Jin and Guo 2012], and (for some) also [Bonnesen and Fenchel 1934, §63] and [Eggleston 1958, Theorem 53 and its corollary, p. 125].) Another classical fact is that $z^{*} \in\left[\partial K \cap \mathcal{S}_{R_{K}}\left(z^{*}\right)\right]$, so that, by Carathéodory's theorem, $z^{*}$ is in the convex hull of at most $n+1$ boundary points of $K$ on the circumcircle $\mathcal{S}_{R_{K}}\left(z^{*}\right)$. It follows that the circumcircle contains an $n$-configuration of $z^{*}$. Thus, for a convex body $K$ of constant width, equality holds in (25) for the (nondual) mean Minkowski measure $\sigma_{K, n}$.

For $k=n$, an $n$-configuration $\left\{x_{0}, \ldots, x_{n}\right\} \in \mathfrak{C}_{K, n}(z), z \in \operatorname{int} K$, is called simplicial if $\left[x_{0}, \ldots, x_{n}\right]$ is an $n$-simplex with $z$ is in its interior. We let $\Delta_{K}(z) \subset \mathfrak{C}_{K, n}(z)$ denote the (noncompact) space of all simplicial configurations. (The concept of simplicial $k$-configurations, $1 \leq k \leq n$, can be defined analogously using relative interiors, but we will not need this here.) In (9) the infimum can be restricted to $\Delta_{K}(z)$, but a minimizing sequence of simplicial configurations may not (sub)converge. If degeneracy at the infima does not occur, that is all minimal $n$-configurations are simplicial then we call $z \in$ int $K$ a regular point. The set of regular points is denoted by $\mathcal{R}_{K} \subset$ int $K$.

We now turn to the dual construction (Section 4). A dual $n$-configuration $\left\{f_{0}, \ldots, f_{n}\right\} \in \mathfrak{C}_{K, n}^{o}(z)$ is called simplicial if the intersection

$$
\bigcap_{i=0}^{n}\left\{u \in \mathcal{X} \mid f_{i}(u) \geq 0\right\}
$$

is an $n$-simplex. Using musical equivalences, this is equivalent to $\left\{f_{0}^{\sharp}, \ldots, f_{n}^{\sharp}\right\} \in$ $\mathfrak{C}_{K^{z}, n}(z)$ being simplicial. We let $\Delta_{K}^{o}(z) \subset \mathfrak{C}_{K, n}^{o}$ denote the space of all simplicial dual configurations. As before, in (17) the infimum can be restricted to $\Delta_{K}^{o}(z)$, but a minimizing sequence of simplicial dual configurations may not (sub)converge. If all minimal dual $n$-configurations are simplicial then we call $z \in$ int $K$ a dual regular point. The set of dual regular points is denoted by $\mathcal{R}_{K}^{o} \subset$ int $K$.

The concept of regularity meshes well with duality, and Theorem 2 gives

$$
\begin{equation*}
z \in \mathcal{R}_{K}^{o} \quad \Longleftrightarrow \quad z \in \mathcal{R}_{K^{z}}, \quad z \in \operatorname{int} K . \tag{26}
\end{equation*}
$$

The significance of these concepts lie in the fact that at any regular or dual regular points $n+1$ affine diameters meet. This is closely related to Grïnbaum's conjecture: Any convex body $K$ has an interior point $z$ at which $n+1$ affine diameters meet. (See [Grünbaum 1963, 6.4.3, p. 254].)

A study of subconvergence of minimizing sequences then gives the following consequence of Theorem 3:
Theorem 4. Let $z^{*} \in K^{*} \subset K$ be as in Theorem 3. Then we have

$$
\begin{equation*}
\frac{n}{\mathfrak{m}_{K}^{*}+1} \leq \sigma_{K, n-1}^{o}\left(z^{*}\right) . \tag{27}
\end{equation*}
$$

If strict inequality holds then $z^{*} \in \mathcal{R}_{K}^{o}$ and the Grünbaum conjecture is valid for $K$ : There are $n+1$ affine diameters that meet at $z^{*}$.

## Remarks.

(A) Klee [1953] proved Grünbaum's conjecture under the condition $\mathfrak{m}_{K}\left(z^{*}\right)>n-1$. This is much more restrictive than (27) since $\sigma_{K, n-1}\left(z^{*}\right) \geq 1$ automatically holds.
(B) The geometric interpretation of the right-hand side in (27) follows from (22): $\sigma_{K, n-1}^{o}\left(z^{*}\right)$ is the infimum of $\sigma_{\Pi(K), n-1}^{o}\left(\Pi\left(z^{*}\right)\right)$ for all projections $\Pi \in \mathfrak{P}_{K, n-1}$ of $K$ to hyperplanes in $\mathcal{X}$.
(C) Equality holds in (27) if $K$ is symmetric (necessarily with center $z^{*}$ ). In this case the Grünbaum conjecture obviously holds.
(D) Let $K$ be a convex body of constant width. By the remark after Theorem 3, Theorem 4 holds for the (nondual) mean Minkowski measure. Whether the respective inequality is strict or not depends on the (unique) critical point
$z^{*} \in K^{*}$ being regular or not. This, in turn, depends on whether $z^{*}$ is in the convex hull of boundary points of $K$ contained in a (proper) great subsphere of the circumsphere $\mathcal{S}_{R_{K}}\left(z^{*}\right)$. Note that the construction of raising the dimension for convex bodies of constant width shows that nonregular points can well occur; see [Lachand-Robert and Oudet 2007, Theorem 6].

Example. Let $K=\left\{(a, b) \in \mathbb{R}^{2} \mid a^{2}+b^{2} \leq 1, b \geq 0\right\}$ be the unit half-disk. A simple computation shows that $\mathfrak{m}_{K}$ attains its minimum at the (unique) critical point $z^{*}=(0, \sqrt{2}-1)$. (See also [Hammer 1951].) We thus have $\mathfrak{m}_{K}^{*}=\sqrt{2}$, and, by Theorem 3, $\sigma_{K, 2}^{o}\left(z^{*}\right)=3 /(\sqrt{2}+1)$. Since $\sigma_{K, 1}^{o}=1$, in (27) strict inequality holds, in particular, $z^{*} \in \mathcal{R}_{K}^{o}$. (Note that the centroid $g(K)=(0,4 / 3 \pi)$ of $K$ is different form $z^{*}$.) We claim that $\mathcal{R}_{K}^{o}=$ int $\Delta$, where $\Delta=\left[x_{0}, x_{-}, x_{+}\right]$is the triangle with vertices $x_{0}=(0,1)$ and $x_{ \pm}=( \pm 1,0)$. Given $z=(a, b) \in \operatorname{int} K$ there may be at most three affine diameters passing through $(a, b)$, those that also pass through $x_{0}$, $x_{-}$, and $x_{+}$. This immediately gives $\mathcal{R}_{K}^{o} \subset$ int $\Delta$. For equality, let $z=(a, b) \in \operatorname{int} \Delta$ with $a \geq 0$ (by symmetry). Define $f_{0} \in \operatorname{aff}_{K}$ by its zero set the first axis, and let $f_{ \pm} \in \operatorname{aff}_{K}$ have its zero set the tangent line to the unit circle at the opposite $x_{ \pm}^{o}$ with respect to $z$. A simple comparison of ratios shows that $f_{-}(z)+f_{+}(z)<1$ and $f_{0}(z)+f_{+}(z)<1$. On the other hand, we have $1 /\left(\mathfrak{m}_{K}(z)+1\right)=\min \left(f_{0}(z), f_{-}(z)\right)$, and we obtain

$$
f_{0}(z)+f_{-}(z)+f_{+}(z)<1+\frac{1}{\mathfrak{m}_{K}(z)+1}
$$

Since $\left\{f_{0}, f_{-}, f_{+}\right\} \in \mathfrak{C}_{K}^{o}(z)$, a dual 2 -configuration, we see that $z$ is a dual regular point. The claim follows.

A simple consideration of the affine coordinates associated to a simplex shows that the interior of a simplex consists of dual regular points only. (See Section 3.) In the other extreme it is natural to expect that the interior of a symmetric convex body does not have any dual regular points. This is indeed the case asserted by the following:

## Theorem 5. In a symmetric body $K$ there are no dual regular points.

Remark. The same holds for (nondual) regular points; see [Toth 2009, Theorem A]. This, however, does not imply Theorem 5 due to the fact that the duality in Theorem 2 is only pointwise.

Example. Let $K=\Delta \times I \subset \mathbb{R}^{3}$ be a prism, where $\Delta \subset \mathbb{R}^{2}$ is a triangle and $I \subset \mathbb{R}$ is a closed interval. Then there are no dual regular points in the interior of $K$. This shows that the converse of Theorem 5 is not true. In addition, since $\mathfrak{m}_{\Delta}^{*}=2$, we have $\mathfrak{m}_{K}^{*}=2$, and $\sigma_{K, 2}=1$ identically (since $K$ has the triangular projection $\Delta$ ). We see that equality holds in (27). On the other hand, through any interior points of $K$ there are four affine diameters so that Grünbaum's conjecture holds for $K$.

This shows that in trying to remove the condition in (27) one needs to consider nonsymmetric convex bodies with no dual regular points. (As was pointed out by Hammer and Sobczyk [1951], $K$ is a convex body with 1 -dimensional critical set $K^{*}$. In addition, for $K$ equality holds in Klee's inequality showing that it is sharp.)

## 2. Duality via the musical equivalencies

We define the dual of a convex body $K \subset \mathcal{X}$ with respect to an interior point $z \in \operatorname{int} K$ as follows.

First, let $K_{0} \subset \mathcal{X}$ be a convex body with $0 \in K_{0}$, the origin in $\mathcal{X}$. We define the dual of $K_{0}$ with respect to 0 as

$$
\begin{equation*}
K_{0}^{0}=\left\{u \in \mathcal{X} \mid \sup _{x \in K_{0}}\langle x, u\rangle \leq 1\right\} \tag{28}
\end{equation*}
$$

Clearly, $0 \in$ int $K_{0}$, and by the bipolar theorem, we have $\left(K_{0}^{0}\right)^{0}=K_{0}$.
The general case $(z \in$ int $K)$ is reduced to this by employing translations $T_{v}$ : $\mathcal{X} \rightarrow \mathcal{X}, v \in \mathcal{X}$, where $T_{v}(u)=u+v, u \in \mathcal{X}$.

We first let $K_{0}=\left(T_{z}\right)^{-1}(K)$ (so that the point $z \in$ int $K$ is moved to the origin $0 \in \operatorname{int} K_{0}$ ), and then define

$$
\begin{equation*}
K^{z}=T_{z}\left(K_{0}^{0}\right), \quad K_{0}=\left(T_{z}\right)^{-1}(K) \tag{29}
\end{equation*}
$$

Clearly, $z \in \operatorname{int} K^{z}$, and, by the above, we also have $\left(K^{z}\right)^{z}=K$.
The translations $T_{v}: \mathcal{X} \rightarrow \mathcal{X}, v \in \mathcal{X}$, act on the space of affine functionals $\operatorname{aff}=\operatorname{aff}(\mathcal{X})$ by $T_{v}^{o}: \operatorname{aff} \rightarrow \operatorname{aff}, v \in \mathcal{X}$, defined by $T_{v}{ }^{o}(f)=f \circ T_{v}^{-1}, f \in \operatorname{aff}$. Using the notations above, for $z \in \operatorname{int} K$, the linear map $T_{z}^{o}$ restricts to $T_{z}^{o}: \operatorname{aff}_{K_{0}} \rightarrow \operatorname{aff}_{K}$, $K_{0}=T_{z}^{-1}(K)$, between the normalized affine functionals of the respective convex bodies. (Indeed, for $f_{0} \in$ aff $K_{0}$, we have $f_{0}\left(K_{0}\right)=T_{z}^{o}\left(f_{0}\right)(K)=[0,1]$.) Since, by (29), $K_{0}^{0}=T_{z}^{-1}\left(K^{z}\right)$, we also have the restriction $T_{z}^{o}: \operatorname{aff}_{K_{0}^{0}} \rightarrow \operatorname{aff}_{K^{z}}$.

In this spirit, the definition of the musical equivalencies

$$
b_{K, z}: \partial K \rightarrow \operatorname{aff}_{K^{z}} \quad \text { and } \quad \sharp_{K, z}: \operatorname{aff}_{K} \rightarrow \partial K^{z}
$$

can be reduced to

$$
b_{K_{0}, 0}: \partial K_{0} \rightarrow \operatorname{aff}_{K_{0}^{0}} \quad \text { and } \quad \sharp_{K_{0}, 0}: \operatorname{aff}_{K_{0}} \rightarrow \partial K_{0}^{0}
$$

by the formulas

$$
\begin{equation*}
\mathrm{b}_{K, z}=T_{z}^{o} \circ b_{K_{0}, 0} \circ T_{z}^{-1} \quad \text { and } \quad \sharp_{K, z}=T_{z} \circ \sharp_{K_{0}, 0} \circ\left(T_{z}^{-1}\right)^{o} . \tag{30}
\end{equation*}
$$

It remains to define the musical equivalencies for $K_{0}$ with respect to $0 \in$ int $K_{0}$ satisfying (3)-(6). For simplicity, we now suppress the subscript 0 and set $K=K_{0}$ with $0 \in \operatorname{int} K$.

For $x \in \partial K$, we let $x^{b}: \mathcal{X} \rightarrow \mathbb{R}$ be the affine functional given by

$$
\begin{equation*}
x^{b}(u)=\frac{1}{\lambda_{K}(x, 0)+1}(1-\langle x, u\rangle), \quad u \in \mathcal{X} . \tag{31}
\end{equation*}
$$

Evaluating this at the origin $0,(5)$ immediately follows.
The opposite of $x \in \partial K$ (with respect to the origin 0 ) is $x^{o}=-x / \lambda_{K}(x, 0)$. Replacing $x$ by $x^{o}$ in (31), a simple computation gives the first formula in (3). Now a quick look at the definition of the dual $K^{0}$ in (28) shows that $x^{b}$ is normalized for $K^{0}$. We conclude that the musical map $b: \partial K \rightarrow \operatorname{aff}_{K^{0}}$ is well-defined.

For $f \in \operatorname{aff}_{K}$, we write $f(u)=\langle A, u\rangle+a, A \in \mathcal{X}$ and $a \in(0,1)$ (since $f$ is normalized). We then define

$$
\begin{equation*}
f^{\sharp}=-\frac{A}{a} . \tag{32}
\end{equation*}
$$

Since $f$ is normalized, (28) shows that this point is on the boundary of the dual $K^{0}$. Once again, we obtain that the musical map $\#: \operatorname{aff}_{K} \rightarrow \partial K^{0}$ is well-defined.

Using (28) and (32) with $1-f$ in place of $f$, we obtain

$$
(1-f)^{\sharp}=\frac{A}{1-a}=\left(f^{\sharp}\right)^{o},
$$

and the second formula in (3) follows. Since $-A / a$ and $A /(1-a)$ are opposites in $K^{0}$, as a byproduct, we obtain (6).

Finally, it remains to show that the musical equivalencies are inverses of each other, that is (4) holds. Indeed, combining (31) and (32), we obviously have $\left(x^{b}\right)^{\sharp}=x, x \in \partial K$, and the first relation in (4) follows. For the second, letting $f(u)=\langle A, u\rangle+a$ as above and using (6), we have $\left(f^{\sharp}\right)^{b}(u)=a(1+\langle A, u\rangle / a)=$ $f(u), u \in \mathcal{X}$. The second relation in (4) also follows.

As a final preparatory step, as stated in the previous section, we need to work out the dual of an affine diameter. Let $\left[x, x^{o}\right] \subset K$ be an affine diameter with parallel supporting hyperplanes $\mathcal{H}, \mathcal{H}^{o} \in \delta K$ at both ends, that is $x \in \mathcal{H}$ and $x^{o} \in \mathcal{H}^{o}$. As above, we let $f \in \operatorname{aff}_{K}$ be the normalized affine functional with zero sets $\mathcal{H}=\{u \mid f(u)=0\}$ and $\mathcal{H}^{o}=\{u \mid 1-f(u)=0\}$. We have $f(x)=0$ and $f\left(x^{o}\right)=1$. Letting $0=z$ and $f(u)=\langle A, u\rangle+a, u \in \mathcal{X}$, as above, we have

$$
x^{b}\left(f^{\sharp}\right)=\frac{1}{\lambda_{K}(x, 0)+1}\left(1-\left\langle x,-\frac{A}{a}\right\rangle\right)=\frac{1}{a\left(\lambda_{K}(x, 0)+1\right)} f(x)=0,
$$

and

$$
\begin{aligned}
x^{\mathrm{b}}\left(\left(f^{\sharp}\right)^{o}\right) & =\frac{1}{\lambda_{K}(x, 0)+1}\left(1-\left\langle x, \frac{A}{1-a}\right\rangle\right) \\
& =\frac{1}{(1-a)\left(\lambda_{K}(x, 0)+1\right)}(1-a-\langle x, A\rangle)=1,
\end{aligned}
$$

since

$$
f\left(x^{o}\right)=\left\langle A, x^{o}\right\rangle+a=-\frac{1}{\lambda_{K}(x, 0)}\langle A, x\rangle+a=1 .
$$

We see that $\left[f^{\sharp},\left(f^{\sharp}\right)^{o}\right]$ is an affine diameter of the dual $K^{0}$ with parallel supporting hyperplanes $x^{b},\left(x^{o}\right)^{b} \in \delta K^{0}$ at the endpoints.

We conclude that the dual of an affine diameter configuration is also an affine diameter configuration.

## 3. Proofs of Theorems 1-3

Proof of Theorem 1. We will show that $\sigma_{K, k}(z)=\sigma_{K^{z}, k}^{o}(z)$. Since $\left(K^{z}\right)^{z}=K$, this will imply the theorem.

We first claim that, for any $\left\{x_{0}, \ldots, x_{k}\right\} \subset \partial K$, we have

$$
\begin{equation*}
z \in\left[x_{0}, \ldots, x_{k}\right] \Longleftrightarrow \bigcap_{i=0}^{k}\left\{u \in \mathcal{X} \mid x_{i}^{\mathrm{b}}(u) \leq 0\right\}=\varnothing, \tag{33}
\end{equation*}
$$

where $b=b_{K, z}: \partial K \rightarrow \operatorname{aff}_{K^{z}}$ is the musical equivalence.
Without loss of generality, we may set $z=0 \in \operatorname{int} K$, the origin.
First, assume that $0 \in\left[x_{0}, \ldots, x_{k}\right]$, that is $\sum_{i=0}^{k} \lambda_{i} x_{i}=0$ with $\sum_{i=0}^{k} \lambda_{i}=1$, $\lambda_{i} \in[0,1], i=0, \ldots, k$. Assume there exists $u \in \mathcal{X}$ such that $x_{i}^{b}(u) \leq 0, i=0, \ldots, k$. By (31), this means that $\left\langle x_{i}, u\right\rangle \geq 1, i=0, \ldots, k$. Summing up, we obtain

$$
\sum_{i=0}^{k} \lambda_{i}\left\langle x_{i}, u\right\rangle=\left\langle\sum_{i=0}^{k} \lambda_{i} x_{i}, u\right\rangle=0 \geq \sum_{i=0}^{k} \lambda_{i}=1
$$

a contradiction.
Conversely, assume that $0 \notin\left[x_{0}, \ldots, x_{k}\right]$ so that 0 and the convex hull $\left[x_{0}, \ldots, x_{k}\right]$ can be (strictly) separated by a hyperplane $\mathcal{H} \subset \mathcal{X}$. A unit normal $N \in \mathcal{X}$ of $\mathcal{H}$ then satisfies $\left\langle x_{i}, N\right\rangle>0, i=0, \ldots, k$. For $t>0$ large enough, we then have $\left\langle x_{i}, t N\right\rangle \geq 1$, $i=0, \ldots, k$. Thus, $t N$ belongs to the intersection $\bigcap_{i=0}^{k}\left\{u \in \mathcal{X} \mid x_{i}^{b}(u) \leq 0\right\}$. The converse follows.

The claim just proved can be reformulated as

$$
\left\{x_{0}, \ldots, x_{k}\right\} \in \mathfrak{C}_{K, k}(z) \quad \Longleftrightarrow \quad\left\{x_{0}^{b}, \ldots, x_{k}^{b}\right\} \in \mathfrak{C}_{K^{z}, k}^{o}
$$

Using (5), we now calculate

$$
\begin{aligned}
\sigma_{K, k}(0) & =\inf _{\left\{x_{0}, \ldots, x_{k}\right\} \in \mathfrak{C}_{K, k}(0)} \sum_{i=0}^{k} \frac{1}{\lambda_{K}\left(x_{i}, 0\right)+1}=\inf _{\left\{x_{0}^{\mathrm{b}}, \ldots, x_{k}^{b}\right\} \in \mathfrak{C}_{K^{z}, k}^{o}} \sum_{i=0}^{k} x_{i}^{\mathrm{b}}(0) \\
& =\inf _{\left\{f_{0}, \ldots, f_{k}\right\} \in \mathfrak{C}_{K^{z}, k}^{o}(0)} \sum_{i=0}^{k} f_{i}(0)=\sigma_{K^{z}, k}^{o}(0) .
\end{aligned}
$$

Remark. Dually, for $\left\{f_{0}, \ldots, f_{k}\right\} \subset \operatorname{aff}_{K}$, we also have

$$
\bigcap_{i=0}^{k}\left\{u \in \mathcal{X} \mid f_{i}(u) \leq 0\right\}=\varnothing \quad \Longleftrightarrow \quad z \in\left[f_{0}^{\sharp}, \ldots, f_{k}^{\sharp}\right] .
$$

This is the same as the equivalency asserted in (20). As a byproduct of the computation above we also see that under the musical equivalencies minimal configurations correspond to each other.

We turn to the proof of (22). Given a dual $k$-configuration $\left\{f_{0}, \ldots, f_{k}\right\} \in \mathfrak{C}_{K, k}^{o}$, let $\mathcal{E} \subset \mathcal{X}$ be a $k$-dimensional affine subspace containing the duals $f_{0}^{\sharp}, \ldots, f_{k}^{\sharp} \in \mathcal{X}$ (and, by (20), also $z$ ). We have $\left\{f_{0}\left|\mathcal{E}, \ldots, f_{k}\right| \mathcal{E}\right\} \in \mathfrak{C}_{\Pi(K), k}^{o}$, where $\Pi \in \mathfrak{P}_{k}$ is the orthogonal projection of $\mathcal{X}$ to $\mathcal{E}$. The affine functionals $f_{i}, i=0, \ldots, k$, are constant along (the fibers of) $\Pi$, and we also have $\sum_{i=0}^{k} f_{i}(z)=\sum_{i=0}^{k}\left(f_{i} \mid \mathcal{E}\right)(z)$. We conclude that the infimum for $\sigma_{K, k}^{o}(z)$ in (22) can first be taken for dual $k$-configurations in $\mathfrak{C}_{\Pi(K), k}^{o}(\Pi(z))$ for a given $\Pi \in \mathfrak{P}_{k}$, thus yielding $\sigma_{\Pi(K), k}^{o}(\Pi(z))$, and finally followed by the infimum for all $\Pi \in \mathfrak{P}_{k}$. The claim follows.

Proof of Theorem 2. As noted previously, the bounds in (23) follow by duality via Theorem 1.

We now consider the upper bound in (23). Let $k \geq 2$, and assume that $\sigma_{K, k}^{o}(z)=$ $(k+1) / 2$. Dualizing, again by Theorem 1 , we have $\sigma_{K^{z}, k}(z)=(k+1) / 2$. Hence, $K^{z}$ is symmetric with respect to $z$. Since duality (with respect to the center) preserves symmetry, we obtain that $K=\left(K^{z}\right)^{z}$ is symmetric with respect to $z$.

It remains to consider the lower bound in (23). Assume that, for some $k \geq 1$, we have $\sigma_{K, k}^{o}(z)=1$ at an interior point $z \in \operatorname{int} K$. Since $\sigma_{K, k}^{o}$ is a concave function on int $K$ and, by (24), it assumes the value 1 on the boundary, we see that $\sigma_{K, k}^{o}=1$ identically on $K$.

If $k>n$ then, by arithmeticity and (23), we have

$$
1=\sigma_{K, k}^{o}(z)=\sigma_{K, n}^{o}(z)+\frac{k-n}{\mathfrak{m}_{K}(z)+1} \geq 1+\frac{k-n}{\mathfrak{m}_{K}(z)+1}>1 .
$$

This is a contradiction. Thus $k \leq n$. (Alternatively, again by duality, $\sigma_{K, k}^{o}(z)=$ $\sigma_{K^{z}, k}(z)=1$ so that $k \leq n$.)

For the last statement, let the infimum in (22) be attained at an orthogonal projection $\Pi \in \mathfrak{P}_{k}$ (onto a $k$-dimensional affine subspace), so that $\sigma_{\Pi(K), k}^{o}(\Pi(z))=1$. As before, $\sigma_{\Pi(K), k}^{o}=1$ identically on $\Pi(K)$. Let $z^{*}$ be a critical point of $\Pi(K)$. By the obvious lower bound in (18) applied to the $k$-dimensional convex body $\Pi(K)$ (and $z^{*}$ ), we have

$$
\frac{k+1}{\mathfrak{m}_{\Pi(K)}^{*}+1} \leq \sigma_{\Pi(K), k}^{o}\left(z^{*}\right)=1 .
$$

This gives $k \leq \mathfrak{m}_{\Pi(K)}\left(z^{*}\right)$. By the Minkowski-Radon inequality, $\mathfrak{m}_{\Pi(K)}^{*} \leq k$, so that equality holds and $\Pi(K)$ is a $k$-simplex.

Example. An $n$-simplex $\Delta=\left[x_{0}, \ldots, x_{n}\right]$ with vertices $x_{0}, \ldots, x_{n} \in \mathcal{X}$ possesses a unique minimal dual $n$-configuration for any interior point, the affine coordinate system $\left\{f_{0}, \ldots, f_{n}\right\} \subset \operatorname{aff}_{\Delta}$ associated to $\Delta$. (For $i=0, \ldots, n, f_{i} \in \operatorname{aff}_{\Delta}$ is the normalized affine functional that vanishes on the $i$-th face $\left[x_{0}, \ldots, \widehat{x_{i}}, \ldots, x_{n}\right]$ (opposite to the vertex $x_{i}$ ), and $f_{i}\left(x_{i}\right)=1$.) For $z \in$ int $\Delta$ with $z=\sum_{i=0}^{n} \lambda_{i} x_{i}$, $\sum_{i=0}^{n} \lambda_{i}=1, \lambda_{i} \in(0,1)$, we have $f_{i}(z)=\lambda_{i}, i=0, \ldots, n$. Since (16) obviously holds, we have $\sigma_{\Delta, n}^{o}(z) \leq \sum_{i=0}^{n} f_{i}(z)=\sum_{i=0}^{n} \lambda_{i}=1$. By (23), equality must hold. We see that $\left\{f_{0}, \ldots, f_{n}\right\} \in \mathfrak{C}_{\Delta, n}^{o}(z)$ is the (unique) minimal dual $n$-configuration for all $z \in \operatorname{int} \Delta$. As a byproduct, we see that all interior points of an $n$-simplex are dual regular, that is $\mathcal{R}_{\Delta}^{o}=\operatorname{int} \Delta$. (The same holds for (nondual) regular points.)

Remark. The previous example can be used to show directly that if $\sigma_{K, n}^{o}(z)=1$ then $K$ is an $n$-simplex. This gives an alternative proof of the last part of Theorem 2 (for $\Pi(K)$ instead of $K$ ) without the recourse of the Minkowski-Radon theorem.

Assume $\sigma_{K, n}^{o}(z)=1$ for some $z \in \operatorname{int} K$. First, any minimal dual $n$-configuration of $z$ must be simplicial. Indeed, otherwise a minimal dual $n$-configuration would contain a proper subconfiguration, and we would have arithmeticity: $1=\sigma_{K, n}^{o}=$ $\sigma_{K, n-1}^{o}+1 /\left(\mathfrak{m}_{K}(z)+1\right)>1$, a contradiction. Second, let $\left\{f_{0}, \ldots, f_{n}\right\} \in \Delta_{K}^{o}(z)$ be a minimal simplicial dual configuration. The corresponding $n$-simplex $\Delta=$ $\bigcap_{i=0}^{n}\left\{u \in \mathcal{X} \mid f_{i}(u) \geq 0\right\}$ contains $K$. For each $i=0, \ldots, n$, let $\tilde{f}_{i} \in \operatorname{aff}_{\Delta}$ be the normalized affine functional such that $\left\{u \in \mathcal{X} \mid f_{i}(u)=0\right\}=\left\{u \in \mathcal{X} \mid \tilde{f}_{i}(u)=0\right\}$. Now, assume that $K$ is not a simplex. Then $f_{i}(z)<\tilde{f}_{i}(z)$ for some $i=0, \ldots, n$. We then have $1=\sigma_{K, n}^{o}(z)=\sum_{i=0}^{n} f_{i}(z)<\sum_{i=0}^{n} \tilde{f}_{i}(z)=\sigma_{\Delta, n}(z)=1$, where the last two equalities follow from the example immediately above. This is a contradiction, so that $K$ must be an $n$-simplex.

Proof of Theorem 3. We first introduce some notation. We define

$$
\mathcal{M}(z)=\left\{x \in \partial K \mid \lambda_{K}(x, z)=\mathfrak{m}_{K}(z)\right\}, \quad z \in \operatorname{int} K,
$$

where $\mathfrak{m}_{K}:$ int $K \rightarrow \mathbb{R}$ is the maximal Minkowski ratio. Clearly, $\mathcal{M}(z) \subset \partial K$ is compact, and for every $x \in \mathcal{M}(z)$, the chord $\left[x, x^{0}\right]$ of $K$ is an affine diameter. (This is an elementary fact; also noted in [Klee 1953, 3.2].)

We now turn to the proof, in which we will use several results of Klee [1953]. Let $\mathcal{N}\left(z^{*}\right)=\mathcal{M}\left(z^{*}\right)^{o} \subset \partial K$ be the opposite set of $\mathcal{M}\left(z^{*}\right) \subset \partial K$ with respect to $z^{*}$. Denote by $\mathfrak{G}$ the family of closed half-spaces that intersect $\mathcal{N}\left(z^{*}\right)$ but disjoint from int $K$. Clearly, for each $\mathcal{G} \in \mathfrak{G}$, the boundary $\mathcal{H}=\partial \mathcal{G}$ is a hyperplane supporting $K$ at a point in $\mathcal{N}\left(z^{*}\right)$. Conversely, for any hyperplane $\mathcal{H}$ supporting $K$ at a point in $\mathcal{N}\left(z^{*}\right)$, the closed half-space $\mathcal{G}$ with boundary $\mathcal{H}$ and disjoint from $K$ belongs to $\mathfrak{G}$.

In a technical lemma, Klee [1953, 3.1] proved

$$
\bigcap \mathfrak{G}=\bigcap_{\mathcal{G} \in \mathfrak{G}} \mathcal{G}=\varnothing .
$$

Taking interiors, the family

$$
\mathfrak{I}=\operatorname{int} \mathfrak{G}=\{\operatorname{int} \mathcal{G} \mid \mathcal{G} \in \mathfrak{G}\}
$$

of open half-spaces is in Klee's terminology 0-closed. This means that, for any sequence $\left\{\mathcal{I}_{k}\right\}_{k \geq 1} \subset \mathfrak{G}$ which is Kuratowski convergent to a limit $\mathcal{I}$, we have $\operatorname{int} \mathcal{I} \in \mathfrak{G}$. (Note that, by definition, any Kuratowski limit is a closed set.)

We now need Klee's extension of Helly's theorem for 0 -closed families: If any $n+1$ members of an 0 -closed family has nonempty intersection then the interior of the intersection of all members of the family is nonempty (see [Klee 1953, 3.2]).

We apply this to our family $\mathfrak{I}$ of open half-spaces above. Since $\bigcap \mathfrak{I}=\varnothing$ (as $\bigcap \mathfrak{G}=\varnothing$ ) we see that there are $n+1$ open half-spaces $\mathcal{I}_{0}, \ldots, \mathcal{I}_{n} \in \mathfrak{I}$ such that $\bigcap_{i=0}^{n} \mathcal{I}_{k}=\varnothing$.

Let $i=0, \ldots, n$. We select $x_{i} \in \mathcal{M}\left(z^{*}\right)$ such that the opposite $x_{i}^{o} \in \overline{\mathcal{I}}_{i}$ (with respect to $\left.z^{*}\right)$. Then $\left[x_{i}, x_{i}^{o}\right]$ is an affine diameter with $\lambda_{K}\left(x_{i}, z^{*}\right)=\mathfrak{m}_{K}\left(z^{*}\right)=\mathfrak{m}_{K}^{*}$. We let $f_{i} \in \operatorname{aff}_{K}$ be the (unique) normalized affine functional with zero set $\partial \mathcal{I}_{i}$. Since $x_{i}^{o} \in \partial \mathcal{I}_{i}$, we have $f_{i}\left(x_{i}^{o}\right)=0$ and hence $f_{i}\left(x_{i}\right)=1$. We calculate

$$
f_{i}\left(z^{*}\right)=\frac{d\left(x_{i}^{o}, z^{*}\right)}{d\left(x_{i}^{o}, x_{i}\right)}=\frac{1}{d\left(x_{i}, z^{*}\right) / d\left(x_{i}^{o}, z^{*}\right)+1}=\frac{1}{\lambda_{K}\left(x_{i}, z^{*}\right)+1}=\frac{1}{\mathfrak{m}_{K}^{*}+1} .
$$

Summing up, we obtain

$$
\sigma_{K, n}^{o}\left(z^{*}\right) \leq \sum_{i=0}^{n} f_{i}\left(z^{*}\right)=\frac{n+1}{\mathfrak{m}_{K}^{*}+1}
$$

On the other hand, by (18), the right side is an obvious lower bound for $\sigma_{K, n}^{o}\left(z^{*}\right)$.

## 4. Regular points and the Grünbaum conjecture

Let $K \subset \mathcal{X}$ be a convex body. Recall that $z \in \operatorname{int} K$ is a regular point if all minimal $n$-configurations in $\mathfrak{C}_{K, n}(z)$ are simplicial, that is they belong to $\Delta_{K}(z)$. Since minimal simplicial configurations do not contain any proper (necessarily minimal) subconfigurations, this condition can be conveniently reformulated in terms of the mean Minkowski measures: $z \in$ int $K$ is regular if and only if in (10) strict subarithmeticity holds:

$$
\begin{equation*}
\sigma_{K, n}(z)<\sigma_{K, n-1}(z)+\frac{1}{\mathfrak{m}_{K}(z)+1} \tag{34}
\end{equation*}
$$

(For more details, see [Toth 2004].) Since the mean Minkowski measures are continuous, we see that the set of all regular points $\mathcal{R}_{K} \subset$ int $K$ is open.

Let $z \in \mathcal{R}_{K}$ be a regular point, and $\left\{x_{0}, \ldots, x_{n}\right\} \in \Delta_{K}(z)$ a minimal simplicial configuration. Since $z$ is in the interior of the $n$-simplex $\left[x_{0}, \ldots, x_{n}\right]$, by (9), for each $i=0, \ldots, n$, the distortion $\lambda_{K}(\cdot, z)$ attains a local maximum at $x_{i}$. It is well known that at local maxima of the distortion the corresponding chord (through $z$ ) is an affine diameter. (See, for example [Hammer 1951] or [Toth 2006].) We conclude that, for each $i=0, \ldots, n$, the chord $\left[x_{i}, x_{i}^{o}\right]$ is an affine diameter. Thus, at any regular point $z \in \mathcal{R}_{K}, n+1$ affine diameters meet.

In 1963 Grünbaum conjectured that any convex body has a common point of $n+1$ affine diameters. We see that if $\mathcal{R}_{K} \neq \varnothing$ then we have an affirmative answer to Grünbaum's conjecture: At any regular point $n+1$ affine diameters meet.

We turn to the dual scenario. Recall that a dual $n$-configuration $\left\{f_{0}, \ldots, f_{n}\right\} \in$ $\mathfrak{C}_{K, n}^{o}(z)$ is called simplicial if $\left\{f_{0}^{\sharp}, \ldots, f_{n}^{\sharp}\right\} \in \mathfrak{C}_{K^{z}, n}(z)$ is simplicial, where $\sharp=\sharp_{K, z}$ : $\operatorname{aff}_{K} \rightarrow \partial K^{z}$ denotes the musical equivalence. As noted previously, geometrically speaking, a dual $n$-configuration $\left\{f_{0}, \ldots, f_{n}\right\} \in \mathfrak{C}_{K, n}^{o}(z)$ is simplicial if and only if $\bigcap_{i=0}^{n}\left\{u \in \mathcal{X} \mid f_{i}(u) \geq 0\right\}$ is an $n$-simplex with $z$ in its interior. The set of dual simplicial configurations is denoted by $\Delta_{K}^{o}(z)$. By (20), for $\left\{f_{0}, \ldots, f_{n}\right\} \subset \operatorname{aff}_{K}$, we have

$$
\left\{f_{0}, \ldots, f_{n}\right\} \in \Delta_{K}^{o}(z) \quad \Longleftrightarrow \quad\left\{f_{0}^{\sharp}, \ldots, f_{n}^{\sharp}\right\} \in \Delta_{K^{z}}(z) .
$$

Recall that an interior point $z \in \operatorname{int} K$ is called dual regular if any minimal dual $n$-configuration in $\mathfrak{C}_{K, n}^{o}(z)$ is simplicial. The set of all dual regular points is denoted by $\mathcal{R}_{K}^{o} \subset$ int $K$. As in the dual case, $z \in \mathcal{R}_{K}^{o}$ if and only if

$$
\begin{equation*}
\sigma_{K, n}^{o}(z)<\sigma_{K, n-1}^{o}(z)+\frac{1}{\mathfrak{m}_{K}(z)+1}, \tag{35}
\end{equation*}
$$

in particular, $\mathcal{R}_{K}^{o} \subset \operatorname{int} K$ is open.
Now, comparing (34) and (35), Theorem 1 along with (7) gives (26).
Let $z \in \mathcal{R}_{K}^{o}$ be a dual regular point and $\left\{f_{0}, \ldots, f_{n}\right\} \in \Delta_{K}^{o}(z)$ be a minimal simplicial configuration. We have $z \in \mathcal{R}_{K^{z}}$, and, by Theorem $1,\left\{f_{0}^{\sharp}, \ldots, f_{n}^{\sharp}\right\} \in$ $\Delta_{K^{z}}(z)$ is a minimal simplicial configuration. By the discussion above, for each $i=0, \ldots, n$, the chord $\left[f_{i}^{\sharp},\left(f_{i}^{\sharp}\right)^{o}\right]$ is an affine diameter of $K^{z}$. Let $\mathcal{K}_{i}$ and $\mathcal{K}_{i}^{o}$ be parallel hyperplanes at the endpoints of $f_{i}^{\sharp}$ and $\left(f_{i}^{\sharp}\right)^{o}$. Finally, let $g_{i} \in \operatorname{aff}_{K^{z}}$ be the normalized affine functional with zero sets $\mathcal{K}_{i}=\left\{u \in \mathcal{X} \mid g_{i}(u)=0\right\}$ and $\mathcal{K}_{i}^{o}=\left\{u \in \mathcal{X} \mid 1-g_{i}(u)=0\right\}$. By the discussion at the end of Section 2, for each $i=0, \ldots, n$, the chord $\left[g_{i}^{\sharp},\left(g_{i}^{\sharp}\right)^{o}\right.$ ] is an affine diameter of $K=\left(K^{z}\right)^{z}$, and the parallel supporting hyperplanes at the endpoints are given by the respective zero sets of the original affine functional $f_{i}=\left(f_{i}^{\sharp}\right)^{b}$. Letting $x_{i}=g_{i}^{\sharp} \in \partial K$, we see that
the zero sets $\mathcal{H}_{i}=\left\{u \in \mathcal{X} \mid f_{i}(u)=0\right\}$ and $\mathcal{H}_{i}^{o}=\left\{u \in \mathcal{X} \mid 1-f_{i}(u)=0\right\}$ are parallel supporting hyperplanes of $K$ with affine diameters $\left[x_{i}, x_{i}^{o}\right] \subset K, i=0, \ldots, n$.

We claim that the affine diameters $\left[x_{i}, x_{i}^{o}\right], i=0, \ldots, n$, are distinct. Assume that $\left[x_{i}, x_{i}^{o}\right]=\left[x_{j}, x_{j}^{o}\right]$ for some $i \neq j, i, j=0, \ldots, n$. (This means that this common affine diameter has two pairs of parallel supporting hyperplanes, $\mathcal{H}_{i}, \mathcal{H}_{i}^{o}$ and $\mathcal{H}_{j}, \mathcal{H}_{j}^{o}$.) Because $x_{i}=x_{j}$ or $x_{i}=x_{j}^{o}$, in the dual, we have $g_{i}=g_{j}$ or $g_{i}=1-g_{j}$. In particular, the affine diameters $\left[f_{i}^{\sharp},\left(f_{i}^{\sharp}\right)^{o}\right]$ and $\left[f_{j}^{\sharp},\left(f_{j}^{\sharp}\right)^{o}\right]$ of $K^{z}$ share a single pair of parallel supporting hyperplanes, $\mathcal{K}_{i}=\mathcal{K}_{j}, \mathcal{K}_{i}^{o}=\mathcal{K}_{j}^{o}$, or $\mathcal{K}_{i}=\mathcal{K}_{j}^{o}, \mathcal{K}_{i}^{o}=\mathcal{K}_{j}$. On the other hand, in a minimal simplicial configuration of a regular point (such as $\left\{f_{0}^{\sharp}, \ldots, f_{n}^{\sharp}\right\} \in \Delta_{K^{z}}(z)$ with $\left.z \in \mathcal{R}_{K^{z}}\right)$ two affine diameters cannot share the same parallel supporting hyperplanes since otherwise we can slide one in the respective hyperplanes (along a line segment) to the other to obtain another minimal configuration with multiple points or a pair of antipodal points. These contradict regularity.

We conclude that if $z \in \mathcal{R}_{K}^{o}$ then $n+1$ affine diameters meet at $z$.
Proof of Theorem 4. Let $z^{*} \in K^{*}$ be a critical point of $K$. Subarithmeticity in (21) gives

$$
\sigma_{K, n}^{o}\left(z^{*}\right) \leq \sigma_{K, n-1}^{o}\left(z^{*}\right)+\frac{1}{\mathfrak{m}_{K}^{*}+1} .
$$

The equality in (25) of Theorem 3 reduces this to (27), and the first statement of Theorem 4 follows. Strict inequality holds if and only if $z^{*} \in \mathcal{R}_{K}^{o}$, a dual regular point. By the discussion above, this implies the existence of $n+1$ affine diameters across $z^{*}$. The second statement of Theorem 4 follows.

Proof of Theorem 5. Let $K$ be a symmetric convex body with center $z_{0}$. Assume that $z \in \operatorname{int} K$ is a dual regular point. Since the center $z_{0}$ is obviously not dual regular, we may assume that $z \neq z_{0}$. Let $\left\{f_{0}, \ldots, f_{n}\right\} \in \mathfrak{C}_{K, n}^{o}(z)$ be a minimal configuration. Since $z \in \mathcal{R}_{K}^{o}$, this configuration is simplicial. Fix $i=0, \ldots, n$, and, for simplicity, suppress the subscript and set $f=f_{i} \in \operatorname{aff}_{K}$. By the discussion before the proof of Theorem $4, K$ has an affine diameter $\left[x, x^{o}\right] \subset K$ with supporting hyperplanes $\mathcal{H}=\{u \in \mathcal{X} \mid f(u)=0\}$ and $\mathcal{H}^{o}=\{u \in \mathcal{X} \mid 1-f(u)=0\}$ such that $x \in \mathcal{H}$ and $x^{o} \in \mathcal{H}^{o}$. (Here the opposite is with respect to $z$.)

Let $A \in \partial K$ be the point at which the ray $\mathfrak{r}$ emanating from $z_{0}$ and passing through $z$ meets the boundary of $K$. We claim that $\left[A, A^{\circ}\right]$ is an affine diameter of $K$, and, beyond $A$, this ray $\mathfrak{r}$ enters into the half-space $\{u \in \mathcal{X} \mid f(u) \leq 0\}$. Since $\mathfrak{r}$ is independent of $i=0, \ldots, n$, this means that the intersection in (16) is nonempty; a contradiction.

If $x$ is on $\mathfrak{r}$ then $A=x$ and we are done. Thus we may assume that the points $x$, $z$, and $z_{0}$ are not collinear.

Let $x_{0}^{o} \in \partial K \cap \mathcal{H}^{o}$ be the opposite of $x$ with respect to the center $z_{0}$. By symmetry, we have $\left[x^{o}, x_{0}^{o}\right] \subset \partial K \cap \mathcal{H}^{o}$.

Let $A_{1} \in \partial K$ be the opposite of $x_{0}^{o}$ with respect to $z$. Moving along the line segment $\left[x^{o}, x_{0}^{o}\right]$ and taking the opposites (with respect to $z$ ), we see that $A_{1} \in \mathcal{H}$ since $f(z)$ is a local minimum in aff ${ }_{K}$. Since $\mathcal{H}$ supports $K$, we have $\left[A_{1}, x\right] \subset$ $\partial K \cap \mathcal{H}$. We now define $A_{k}, k \geq 1$, inductively as follows. Assume that $A_{k} \in \partial K$ is constructed with $\left[A_{k}, x\right] \subset \partial K \cap \mathcal{H}$. We take the opposite of $A_{k}$ with respect to $z_{0}$ followed by the opposite with respect to $z$. This gives the point $A_{k+1}$. As before, we have $\left[A_{k+1}, x\right] \subset \partial K \cap \mathcal{H}$. The sequence $\left\{A_{k}\right\}_{k \geq 1}$ is actually collinear and converges to $A \in \partial K$ which then must be on $\mathcal{H}$. (In fact, an elementary argument shows that the sequence $\left\{d\left(A_{k}, A\right)\right\}_{k \geq 1}$ is geometric.) By construction, the chord $\left[A, A^{o}\right]$ is an affine diameter, where $A^{o}$ is the opposite of $A$ with respect to $z$. After $A$ the ray $\mathfrak{r}$ enters the open half-space $\{u \in \mathcal{X} \mid f(u)<0\}$. The claim follows.
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## 1. Introduction

In recent years, Heegaard Floer theory has fascinated many low-dimensional topologists. Developed by P. Ozsváth and Z. Szábo, Heegaard Floer invariants of closed three-manifolds led to a breakthrough in low dimensional topology. These invariants were recently shown to be equivalent to three-dimensional SeibergWitten Floer homology by Kutluhan, Lee and Taubes [Kutluhan et al. 2011]. They were also proven to be equivalent to contact homology by Colin, Ghiggini and Honda [Colin et al. 2011]; this equivalence had initially motivated Oszváth and Szabó's constructions. Moreover, Heegaard Floer theory turned out to be useful in defining knot and link invariants; see [Ozsváth and Szabó 2004a; 2008a; Rasmussen 2002]. These invariants are now known as knot Floer homology and link Floer homology. In particular, knot Floer homology and Heegaard Floer homology of a three-manifold obtained by integral surgery on knot turned out to be closely related; see [Rasmussen 2002; Ozsváth and Szabó 2008b]. For the link surgery case, the relation was discovered but appeared more complicated than the knot case; see [Manolescu and Ozsváth 2010].

[^8]More recently, Lipshitz, Ozsváth and Thurston extended the theory to threemanifolds with nonempty boundary. Bordered Floer homology, first introduced in [Lipshitz et al. 2008], consists of two different modules: $\widehat{C F D}$ and $\widehat{C F A}$. The homotopy type of each module is a topological invariant of a three-manifold with connected boundary equipped with a framing (a diffeomorphism to a model surface). The bordered theory is a powerful tool thanks to the pairing theorem: one can recover the Heegaard Floer homology of a closed 3-manifold decomposed into two pieces by taking " $\mathcal{A}_{\infty}$-tensor product" of $\widehat{C F A}$ of the first piece and $\widehat{C F D}$ of the second piece.

Moreover, Lipshitz, Ozsváth and Thurston [Lipshitz et al. 2015] have generalized bordered Floer homology to doubly bordered Floer homology. As the name suggests, this is an invariant associated to a three-manifold with two boundary components; we get three different types of bimodules, $\widehat{C F D A}, \widehat{C F D D}$, and $\widehat{C F A A}$. These bimodules are orginally invented to compute the bordered Floer homology of three-manifold with different framings. However, the doubly bordered Floer homology also provides an elegant algorithm to the compute Heegaard Floer homology of a closed threemanifold [Lipshitz et al. 2014], independent of the previously known combinatoric approach [Sarkar and Wang 2010].

In this paper, we give a calculation of $\widehat{C F D D}\left(S^{3} \backslash v(L)\right)$, where $L$ is $(2,2 n)$-torus link. For a number of reasons, we mainly focus on the $\widehat{C F D D}$ module. First, it is the easiest bimodule to compute since it does not involve any $\mathcal{A}_{\infty}$-structure. Second, it is always possible to convert the $\widehat{C F D D}$ module to $\widehat{C F D A}$ or $\widehat{C F A A}$, by attaching the $\widehat{C F A A}(\mathbb{\square})$ module to the left or right side of the $\widehat{C F D D}$ module. In Section 2, we collect the necessary background and notation. The actual calculation is in Section 3; the answer is shown in Proposition 3.9. (See also Figure 6 for a (2, 6)-torus link case.) The simplified version of the answer is in Figure 8. We work with a specific Heegaard diagram in order to find the generators and differentials of the module explicitly. However, only a few of the differentials can be obtained by the direct examination of their domains; for the remaining differentials, we have to exploit the $A_{\infty}$-structure of $\widehat{C F A A}$. In Section 4, we give several applications of the pairing formula, recovering some known Floer homologies from our calculation, to illustrate and check the result.

Some other calculations of bordered invariants for manifolds with disconnected boundaries were recently obtained by Jonathan Hanselman [2016]. Hanselman computes the $\widehat{C F D}$-type trimodule associated to the trivial $S^{1}$-bundle over a pair of pants, and uses this, together with certain features of the bordered theory, to recover Heegaard Floer invariants of all graph manifolds. In principle, our results can also be obtained via Hanselman's approach (although he does not perform this calculation); however, our calculations are based on a more direct examination of the $(2,2 n)$ link complement, and thus it is perhaps more useful for understanding the bordered theory of more general link complements.

## 2. Background on doubly bordered Floer theory

We will assume that the reader is familiar with bordered Floer homology of a single boundary case. If not, we suggest the reader refer to [Lipshitz et al. 2011] for a brief introduction to the topic. In this section, we list the definitions and important results that will be used in the rest of the paper.

Algebraic preliminaries. Throughout this paper, we will use $\mathbb{F}$ to refer to $\mathbb{F}_{2}$.
We first begin with the algebra associated to a boundary surface of a threemanifold. In a handle decomposition of a genus $g$ surface $\Sigma^{g}$, the zero-handle $D$ of $\Sigma^{g}$ has $2 g$ marked points $\boldsymbol{a}$ on $\partial D=Z$ equipped with a two-to-one matching $M$ between the points so that each one-handle is attached to a pair of matched points. We also fix a point $z$ on $Z$ away from $\boldsymbol{a}$. This set of data is called a pointed matched circle and denoted by

$$
\mathcal{Z}=\{Z, \boldsymbol{a}, M, z\} .
$$

$F(\mathcal{Z})$ denotes the surface obtained by the data and $D \subset F(\mathcal{Z})$ is called a preferred disk. The bordered Floer package associates a $d g$ algebra to $\mathcal{Z}$, which will be a strands algebra, and denoted by $\mathcal{A}(\mathcal{Z})$.

Since we will be studying the torus boundary case, from now on we will assume that the genus $g$ of the boundary surface equals one. In this case, $\mathcal{A}(\mathcal{Z})$ is $\mathbb{F}_{2}$-vector space generated by Reeb chords $\rho_{I}, I \in\{1,2,3,12,23,123\}$ and two idempotents $\iota_{1}$ and $\iota_{2}$ such that $\iota_{1}+\iota_{2}=1$. The multiplication rule between Reeb chords follows the concatenation rule of labels of chords; that is, $\rho_{I} \cdot \rho_{J}=\rho_{I J}$ where $I, J \in\{1,2,3,12,23,123\}$ and $I J$ is the concatenation of $I$ and $J$. (If $I J$ is not in that set, then their product is zero.) For idempotents, $\iota_{1} \rho_{I}=\rho_{I}$ if $I$ starts with 1 or $3, \rho_{I} \iota_{1}=\rho_{I}$ if $I$ ends with $2, \iota_{2} \rho_{I}=\rho_{I}$ if $I$ starts with 2 , and $\rho_{I} \iota_{2}=\rho_{I}$ if $I$ ends with 1 or 3 . We let $\mathcal{I} \subset \mathcal{A}(\mathcal{Z})$ denote the subalgebra generated by idempotents $\iota_{1}$ and $\iota_{2}$. This strands algebra is called a torus algebra. A detailed description can be found in [Lipshitz et al. 2008, Chapter 3].

Next, we will study a (right) $\mathcal{A}_{\infty}$-module and a (left) type-D module. For an $\mathcal{A}_{\infty}$-algebra $\left(A, \mu_{i}\right)$, an $\mathcal{A}_{\infty}$-module is a $\mathbb{F}$-module $M$, equipped with maps

$$
m_{i}: M \otimes A^{\otimes(i-1)} \rightarrow M
$$

satisfying compatibility relations

$$
\begin{aligned}
0= & \sum_{i+j=n+1} m_{i}\left(m_{j}\left(\boldsymbol{x} \otimes a_{1} \otimes \cdots \otimes a_{j-1}\right) \otimes \cdots \otimes a_{n-1}\right) \\
& +\sum_{i+j=n+1} \sum_{l=1}^{n-j} m_{i}\left(\boldsymbol{x} \otimes a_{1} \otimes \cdots \otimes a_{l-1} \otimes \mu_{j}\left(a_{l} \otimes \cdots \otimes a_{l+j-1}\right) \otimes \cdots \otimes a_{n-1}\right),
\end{aligned}
$$

for all $i \geq 1$. An $\mathcal{A}_{\infty}$-module is strictly unital if

$$
m_{2}(\boldsymbol{x} \otimes 1)=\boldsymbol{x} \quad \text { and } \quad m_{i}\left(\boldsymbol{x} \otimes a_{1} \otimes \cdots \otimes a_{i-1}\right)=0 \text { for } i>2 \text { and some } a_{j}=1
$$

In bordered Floer theory, an $\mathcal{A}_{\infty}$-module is called a type- $A$ module.
For a $d g$-algebra $\left(A, \mu_{1}, \mu_{2}\right)$, a type- $D$ module is a $\mathbb{F}$-module equipped with a map $\delta^{1}: N \rightarrow A \otimes N$, satisfying the compatibility relation

$$
0=\left(\mu_{2} \otimes \mathbb{a}_{N}\right) \circ\left(\mathbb{a}_{A} \otimes \delta^{1}\right) \circ \delta^{1}+\left(\mu_{1} \otimes \mathbb{a}_{N}\right) \circ \delta^{1} .
$$

These modules are generalized to the following bimodules, namely a type-AA bimodule and a type-DD bimodule. In this paper, we will be mainly studying these bimodules.

Definition 2.1. Let $A$ and $B$ be $\mathcal{A}_{\infty}$-algebras over $\mathbb{F}$ equipped with $\mathcal{A}_{\infty}$-maps $\left\{\mu_{i}^{A}\right\}_{i>0}$ and $\left\{\mu_{i}^{B}\right\}_{i>0}$, respectively. A right-right $\mathcal{A}_{\infty}$-bimodule of type-AA bimodule $M_{\mathcal{A}, \mathcal{B}}$ over $A$ and $B$ consists of a right-right $(\mathbb{F}, \mathbb{F})$-bimodule $M$ and maps

$$
m_{1, i, j}: M \otimes A^{\otimes i} \otimes B^{\otimes j} \rightarrow M
$$

such that the following compatibility condition holds.

$$
\left.\begin{array}{rl}
0= & \sum_{\substack{k+l=i \\
\lambda+\eta=j}} m_{1, k, \lambda}\left(m_{1, l, \eta}\left(\boldsymbol{x}, a_{1} \otimes \cdots \otimes a_{l}, b_{1} \otimes \cdots \otimes b_{\eta}\right), a_{l+1} \otimes \cdots \otimes a_{i}, b_{\eta+1} \otimes \cdots \otimes b_{j}\right) \\
& +\sum_{k+l=i+1} \sum_{n=1}^{i-l+1} m_{1, k, j}\left(\boldsymbol{x}, a_{1} \otimes \cdots \otimes a_{n-1} \otimes \mu_{l}^{A}\left(a_{n} \otimes \cdots \otimes a_{n+l-1}\right) \otimes \cdots \otimes a_{i},\right. \\
\left.b_{1} \otimes \cdots \otimes b_{j}\right)
\end{array}\right] \begin{aligned}
&+\sum_{\lambda+\eta=j+1} \sum_{n=1}^{j-\eta+1} m_{1, i, \lambda}\left(\boldsymbol{x}, a_{1} \otimes \cdots \otimes a_{i},\right. \\
&\left.b_{1} \otimes \cdots \otimes b_{n-1} \otimes \mu_{\eta}^{B}\left(b_{n} \otimes \cdots \otimes b_{n+l-1}\right) \otimes \cdots \otimes b_{j}\right)
\end{aligned}
$$

for all $i \geq 0$ and $j \geq 0$.
By writing $m=\sum_{i, j} m_{1, i, j}$, the compatibility condition can be drawn as the diagram below.


The dashed line above represents a module element, and the regular line represents an element from tensor algebra $\mathcal{T}^{*} A$ and $\mathcal{T}^{*} B$. The map $\Delta^{A}: \mathcal{T}^{*} A \rightarrow \mathcal{T}^{*} A \otimes \mathcal{T}^{*} A$ represents the canonical comultiplication

$$
\Delta^{A}\left(a_{1} \otimes \cdots \otimes a_{n}\right)=\sum_{m=0}^{n}\left(a_{1} \otimes \cdots \otimes a_{m}\right) \otimes\left(a_{m+1} \otimes \cdots \otimes a_{n}\right),
$$

and $\bar{D}^{A}: \mathcal{T}^{*} A \rightarrow \mathcal{T}^{*} A$ is defined as

$$
\bar{D}^{A}\left(a_{1} \otimes \cdots \otimes a_{n}\right)=\sum_{j=1}^{n} \sum_{l=1}^{n-j+1} a_{1} \otimes \cdots \otimes \mu_{j}^{A}\left(a_{l} \otimes \cdots \otimes a_{l+j-1}\right) \otimes \cdots \otimes a_{n} .
$$

$\Delta^{B}$ and $\bar{D}^{B}$ are defined similarly.
Definition 2.2. Let $A$ and $B$ be $\mathcal{A}_{\infty}$-algebras over $\mathbb{F}$. A left-left type-DD bimodule ${ }^{A, B} M$ over $A$ and $B$ consists of left-left $(\mathbb{F}, \mathbb{F})$-bimodule $M$ and maps

$$
\delta^{1}: M \rightarrow A \otimes B \otimes M
$$

satisfying the following compatibility condition.

$$
\left(\left(\mu_{2}^{L}, \mu_{2}^{R}\right) \otimes \mathbb{a}_{M}\right) \circ\left(\left(\mathbb{0}_{A}, \square_{B}\right) \otimes \delta^{1}\right) \circ \delta^{1}+\left(\left(\mu_{1}^{L}, \mathbb{a}_{B}\right) \otimes \mathbb{0}_{M}\right) \circ \delta^{1}+\left(\left(\mathbb{\square}_{A}, \mu_{1}^{R}\right) \otimes \mathbb{a}_{M}\right) \circ \delta^{1}=0 .
$$

Again, the compatibility condition is drawn as the diagram below.


Heegaard diagram of the bordered three-manifold. A bordered three-manifold is a quadruple $\left(Y_{1}, \Delta_{1}, z_{1}, \psi_{1}\right)$, where $Y_{1}$ is a three-manifold with boundary, $\Delta_{1}$ is a disk in $\partial Y_{1}, z_{1}$ is a point in $\partial \Delta_{1}$, and $\psi_{1}:(F(\mathcal{Z}), D, z) \rightarrow\left(\partial Y_{1}, \Delta_{1}, z_{1}\right)$ is a parametrization of boundary. That is, $\psi$ is a homeomorphism from $F(\mathcal{Z})$ to $\partial Y_{1}$ sending $D$ to $\Delta_{1}$ and $z$ to $z_{1}$.

To describe a bordered three-manifold, we use a bordered Heegaard diagram.
Definition 2.3. A bordered Heegaard diagram is a quadruple $\mathcal{H}=(\bar{\sigma}, \overline{\boldsymbol{\alpha}}, \boldsymbol{\beta}, z)$ consisting of

- a compact, oriented surface $\bar{\sigma}$ of genus $g$ with a single boundary component;
- a $g$-tuple of disjoint circles $\boldsymbol{\beta}=\left\{\beta_{1}, \ldots, \beta_{g}\right\}$ in the interior of $\bar{\sigma}$;
- a $g+k$-tuple of disjoint curves $\overline{\boldsymbol{\alpha}}=\boldsymbol{\alpha}^{c} \cup \boldsymbol{\alpha}^{a}$ in $\bar{\sigma}$, where $\boldsymbol{\alpha}^{c}=\left\{\alpha_{1}^{c}, \ldots, \alpha_{g-k}^{c}\right\}$ is a set of circles in the interior of $\bar{\sigma}$, and $\boldsymbol{\alpha}^{a}=\left\{\alpha_{1}^{a}, \ldots, \alpha_{2 k}^{a}\right\}$ is a set of arcs whose boundaries are in $\partial \bar{\sigma}$;
- a point $z$ in $\partial \bar{\sigma}$, away from the boundaries of arcs in $\boldsymbol{\alpha}^{a}$,
such that $\bar{\sigma} \backslash \overline{\boldsymbol{\alpha}}$ and $\bar{\sigma} \backslash \boldsymbol{\beta}$ are connected, and $\overline{\boldsymbol{\alpha}}$ and $\boldsymbol{\beta}$ intersect transversally.
We construct a bordered three-manifold from a bordered Heegaard diagram $\mathcal{H}$ in the following manner. First, we obtain a three-manifold with boundary $Y(\mathcal{H})$ by thickening $\bar{\sigma} \times[0,1]$ and attaching a three-dimensional two-handle to each $\alpha_{i}^{c} \times\{0\} \times \bar{\sigma}$ and a three-dimensional two-handle to each $\beta_{i} \times\{1\} \times \bar{\sigma}$. The boundary of the resulting manifold is a genus $k$ surface, and the surface is decomposed into a disk $D$ and a genus $k$ surface with a single boundary by $\partial \bar{\sigma} \times\{1\}$. Then, we get a bordered three-manifold $(Y(\mathcal{H}), D, z, \psi)$, where $\psi$ is determined by $\boldsymbol{\alpha}^{a}$, which is considered as parametrization data of the surface.

A bordered Floer package defines a type- $D$ module $\widehat{C F D}(\mathcal{H})$ and a type- $A$ module $\widehat{C F A}(\mathcal{H})$ from a bordered Heegaard diagram $\mathcal{H}$, which are well defined up to quasi-isomorphism. Each module has a generating set $\mathfrak{S}(\mathcal{H})$, whose element $\boldsymbol{x}=\left\{x_{1}, \ldots, x_{g}\right\}$ is a $g$-tuple of points in $\bar{\sigma}$ such that

- exactly one $x_{i}$ lies on each $\beta$-circle,
- exactly one $x_{i}$ lies on each $\alpha$-circle and
- at most one $x_{i}$ lies on each $\alpha$-arc.

To compute nontrivial differentials for the Floer theory, we will need to compute holomophic curves in $\bar{\sigma} \times I_{s} \times \mathbb{R}_{t}$, where $I_{s}=[0,1]$ with parameter $s$ and $\mathbb{R}_{t}$ is $\mathbb{R}$ with parameter $t$. We will consider curves whose boundaries are on $\overline{\boldsymbol{\alpha}} \times\{1\} \times \mathbb{R}_{t}$ and $\boldsymbol{\beta} \times\{0\} \times \mathbb{R}_{t}$, asymtotic to $\boldsymbol{x} \times I_{s}$ and $\boldsymbol{y} \times I_{s}$ at $t= \pm \infty$ for $\boldsymbol{x}, \boldsymbol{y} \in \mathfrak{S}(\mathcal{H})$. Each of the curves carries a relative homology class in the relative homology group

$$
\begin{aligned}
& H_{2}\left(\bar{\sigma} \times I_{s} \times[-\infty,+\infty],((\overline{\boldsymbol{\alpha}} \times\{1\} \cup \beta\right.\left.\left.\times\{0\} \cup\left((\partial \bar{\sigma} \backslash z) \times I_{s}\right)\right) \times[-\infty,+\infty]\right) \\
&\left.\cup\left(\left(\boldsymbol{x} \times I_{s} \times\{-\infty\}\right) \cup\left(\boldsymbol{y} \times I_{s} \times\{+\infty\}\right)\right)\right) .
\end{aligned}
$$

We write $\pi_{2}(\boldsymbol{x}, \boldsymbol{y})$ as the set of these relative homology classes.
Note that for $B \in \pi_{2}(\boldsymbol{x}, \boldsymbol{y})$, projecting $B$ onto $\bar{\sigma}$ gives an element in $H_{2}(\bar{\sigma}, \overline{\boldsymbol{\alpha}} \cup$ $\boldsymbol{\beta} \cup \partial \bar{\sigma})$. This is a linear combination of components of $\bar{\sigma} \backslash(\overline{\boldsymbol{\alpha}} \cup \boldsymbol{\beta})$. This linear combination will be called domain. Typically a domain is written as a linear combination of regions (connected subset of $\bar{\sigma} \backslash(\overline{\boldsymbol{\alpha}} \cup \boldsymbol{\beta})$ ). In particular, if any $B \in \pi_{2}(\boldsymbol{x}, \boldsymbol{y})$ is meeting $(\partial \bar{\sigma} \backslash z) \times I_{s} \times[-\infty,+\infty]$, then it can be interpreted as the corresponding domain being adjacent to the boundary of $\bar{\sigma}$, and that gives a sequence of Reeb chords $\boldsymbol{\rho}=\left(\rho_{1}, \ldots, \rho_{n}\right)$. We call $(B, \boldsymbol{\rho})$ a compatible pair.

There is an operation $*: \pi_{2}(\boldsymbol{x}, \boldsymbol{y}) \times \pi_{2}(\boldsymbol{y}, \boldsymbol{z}) \rightarrow \pi_{2}(\boldsymbol{x}, \boldsymbol{z})$, defined by concatenating two homology classes in the $t$ factor. In particular, if $\pi_{2}(\boldsymbol{x}, \boldsymbol{y})$ is nonempty, then the
action of $\pi_{2}(\boldsymbol{x}, \boldsymbol{x})$ on $\pi_{2}(\boldsymbol{x}, \boldsymbol{y})$ is free and transitive. The domain of the element in $\pi_{2}(\boldsymbol{x}, \boldsymbol{x})$ is called periodic domain. In addition, $\pi_{2}^{\partial}(\boldsymbol{x}, \boldsymbol{x})$ denotes a set of periodic domains not adjacent to the boundary. An element in $\pi_{2}^{\partial}(\boldsymbol{x}, \boldsymbol{x})$ is a provincial periodic domain, and if every provincial periodic domain of a Heegaard diagram has both positive and negative coefficients, then the Heegaard diagram is called provincially admissible.

It is worth mentioning that

- if any $B \in \pi_{2}(\boldsymbol{x}, \boldsymbol{y})$ represents a holomorphic curve, then all the coefficients of the domain of $B$ must be nonnegative, and
- the operation $*$ of two classes corresponds to the sum of the respective domains.

We sometimes blur the distinction between homology classes and their domains if it does not cause confusion.

We define $\widehat{C F D}(\mathcal{H})$ as the following. Let $X(\mathcal{H})$ be the $\mathbb{F}$-module generated by $\mathfrak{S}(\mathcal{H})$ equipped with an action of $\mathcal{I} \subset \mathcal{A}=\mathcal{A}(-\mathcal{Z})$ (the negative sign means the algebra obtained from the pointed matched circle has an orientation opposite from the induced orientation of $\mathcal{H}$ ) such that for any idempotent $\iota \in \mathcal{I}$,

$$
\iota \otimes \boldsymbol{x}:= \begin{cases}\boldsymbol{x} & \text { if the arc corresponding to } \iota \text { is not occupied by } \boldsymbol{x}, \\ 0 & \text { otherwise }\end{cases}
$$

Then $\widehat{C F D}(\mathcal{H}):=\mathcal{A} \otimes_{\mathcal{I}} X(\mathcal{H})$. Its differential $\delta^{1}$ is defined as

$$
\delta^{1}(\boldsymbol{x}):=\sum_{\boldsymbol{y} \in \mathfrak{G}(\mathcal{H})} \sum_{B \in \pi_{2}(\boldsymbol{x}, \boldsymbol{y})} a_{x, y}^{B} \cdot \boldsymbol{y},
$$

where

$$
a_{\boldsymbol{x}, \boldsymbol{y}}^{B}:=\sum_{\{\boldsymbol{\rho} \mid \operatorname{ind}(B, \boldsymbol{\rho})=1\}} \#\left(\mathcal{M}^{B}(\boldsymbol{x}, \boldsymbol{y} ; \boldsymbol{\rho})\right) a(-\boldsymbol{\rho}) .
$$

Here, $\mathcal{M}^{B}(\boldsymbol{x}, \boldsymbol{y} ; \boldsymbol{\rho})$ denotes the moduli space of holomorphic curves of $B$ representing the compatible pair $(B, \rho)$, and $\operatorname{ind}(B, \boldsymbol{\rho})$ the expected dimension of the moduli space. In addition, for $\boldsymbol{\rho}=\left\{\rho_{1}, \ldots, \rho_{n}\right\}$ a sequence of Reeb chords, $a(-\boldsymbol{\rho})$ be the product $a\left(-\rho_{1}\right) \cdots a\left(-\rho_{n}\right) \in \mathcal{A}$. (Again, the negative sign means that the orientation of the boundary $\partial \bar{\sigma}$ is opposite from the induced orientation.)

The differential $\delta^{1}$ may not be well defined. In fact, there may be infinitely many homology classes in $\pi_{2}(\boldsymbol{x}, \boldsymbol{y})$ if there is a periodic domain representing a holomorphic curve. To prevent this, we will work on a Heegaard diagram such that every periodic domain has both positive and negative coefficients. Such diagram is called admissible, and it is shown in [Lipshitz et al. 2008, Proposition 4.25] that every Heegaard diagram is isotopic to an admissible Heegaard diagram. (In fact, the provincial admissibility also ensures the sum is finite since the concatenation of
nonprovincial periodic domains of holomorphic curves produces an algebra element that equals zero.)

The definition of $\widehat{C F A}(\mathcal{H})$ is similar. $\widehat{C F A}(\mathcal{H})$ is a $\mathbb{F}$-module generated by $\mathfrak{S}(\mathcal{H})$, equipped with an action of $\mathcal{I} \subset \mathcal{A}(\mathcal{Z})$ such that

$$
x \otimes \iota:= \begin{cases}x & \text { if the arc corresponding to } \iota \text { is occupied by } \boldsymbol{x}, \\ 0 & \text { otherwise } .\end{cases}
$$

$\widehat{C F A}(\mathcal{H})$ is $\mathbb{F}$-module $X(\mathcal{H})$ generated by $\mathfrak{S}$, equipped with the $\mathcal{A}_{\infty}$-module maps

$$
m_{i+1}: X(\mathcal{H}) \otimes \underbrace{\mathcal{A}(\mathcal{Z}) \otimes \cdots \otimes \mathcal{A}(\mathcal{Z})}_{i \text {-times }} \rightarrow X(\mathcal{H})
$$

such that

$$
\begin{aligned}
m_{n+1}\left(\boldsymbol{x}, \rho_{1}, \ldots, \rho_{n}\right) & :=\sum_{\boldsymbol{y} \in \mathfrak{S}(\mathcal{H})} \sum_{\substack{B \in\left(\tau_{2}(\boldsymbol{x}, \boldsymbol{y}) \\
\operatorname{ind}(\mathcal{\rho}, \boldsymbol{\rho})=1\right.}} \#\left(\mathcal{M}^{B}(\boldsymbol{x}, \boldsymbol{y} ; \boldsymbol{\rho})\right) \boldsymbol{y}, \\
m_{2}(\boldsymbol{x}, 1) & :=\boldsymbol{x}, \\
m_{n+1}(\boldsymbol{x}, \ldots, 1, \ldots) & :=0, \quad n>1 .
\end{aligned}
$$

Although these modules are defined via a specific Heegaad diagram $\mathcal{H}$, it turns out the homotopy type of these modules are well defined. Thus, they are modules defined on bordered three-manifold (with single boundary).

Doubly bordered three-manifold. The bordered three-manifold is easily extended to a three-manifold with two boundary components. A doubly bordered threemanifold has the following data; $\left(Y_{12}, \Delta_{1}, \Delta_{2}, z_{1}, z_{2}, \psi_{1}, \psi_{2}, \gamma\right) . Y_{12}$ is an oriented three-manifold with boundary $F\left(\mathcal{Z}_{1}\right) \amalg F\left(\mathcal{Z}_{2}\right), \Delta_{i}$ is a preferred disk of surface $F\left(\mathcal{Z}_{i}\right), z_{i}$ is a point on $\partial \Delta_{i}$, and $\psi_{i}$ is a parametrization of $F\left(\mathcal{Z}_{i}\right), i=1,2$. Moreover, $\gamma$ is an arc connecting $z_{1}$ and $z_{2}$, equipped with a framing pointing into $\Delta_{i}$.

A doubly bordered three-manifold can be realized by a Heegaard diagram with two boundaries, namely arced bordered Heegaard diagram with two boundaries.
Definition 2.4. An arced bordered Heegaard diagram $\mathcal{H}$ with two boundaries is a tuple ( $\Sigma, \overline{\boldsymbol{\alpha}}, \boldsymbol{\beta}, \boldsymbol{z}$ ) satisfying:

- $\bar{\sigma}$ is a compact, genus $g$ surface with two boundary components $\partial_{L} \bar{\sigma}$ and $\partial_{R} \bar{\sigma}$;
- $\boldsymbol{\beta}$ is $g$-tuple of pairwise disjoint curves in the interior of $\bar{\sigma}$;
- $\overline{\boldsymbol{\alpha}}=\left\{\boldsymbol{\alpha}^{a, L}=\left\{\alpha_{1}^{a, L}, \ldots, \alpha_{2 l}^{a, L}\right\}, \boldsymbol{\alpha}^{a, R}=\left\{\alpha_{1}^{a, R}, \ldots, \alpha_{2 r}^{a, R}\right\}, \boldsymbol{\alpha}^{c}=\left\{\alpha_{1}^{c}, \ldots, \alpha_{g-l-r}^{c}\right\}\right\}$, is a collection of pairwise disjoint embedded arcs with boundary on $\partial_{L} \bar{\sigma}$ (the $\alpha_{i}^{a, L}$ ), arcs with boundary on $\partial_{R} \bar{\sigma}$ (the $\alpha_{i}^{a, R}$ ), and circles (the $\alpha_{i}^{c}$ ) in the interior of $\bar{\sigma}$;
- $z$ is a path in $\bar{\sigma} \backslash(\overline{\boldsymbol{\alpha}} \cup \boldsymbol{\beta})$ between $\partial_{L} \bar{\sigma}$ and $\partial_{R} \bar{\sigma}$,
such that $\overline{\boldsymbol{\alpha}}$ intersects $\boldsymbol{\beta}$ transversely, and $\bar{\sigma} \backslash \overline{\boldsymbol{\alpha}}$ and $\bar{\sigma} \backslash \boldsymbol{\beta}$ are connected.

Since there are two boundaries, we have two pointed matched circles. These are

$$
\begin{aligned}
& \mathcal{Z}_{L}(\mathcal{H})=\left(\partial_{L} \bar{\sigma}, \boldsymbol{\alpha}^{a, L} \cap \partial_{L} \bar{\sigma}, M_{L}, z \cap \partial_{L} \bar{\sigma}\right), \\
& \mathcal{Z}_{R}(\mathcal{H})=\left(\partial_{R} \bar{\sigma}, \boldsymbol{\alpha}^{a, R} \cap \partial_{R} \bar{\sigma}, M_{R}, z \cap \partial_{R} \bar{\sigma}\right) .
\end{aligned}
$$

The construction of a doubly bordered three-manifold is similar to the construction of a single boundary case. For an arced bordered Heegaard diagram $\mathcal{H}$, cut open the diagram along the arc $z$. The resulting diagram is a bordered Heegaard diagram with a single boundary, which will be written as $\mathcal{H}_{d r}$. Then, construct a bordered three-manifold $Y\left(\mathcal{H}_{d r}\right)$. The boundary of $Y\left(\mathcal{H}_{d r}\right)$ is a surface that can be decomposed as a connected sum $F\left(\mathcal{Z}_{L}\right) \# F\left(\mathcal{Z}_{R}\right)$. Finally, attach a three-dimensional two-handle along the connect sum annulus.

The three-manifold $Y(\mathcal{H}):=Y\left(\mathcal{H}_{d r}\right) \cup\{$ two-handle $\}$ has the following properties.

- It has two boundary surfaces $F\left(\mathcal{Z}_{L}\right)$ and $F\left(\mathcal{Z}_{R}\right)$ with parametrization given by $\boldsymbol{\alpha}^{a, L}$ and $\boldsymbol{\alpha}^{a, R}$, respectively.
- Each boundary surface has a preferred disk bounded by $\partial_{L} \bar{\sigma}$ or $\partial_{R} \bar{\sigma}$.
- Cutting open the Heegaard diagram $\mathcal{H}$ would result in two arcs $z^{+}$and $z^{-}$on the deleted neighborhood of $z$. Then, the arc $z^{+}$, thought as a subset of the boundary of $Y\left(\mathcal{H}_{d r}\right)$, is the framed arc in $Y(\mathcal{H})$ connecting $z_{1}$ and $z_{2}$.
For an arced Heegaard diagram $\mathcal{H}$, the type-DD bimodule $\widehat{C F D D}(\mathcal{H})$ is defined almost the same as in $\widehat{C F D}$. $\widehat{C F D D}(\mathcal{H})$ is a left-left $\mathbb{F}$ - $\mathbb{F}$-module generated by $\mathfrak{S}\left(\mathcal{H}_{d r}\right)$, equipped with two left actions of $\mathcal{I}_{L} \subset \mathcal{A}_{L}:=\mathcal{A}\left(-\mathcal{Z}_{L}\right)$ and $\mathcal{I}_{R} \subset \mathcal{A}_{R}:=$ $\mathcal{A}\left(-\mathcal{Z}_{R}\right)$ such that for $\iota_{L} \in \mathcal{I}_{L}$ and $\iota_{R} \in \mathcal{I}_{R}$,
$\iota_{L} \otimes \iota_{R} \otimes \boldsymbol{x}:= \begin{cases}\boldsymbol{x} & \text { if the arc corresponding to } \iota_{L} \text { and } \iota_{R} \text { are not occupied by } \boldsymbol{x}, \\ 0 & \text { otherwise } .\end{cases}$
Then $\widehat{\operatorname{CFDD}}(\mathcal{H})=\mathcal{A}_{L} \otimes \mathcal{A}_{R} \otimes \mathfrak{S}\left(\mathcal{H}_{d r}\right)$ with the differential

$$
\delta^{1}(\boldsymbol{x}):=\sum_{\boldsymbol{y} \in \mathcal{G}\left(\mathcal{H}_{d r}\right)} \sum_{B \in \pi_{2}(x, y)} a_{x, y}^{B} \cdot \boldsymbol{y},
$$

where

$$
a_{\boldsymbol{x}, \boldsymbol{y}}^{B}:=\sum_{\substack{\rho^{L}, \boldsymbol{\rho}^{R} \\ \operatorname{ind}\left(B, \boldsymbol{\rho}^{L}, \boldsymbol{\rho}^{R}\right)=1}} \#\left(\mathcal{M}^{B}\left(\boldsymbol{x}, \boldsymbol{y} ; \boldsymbol{\rho}^{L}, \boldsymbol{\rho}^{R}\right)\right) a\left(-\boldsymbol{\rho}^{L}\right) \otimes a\left(-\boldsymbol{\rho}^{R}\right) .
$$

Similarly, a type-AA bimodule $\widehat{C F A A}(\mathcal{H})$ is defined by a right-right $\mathbb{F}$ - $\mathbb{F}$ bimodule generated by $\mathfrak{S}\left(\mathcal{H}_{d r}\right)$ with right-right actions of idempotents.

$$
\boldsymbol{x} \otimes \iota_{L} \otimes \iota_{R}:= \begin{cases}\boldsymbol{x} & \text { if the arc corresponding to } \iota_{L} \text { and } \iota_{R} \text { are occupied by } \boldsymbol{x}, \\ 0 & \text { otherwise } .\end{cases}
$$

The type-AA module maps are
$m_{n+m+1}\left(\boldsymbol{x}, \rho_{1}^{L}, \ldots, \rho_{n}^{L}, \rho_{1}^{R}, \ldots, \rho_{m}^{R}\right):=\sum_{\boldsymbol{y} \in \mathfrak{G}(\mathcal{H})} \sum_{\substack{B \in \pi_{2}(\boldsymbol{x}, \boldsymbol{y}) \\ \text { ind }\left(B, \rho^{2}, \rho^{2}\right)=1}} \#\left(\mathcal{M}^{B}\left(\boldsymbol{x}, \boldsymbol{y} ; \boldsymbol{\rho}^{L}, \boldsymbol{\rho}^{R}\right)\right) \boldsymbol{y}$.
Lastly, the expected dimension of the moduli space of $\mathcal{M}^{B}\left(\boldsymbol{x}, \boldsymbol{y} ; \boldsymbol{\rho}^{L}, \boldsymbol{\rho}^{R}\right)$, or $\operatorname{ind}\left(B, \boldsymbol{\rho}^{L}, \boldsymbol{\rho}^{R}\right)$ is computed by the formula below.

$$
\operatorname{ind}\left(B, \boldsymbol{\rho}^{L}, \boldsymbol{\rho}^{R}\right)=e(B)+n_{x}(B)+n_{y}(B)+\left|\boldsymbol{\rho}^{L}\right|+\left|\boldsymbol{\rho}^{R}\right|+\iota\left(\boldsymbol{\rho}^{L}\right)+\iota\left(\boldsymbol{\rho}^{R}\right),
$$

where $e(B)$ is Euler measure, $n_{x}(B)$ sum of average of local multiplicities surrounding generator $\boldsymbol{x},\left|\rho^{L}\right|$ number of Reeb chords in the sequence $\rho^{L}$, and $\iota\left(\rho^{L}\right)$ linking number of sequence $\boldsymbol{\rho}^{L}$. In particular, if ( $B, \boldsymbol{\rho}^{L}, \boldsymbol{\rho}^{R}$ ) is a provincial domain, then the above formula reduces to

$$
\begin{equation*}
\operatorname{ind}\left(B, \boldsymbol{\rho}^{L}, \boldsymbol{\rho}^{R}\right)=e(B)+n_{x}(B)+n_{y}(B) . \tag{1}
\end{equation*}
$$

See [Lipshitz et al. 2008, Definition 5.11] for a detailed explanation.
Pairing theorem. The type- $A$ module and type- $D$ modules can be paired, which results in the classical Heegaard Floer homology of a closed three-manifold. The original pairing theorem is given in [Lipshitz et al. 2008, Theorem 1.3]. For any two three-manifolds $Y_{1}$ and $Y_{2}$ with $\partial Y_{1}=F(\mathcal{Z})=-\partial Y_{2}$,

$$
\widehat{C F A}\left(Y_{1}\right) \widetilde{\otimes}_{\mathcal{A}(\mathcal{Z})} \widehat{C F D}\left(Y_{2}\right) \cong \widehat{C F}\left(Y_{1} \cup_{F(\mathcal{Z})} Y_{2}\right)
$$

where $\widetilde{\otimes}$ denotes the derived tensor product. The bimodule version of the pairing theorem is also given in [Lipshitz et al. 2015]. If $Y_{12}$ is a doubly bordered threemanifold with boundary $F\left(\mathcal{Z}_{1}\right) \amalg F\left(\mathcal{Z}_{2}\right)$ and $Y_{1}$ is a bordered three-manifold with boundary $F\left(\mathcal{Z}_{1}\right)$, then

$$
\widehat{C F D}\left(Y_{1} \cup_{F\left(\mathcal{Z}_{1}\right)} Y_{12}\right) \cong \widehat{C F A}\left(Y_{1}\right) \widetilde{\otimes}_{\mathcal{A}\left(\mathcal{Z}_{1}\right)} \widehat{C F D D}\left(Y_{12}\right) .
$$

There exists many other variations of the pairing theorem. Interested readers should refer to [Lipshitz et al. 2015].

## 3. Computation of the bordered Floer bimodule of the ( $2,2 n$ )-torus link

Schubert normal form and diagram of 2-bridge link complements. As we will mainly focus on 2-bridge links, it is useful to mention Schubert normal form of a 2-bridge links (or knots). Let $p$ be an even positive integer and $q$ be an integer such that $0<q<p$ and $\operatorname{gcd}(p, q)=1$. Let us consider a circle with $2 p$ marked point on its boundary. Choose a point and label it $a_{0}$. Label the other points $a_{1}, \ldots, a_{2 p-1}$ in a clockwise direction. Then, connect $a_{i}$ and $a_{2 p-i}$ with a straight


Figure 1. Schubert normal form of the $S(8,3)$-link, or $L 5 a 1$ in Thistlethwaite's notation.
line, $i=1, \ldots, p-1$. Finally, connect $a_{0}$ and $a_{p}$ with an underbridge, a straight line that crosses below all of the other straight lines.

Now consider two copies of such circle. Draw arcs between these two circles so that each arc is connecting $a_{i}$ on the left circle to $a_{q-i}$ on the right circle (the labeling is modulo $2 p$ ). These arcs should not intersect any of the straight lines and arcs. The resulting diagram gives a link that we denote $S(p, q)$. The diagram is called Schubert normal form of the link. See Figure 1. By construction, the diagram $S(p, q)$ has exactly two component since every even-labelled point on the right is connected to the odd-labelled point on the left (and the odd-labelled point on the right to the even-labelled point on the left). In particular, $S(2 n, 1)$ is the $(2,2 n)$-torus link. More detailed description, especially about the Schubert normal form of 2-bridge knot can be found in [Rasmussen 2002, Chapter 2].

Heegaard diagram of 2-bridge link complement. Recall that a 2-bridge link $L$ is a link in $S^{3}$ that admits a link diagram with two maxima and two minima. Let $B_{1}$ and $B_{2}$ be small neighborhoods of those two maxima. Consider

$$
\left(S^{3} \backslash \nu L\right) \backslash\left(B_{1} \cup B_{2}\right) .
$$

Drilling a tunnel connecting $B_{1}$ and $B_{2}$ gives a three-manifold $Y$ with single boundary, and the boundary is a genus 2 surface. Also, the longitudes $\lambda_{L}$ and $\lambda_{R}$ of the


Figure 2. A general diagram of the ( $2,2 n$ )-torus link. The domain $Q_{0}$ has a framed arc. The orientation on the boundaries is opposite from the usual "right-hand" orientation.
left and right components of $L$ are considered as curves on $\partial(\nu L)$; therefore the longitudes are also curves on the boundary of the drilled three-manifold.

The resulting manifold can be viewed as a handlebody with one zero-handle and two one-handles attached to it. To get a bordered Heegaard diagram, we will apply the following procedures on the boundary of the three-manifold. First, apply an isotopy of the boundary surface so that the longitudes have the Schubert normal form. Then, draw two circles $\beta_{1}$ and $\beta_{2}$ on the boundary surface so that they are parallel to the core of the one-handles on the boundary of the one-handles. Next, draw the meridians $\mu_{L}$ and $\mu_{R}$ on the belt sphere of each one-handle. Finally, make two punctures at the two intersections of meridians and longitudes and relabel $\lambda_{L}$ to $\alpha_{1}^{a, L}$ and $\mu_{L}$ to $\alpha_{2}^{a, L}$ (respectively, $\lambda_{R}$ to $\alpha_{1}^{a, R}$ and $\mu_{R}$ to $\alpha_{2}^{a, R}$ ).

In particular, if $L$ equals the ( $2,2 n$ )-torus link, then we can draw an $\operatorname{arc} z$ on the surface connecting two punctures so that the arc is not intersecting $\overline{\boldsymbol{\alpha}}$ or $\boldsymbol{\beta}$ curves. The resulting diagram of the $(2,2 n)$-torus link complement is given in Figure 2.

Remark 3.1. Readers should be aware that connecting the left and right punctures with an (framed) arc is not always possible. In fact, a domain that is adjacent to both punctures does not exist except for the $(2,2 n)$-torus link case. To fix this, choose
$\mu_{L}$ or $\mu_{R}$ and apply a finger move on the chosen meridian along the longitude so that the resulting puncture is on the domain that is adjacent to the other puncture.

Computation of the type-DD module differential. Now, we compute $\widehat{C F D D}(\mathcal{H})$, where $\mathcal{H}$ is the Heegaard diagram of the $(2,2 n)$-torus link complement constructed in the previous section.

First, we will see whether the diagram $\mathcal{H}$ is provincially admissible. Second, we will investigate the genus-zero rectangular domains that cause a nontrivial differential. Then, using the result as a building block, we will consider domains of higher genus and the moduli space of homolorphic curves of the domains. The differentials associated to the higher genus domains are computed by $\mathcal{A}_{\infty}$-relations, dualizing $\widehat{C F D D}$-bimodule to $\widehat{C F A A}$-bimodule.

Periodic domain. First, we investigate periodic domains $\pi_{2}(\boldsymbol{x}, \boldsymbol{x})$. It is well known that $\pi_{2}(\boldsymbol{x}, \boldsymbol{x}) \cong H_{2}(Y(\mathcal{H}), \partial Y(\mathcal{H})) \cong \mathbb{Z} \oplus \mathbb{Z}$ by the Mayer-Vietoris sequence. Thus, there are two linearly independent periodic domains in the diagram. The proof can be found in [Lipshitz 2006, Lemma 2.6.1] or [Lipshitz et al. 2008, Lemma 4.18]. In their proof, they use the isomorphism

$$
\boldsymbol{\pi}_{2}(\boldsymbol{x}, \boldsymbol{x}) \cong H_{2}\left(\Sigma^{\prime} \times[0,1],(\overline{\boldsymbol{\alpha}} \times\{1\}) \cup(\boldsymbol{\beta} \times\{0\})\right),
$$

where $\Sigma^{\prime}=(\bar{\sigma} / \partial \bar{\sigma}) \backslash\{z\}$. The isomorphism given above is proved by investigating the long exact sequence of pair $\left(\Sigma^{\prime} \times[0,1],(\bar{\alpha} \times\{1\}) \cup(\beta \times\{0\})\right)$. That is,

$$
\begin{aligned}
& \cdots \rightarrow \underbrace{H_{2}\left(\Sigma^{\prime} \times[0,1]\right)}_{\cong 0} \rightarrow H_{2}\left(\Sigma^{\prime} \times[0,1],(\overline{\boldsymbol{\alpha}} \times\{1\}) \cup(\boldsymbol{\beta} \times\{0\})\right) \\
& \rightarrow H_{1}((\overline{\boldsymbol{\alpha}} \times\{1\}) \cup(\boldsymbol{\beta} \times\{0\})) \rightarrow H_{1}\left(\Sigma^{\prime}\right) .
\end{aligned}
$$

Thus, the periodic domain $\boldsymbol{\pi}_{2}(\boldsymbol{x}, \boldsymbol{x}) \cong \operatorname{ker}\left(H_{1}(\overline{\boldsymbol{\alpha}} / \partial \overline{\boldsymbol{\alpha}}) \oplus H_{1}(\boldsymbol{\beta}) \rightarrow H_{1}(\bar{\sigma} / \partial \bar{\Sigma})\right)$. This isomorphism enables us to find periodic domains from a bordered Heegaard diagram by choosing combinations of $\bar{\alpha}$ and $\beta$ curves such that the sum of their image in $H_{1}(\bar{\sigma} / \partial \bar{\sigma})$ equals zero. We briefly describe how to find the periodic domain from such combinations. Explicitly, first choose any orientation on the longitude $\alpha_{1}^{a, L}$ ( $\alpha_{1}^{a, R}$, respectively). This induces the orientation of $\beta_{1}$ ( $\beta_{2}$, respectively) as follows. For example, if the orientation of $\alpha_{1}^{a, L}$ is in a counterclockwise direction, then the orientation of $\beta_{1}$ is from right to left in the diagram. Then, we impose the coefficient zero to the outermost region that contains the framed arc. Starting from the outermost region, we give coefficients to regions adjacent to it according to the following rule. Suppose we have two adjacent regions $A$ and $B$ such that the coefficient of $A$ equals $l$ and the coefficient of $B$ is not determined. If we can reach region $B$ from region $A$ by crossing a curve of multiplicity $k$ from right to left (notion of "left" and "right" is justified since we have orientation of curves), we give the region $B$ coefficient $k+l$; otherwise we give coefficient $-k+l$. If we can
give coefficients to all regions consistently in this way, then the orientations given to curves $\overline{\boldsymbol{\alpha}}$ and $\boldsymbol{\beta}$ is boundary in $H_{1}(\bar{\sigma} / \partial \bar{\sigma})$.

Since there are two possible choices of orientations of longitudes up to sign, we find two generators of $\pi_{2}(\boldsymbol{x}, \boldsymbol{x})$. Then the periodic domains are

$$
Q_{3}+Q_{5}+\sum_{i=1}^{2 n-3}(i+1)\left(P_{i}+R_{i}\right)+(n+2)\left(Q_{1}+Q_{4}\right)+(n+3) Q_{2}
$$

and

$$
Q_{3}-Q_{5}+\sum_{i=1}^{2 n-3} \frac{1+(-1)^{i}}{2}\left(P_{i}-R_{i}\right)+Q_{4}-Q_{1} .
$$

The two generators are shown in Figure 3.
Thus, this diagram is provincially admissible; in fact, there is no provincial periodic domain here.


Figure 3. These two diagrams represents the two generators of the periodic domain $\pi_{2}(\boldsymbol{x}, \boldsymbol{x})$, where the black dots represent left and right punctures.

Generators. According to the labeling given in the diagram, there are $2 n^{2}+2 n$ generators which are classified into four groups.

$$
\begin{cases}\boldsymbol{x}_{i} \boldsymbol{y}_{j} & \text { where } i \text { and } j \text { have the same parity, } \\ \boldsymbol{a} \boldsymbol{y}_{i} & \text { where } i \text { is even, } \\ \boldsymbol{x}_{i} \boldsymbol{b} & \text { where } i \text { is even, } \\ \boldsymbol{a} \boldsymbol{y}_{i}, \boldsymbol{x}_{j} \boldsymbol{b} & \text { where } i \text { and } j \text { are odd. }\end{cases}
$$

From now on, we will disregard generators of the last group for the following reason. The main purpose of the bordered Floer homology is to compute the Heegaard Floer homology of a three-manifold obtained by gluing along the boundaries of two three-manifolds with homeomorphic boundaries. In the link complement case, we glue the link complement and solid tori. Typically, a bordered Heegaard diagram of a solid torus is a genus one surface with a puncture, equipped with $\boldsymbol{\beta}=\left\{\beta_{1}\right\}$ and $\overline{\boldsymbol{\alpha}}=\left\{\alpha_{1}^{a}, \alpha_{2}^{a}\right\}$. In particular, these $\alpha_{i}^{a}$ arcs are glued to $\alpha_{j}^{a, L}$ or $\alpha_{i}^{a, R}$ of the doubly bordered diagram of the link complement, and every generator of the diagram of the solid torus is occupying exactly one $\alpha$ arc. Therefore, after pairing two diagrams of the solid tori to both sides of the diagram of the link complement, the generators of the last kind cannot appear in the generator set of the resulting diagram.

The differential $\delta^{1}: \mathfrak{S}(\mathcal{H}) \rightarrow \mathcal{A}\left(-\partial_{L} \bar{\sigma}\right) \otimes \mathcal{A}\left(-\partial_{R} \bar{\sigma}\right) \otimes \mathfrak{S}(\mathcal{H})$ maps a generator $\boldsymbol{x} \in \mathfrak{S}(\mathcal{H})$ to $\sum \rho_{I} \otimes \sigma_{J} \otimes \boldsymbol{y}$, where $I, J \in\{\phi, 1,2,3,12,23,123\}$. Here, $\rho_{I}$ means an algebra element that comes from the left boundary strands algebra and $\sigma_{J}$, the right strands algebra. To investigate $\delta^{1}$ actions on generators, it is convenient to classify the resulting terms by their strands algebra elements.

Algebra element 1 . We begin by finding all provincial domains and show that only rectangular domains contribute to the differential $\delta^{1}$.
Lemma 3.2. Let $(B, \rho)$ be a compatible pair with $\operatorname{ind}(B, \rho)=1$. If $B$ is a nonrectangular domain, then $\rho$ is nonempty.
Proof. Suppose there is a nonrectangular provincial domain $B$ that has a nontrivial contribution to differential $\delta^{1}$. Then $B$ must be a linear combination of $R_{i}$ and $P_{j}$. See Figure 2. The region covered by $B$ must be connected, otherwise the number of corners of $B$ will be more than four. If a domain has more than four corners then it cannot represent proper differential because the each of two generators of the differential consists of two points. Therefore, $B$ must be an annulus. Next, we claim that the number of the corners of $B$ must be two. This claim is justified by considering the number of corners of different types. Since the number of corners of any domain should not exceed four, there are only five possibilities, each having $i 90^{\circ}$ corners and $4-i 270^{\circ}$ corners ( $i=0,1,2,3,4$ ). Since the domain was assumed to be provincial, it must be a combination of the regions $P_{1}, \ldots, P_{2 n-3}$ and $R_{1}, \ldots, R_{2 n-3}$. Considering the index formula $e(B)+n_{x}(B)+n_{y}(B)$ of (1),
the indices of the first three cases cannot be one. Likewise, we can easily rule out the last case. The fourth case does not exist due to the following reason; because the shape of the domain is an annulus, the $270^{\circ}$ corner must be on the boundary of the domain. Then, the other boundary must have two $90^{\circ}$ corners. If not, i.e., if one boundary component has all three $90^{\circ}$ corners, then there cannot be a holomorphic involution interchanging inner and outer boundaries. See [Ozsváth and Szabó 2004b, Lemma 9.4]. Thus, one boundary has two $90^{\circ}$ corners and the other boundary has one $90^{\circ}$ corner and one $270^{\circ}$ corner. In particular, the boundary that has two $90^{\circ}$ corners should consist of one $\overline{\boldsymbol{\alpha}}$ curve and one $\boldsymbol{\beta}$ curve, and the intersections have to be $90^{\circ}$. However, such a boundary cannot be obtained by any combination of the domains in Figure 2.

In Figure 2, regions $P_{1}, \ldots, P_{2 n-3}$ and $R_{1}, \ldots, R_{2 n-3}$ are the only ones not adjacent to the boundaries. Thus, rectangular domains obtained by combining these regions are the only provincial domains. For $i=1, \ldots, 2 n-3$ and $l \leq(2 n-5-i) / 2$, the combinations have the form

$$
\begin{aligned}
P_{i}+\sum_{k=0}^{l} R_{i+1+2 k}+P_{i+2+2 k}, & R_{i}+\sum_{k=0}^{l} P_{i+1+2 k}+R_{i+2+2 k}, \\
P_{i}+\sum_{k=0}^{l} P_{i+1+2 k}+P_{i+2+2 k}, & R_{i}+\sum_{k=0}^{l} R_{i+1+2 k}+R_{i+2+2 k} .
\end{aligned}
$$

All of these domains are rectangular with four corners and each of these domains admits a unique holomorphic representative (up to translation) by the Riemann mapping theorem. The labellings of the corners tell which generators are involved. For example, the domain $P_{i}$ has four corners $\boldsymbol{x}_{i}, \boldsymbol{x}_{i+1}, \boldsymbol{y}_{i+1}$ and $\boldsymbol{y}_{i+2}$; due to the orientation convention, this domain contributes to a differential from $\boldsymbol{x}_{i} \boldsymbol{y}_{i+2}$ to $\boldsymbol{x}_{i+1} \boldsymbol{y}_{i+1}$. We can write the terms with algebra element 1 obtained by taking differential of $\boldsymbol{x}_{\boldsymbol{i}} \boldsymbol{y}_{j}$ :

$$
\boldsymbol{x}_{i} \boldsymbol{y}_{j} \mapsto \begin{cases}\boldsymbol{x}_{j-1} \boldsymbol{y}_{i+1}+\boldsymbol{x}_{i+1} \boldsymbol{y}_{j-1} & \text { if } j-i>2,  \tag{2}\\ \boldsymbol{x}_{j+1} \boldsymbol{y}_{i-1}+\boldsymbol{x}_{i-1} \boldsymbol{y}_{j+1} & \text { if } i-j>2, \\ \boldsymbol{x}_{i+1} \boldsymbol{y}_{j-1} & \text { if } j-i=2, \\ \boldsymbol{x}_{i-1} \boldsymbol{y}_{j+1} & \text { if } i-j=2, \\ 0 & \text { if } i=j .\end{cases}
$$

Algebra elements $\rho_{1}$ and $\sigma_{1}$. First, consider the algebra element $\rho_{1}$. Domain $Q_{3}$ is adjacent to the Reeb chords of algebra element $\rho_{1}$. Note that if the multiplicity of the domain $Q_{3}$ is greater than 1, then it cannot contribute to the nontrivial differential. (If so, then it will produce the algebra element $\rho_{1} \cdot \rho_{1}$, which equals zero.) We list
the possible domains that result in nontrivial differentials:

$$
Q_{3}+\sum_{k=0}^{l} P_{1+2 k}+P_{2+2 k} \quad \text { and } \quad Q_{3}+\sum_{k=0}^{l} R_{1+2 k}+P_{2+2 k}
$$

where $l \leq n-2$.
All such domains are rectangular domains containing $Q_{3}$. These domains are all quadrilateral, and the dimension and the modulo two count of the moduli spaces are obvious. The differentials obtained from these domains are listed below.

$$
\boldsymbol{a} \boldsymbol{y}_{2 k} \mapsto \begin{cases}\rho_{1} \otimes\left(\boldsymbol{x}_{1} \boldsymbol{y}_{2 k-1}+\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{1}\right) & \text { if } k \neq 1, \\ \rho_{1} \otimes \boldsymbol{x}_{1} \boldsymbol{y}_{1} & \text { otherwise }\end{cases}
$$

Differentials involving $\sigma_{1}$ can be found in a parallel manner, by using the symmetry of the diagram.

$$
\boldsymbol{x}_{2 k} \boldsymbol{b} \mapsto \begin{cases}\sigma_{1} \otimes\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{1}+\boldsymbol{x}_{1} \boldsymbol{y}_{2 k-1}\right) & \text { if } k \neq 1, \\ \sigma_{1} \otimes \boldsymbol{x}_{1} \boldsymbol{y}_{1} & \text { otherwise }\end{cases}
$$

Algebra elements $\rho_{3}$ and $\sigma_{3}$. Similarly, domains adjacent to $\rho_{3}$ are all listed

$$
Q_{1}+\sum_{k=0}^{l} R_{2 n-2 k-3}+R_{2 n-2 k-4} \quad \text { and } \quad Q_{1}+\sum_{k=0}^{l} P_{2 n-2 k-3}+R_{2 n-2 k-4},
$$

where $l \leq n-2$.
Domains adjacent to $\sigma_{3}$ are similar. We get the differentials below:

$$
\begin{aligned}
\boldsymbol{a}_{\boldsymbol{y}_{2 k}} \mapsto \begin{cases}\rho_{3} \otimes\left(\boldsymbol{x}_{2 k+1} \boldsymbol{y}_{2 n-1}+\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 k+1}\right) & \text { if } k \neq n-1, \\
\rho_{3} \otimes \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1} & \text { otherwise },\end{cases} \\
\boldsymbol{x}_{2 k} \boldsymbol{b} \mapsto \begin{cases}\sigma_{3} \otimes\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 k+1}+\boldsymbol{x}_{2 k+1} \boldsymbol{y}_{2 n-1}\right) & \text { if } k \neq n-1, \\
\sigma_{3} \otimes \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1} & \text { otherwise. }\end{cases}
\end{aligned}
$$

Algebra element $\rho_{2} \otimes \sigma_{2}$. The domain $Q_{2}$ adjacent to $\rho_{2}$ is adjacent to $\sigma_{2}$ as well. So, this is the one and only domain where the algebra element $\rho_{2} \otimes \sigma_{2}$ occurs. Thus, we have $\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1} \mapsto \rho_{2} \otimes \sigma_{2} \otimes \boldsymbol{a} \boldsymbol{b}$.

Algebra elements $\rho_{3} \otimes \sigma_{1}$ and $\rho_{1} \otimes \sigma_{3}$. There are two domains which contribute to $\rho_{3} \otimes \sigma_{1}$; those are $Q_{1}+R_{1}+R_{2}+\cdots+R_{2 n-3}+Q_{5}$ and $Q_{1}+P_{1}+R_{2}+P_{3}+$ $R_{4}+\cdots+R_{2 n-4}+P_{2 n-3}+Q_{5}$. This gives $\boldsymbol{a} \boldsymbol{b} \mapsto \rho_{3} \otimes \sigma_{1} \otimes\left(\boldsymbol{x}_{1} \boldsymbol{y}_{2 n-1}+\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1}\right)$. Again, using the symmetry of the diagram, $\boldsymbol{a b} \mapsto \rho_{1} \otimes \sigma_{3} \otimes\left(\boldsymbol{x}_{1} \boldsymbol{y}_{2 n-1}+\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1}\right)$.

Now, we will work on differentials whose domains are nonrectangular. To find holomorphic curves of such domains, we will consider $\widehat{\operatorname{CFAA}}(\mathcal{H}, 0)$ so that we can use the $\mathcal{A}_{\infty}$-structure of it and ensure the existence of holomorphic curves and their count (modulo two).

Algebra element containing $\rho_{12}$. To take advantage of the $\mathcal{A}_{\infty}$-structure of $\widehat{C F A A}$, the orientation of two boundaries of the Heegaard diagram has to be reversed. We let $\bar{\rho}_{I}$ denote (respectively, $\bar{\sigma}_{I}$ ) the algebra element of the left strands algebra $\mathcal{A}(\mathcal{Z})$ (respectively, the right strands algebra); that is, an orientation reversing diffeomorphism $R:-S^{1} \backslash\{z\} \rightarrow S^{1} \backslash\{z\}$ induces a map $R_{*}: \mathcal{A}(-\mathcal{Z}) \rightarrow \mathcal{A}(\mathcal{Z})$ that maps $R_{*}\left(\rho_{1}\right)=\bar{\rho}_{3}, R_{*}\left(\rho_{2}\right)=\bar{\rho}_{2}, R_{*}\left(\rho_{3}\right)=\bar{\rho}_{1}$, and so on. The right boundary is similar.

Returning to $\widehat{C F D D}$, the domains contributing to $\rho_{12}$ must contain $Q_{2}$ and $Q_{3}$. Clearly $Q_{2}+Q_{3}$ has more than four corners, so we will consider $Q_{2}+Q_{3}+Q_{4}$ instead to get the domain of four corners. This domain possibly contributes to the differential from $\boldsymbol{x}_{2 n-2} \boldsymbol{y}_{2}$ to $\boldsymbol{x}_{1} \boldsymbol{y}_{1}$. The only possible Maslov index one interpretation is $\mathcal{M}\left(\boldsymbol{x}_{2 n-2} \boldsymbol{y}_{2}, \boldsymbol{x}_{1} \boldsymbol{y}_{1} ; \bar{\rho}_{23}, \bar{\sigma}_{12}\right)$ (there can be cuts between $\bar{\rho}_{2}$ and $\bar{\rho}_{3}$, and $\bar{\sigma}_{1}$ and $\bar{\sigma}_{2}$, but these cuts will increase the Maslov index by one). Under the interpretation, the domain is an annulus with one boundary consisting of two segments of $\boldsymbol{\alpha}$ curves and two segments of $\boldsymbol{\beta}$ curves, and another boundary consisting of $\boldsymbol{\alpha}$ curve only. In the sense of [Ozsváth and Szabó 2004b, Lemma 9.4], such an annulus cannot allow a holomorphic involution that interchanges one boundary with another, carrying $\alpha$ curves to $\boldsymbol{\alpha}$ curves and $\boldsymbol{\beta}$ curves to $\boldsymbol{\beta}$ curves. Thus, the moduli space $\mathcal{M}\left(\boldsymbol{x}_{2 n-2} \boldsymbol{y}_{2}, \boldsymbol{x}_{1} \boldsymbol{y}_{1} ; \bar{\rho}_{23}, \bar{\sigma}_{12}\right)$ cannot give a nontrivial differential. Domains such as $Q_{2}+Q_{3}+Q_{4}+P_{1}+P_{2}$ or $Q_{2}+Q_{3}+Q_{4}+R_{1}+P_{2}$ can be considered similarly to $Q_{2}+Q_{3}+Q_{4}$. In fact, they do not contribute to the nontrivial differential as long as the shape of the domain is topologically equivalent to $Q_{2}+Q_{3}+Q_{4}$.

There are two domains possibly giving a nontrivial differential; they are $Q_{2}+$ $Q_{3}+P_{1}+\cdots+P_{2 n-3}+Q_{4}$ and $Q_{2}+Q_{3}+R_{1}+P_{2}+\cdots+R_{2 n-3}+Q_{4}$. We will consider the domain $Q_{2}+Q_{3}+P_{1}+\cdots+P_{2 n-3}+Q_{4}$ first. It has three interpretations. Each of the interpretations comes from the choice of cuts made on the boundary of the domain. Cuts are allowed where the domain has $270^{\circ}$ or $180^{\circ}$ corners, or a point on the boundary intersecting $\boldsymbol{\alpha}$ curve. (Detailed discussions of domains and their cuts can be found in [Lipshitz et al. 2008, Chapter 6]. An interested reader may also want to see [Lipshitz et al. 2009] for more examples.) Thus, the domain $Q_{2}+Q_{3}+P_{1}+\cdots+P_{2 n-3}+Q_{4}$ has two points that possibly allow cuts; a point between $\rho_{1}$ and $\rho_{2}$, and a point between $\sigma_{2}$ and $\sigma_{3}$. Of course, it may not have any cuts at all. We list the moduli spaces of these interpretations as below:

- $\mathcal{M}\left(\boldsymbol{a} \boldsymbol{y}_{2 n-1}, \boldsymbol{a} \boldsymbol{y}_{1} ; \bar{\rho}_{3}, \bar{\rho}_{2}, \bar{\sigma}_{12}\right)$,
- $\mathcal{M}\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1} ; \bar{\rho}_{23}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$,
- $\mathcal{M}\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \boldsymbol{x}_{2 k-1} \boldsymbol{y}_{1} ; \bar{\rho}_{23}, \bar{\sigma}_{12}\right)$.

First, we will consider $\mathcal{M}\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \boldsymbol{x}_{2 k-1} \boldsymbol{y}_{1} ; \bar{\rho}_{23}, \bar{\sigma}_{12}\right)$.

Lemma 3.3. The modulo two count of the moduli space

$$
\mathcal{M}\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \boldsymbol{x}_{2 k-1} \boldsymbol{y}_{1} ; \bar{\rho}_{23}, \bar{\sigma}_{12}\right)
$$

is zero.
Proof. We will compute the signed number of the moduli space by considering the following $\mathcal{A}_{\infty}$-compatibility condition.

$$
\begin{aligned}
0=m & \left(m\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}\right), \bar{\rho}_{2}, \bar{\rho}_{3}, \bar{\sigma}_{12}\right)+m\left(m\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}\right), \bar{\rho}_{3}, \bar{\sigma}_{12}\right) \\
& +m\left(m\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \bar{\sigma}_{12}\right), \bar{\rho}_{2}, \bar{\rho}_{3}\right)+m\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \mu\left(\bar{\rho}_{2}, \bar{\rho}_{3}\right), \bar{\sigma}_{12}\right) \\
& +m\left(m\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\sigma}_{12}\right), \bar{\rho}_{3}\right)+m\left(m\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\rho}_{3}, \bar{\sigma}_{12}\right)\right) .
\end{aligned}
$$

The right-hand side of the equation above consists of six terms. The second term vanishes because $m\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}\right)$ does not have the algebra element $\bar{\sigma}_{2}$ (note that domain $Q_{2}$ is adjacent to $\bar{\rho}_{2}$ and $\bar{\sigma}_{2}$ ). Similarly, the third term vanishes since $m\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \bar{\sigma}_{12}\right)$ has $\bar{\sigma}_{12}$ as its input but lacks $\bar{\rho}_{2}$. The last term also vanishes because the Maslov index is not one. Replacing $\mu\left(\bar{\rho}_{2}, \bar{\rho}_{3}\right)=\bar{\rho}_{23}$ and $m\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}\right)=\boldsymbol{x}_{2 n-2} \boldsymbol{y}_{2 k}+\boldsymbol{x}_{2 k} \boldsymbol{y}_{2 n-2}$ (equation (2)), the above equation is reduced as follows.

$$
\begin{aligned}
& 0=m\left(\boldsymbol{x}_{2 n-2} \boldsymbol{y}_{2 k},\right. \bar{\rho}_{2}, \\
&\left., \bar{\rho}_{3}, \bar{\sigma}_{12}\right)+m\left(\boldsymbol{x}_{2 k} \boldsymbol{y}_{2 n-2}, \bar{\rho}_{2}, \bar{\rho}_{3}, \bar{\sigma}_{12}\right) \\
&+m\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{23}, \bar{\sigma}_{12}\right)+m\left(m\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\sigma}_{12}\right), \bar{\rho}_{3}\right) .
\end{aligned}
$$

The first term on the right-hand side corresponds to the moduli space

$$
\mathcal{M}\left(\boldsymbol{x}_{2 n-2} \boldsymbol{y}_{2 k}, \boldsymbol{x}_{2 k-1} \boldsymbol{y}_{1} ; \bar{\rho}_{2}, \bar{\rho}_{3}, \bar{\sigma}_{12}\right),
$$

whose Maslov index is not one. The second vanishes because any domain containing $Q_{2}+Q_{3}+Q_{4}$ cannot have corners that contain $\boldsymbol{x}_{2 k}$ and $\boldsymbol{y}_{2 n-2}$. The last term also vanishes because the moduli space $\mathcal{M}\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \boldsymbol{a} \boldsymbol{y}_{2 k} ; \bar{\rho}_{2}, \bar{\sigma}_{12}\right)$ has no holomorphic representative since the domain is an annulus and does not allow holomorphic involution, so $m\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\sigma}_{12}\right)=0$. Hence, we have $m\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{23}, \bar{\sigma}_{12}\right)=0$ and $\# \mathcal{M}\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \boldsymbol{x}_{2 k-1} \boldsymbol{y}_{1} ; \bar{\rho}_{23}, \bar{\sigma}_{12}\right)=0$ modulo two.

The second interpretation is $\mathcal{M}\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1} ; \bar{\rho}_{23}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$. The domain is an annulus; each boundary consists of one $\alpha$ curve segment and one $\boldsymbol{\beta}$ curve segment. The modulo two count of the moduli space can be computed by a similar computation above.

Lemma 3.4. The modulo two count of the moduli space

$$
\mathcal{M}\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1} ; \bar{\rho}_{23}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)
$$

is one.

Proof. Again, we will consider the $\mathcal{A}_{\infty}$-compatibility relation as below:

$$
\begin{aligned}
0= & m^{2}\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\rho}_{3}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right) \\
= & m\left(m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}\right), \bar{\rho}_{2}, \bar{\rho}_{3}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)+m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \mu\left(\bar{\rho}_{2}, \bar{\rho}_{3}\right), \bar{\sigma}_{2}, \bar{\sigma}_{1}\right) \\
& +m\left(m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\sigma}_{2}\right), \bar{\rho}_{3}, \bar{\sigma}_{1}\right)+m\left(m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\rho}_{3}\right), \bar{\sigma}_{2}, \bar{\sigma}_{1}\right) \\
& +m\left(m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right), \bar{\rho}_{2}, \bar{\rho}_{3}\right)+m\left(m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\rho}_{3}, \bar{\sigma}_{2}\right), \bar{\sigma}_{1}\right) \\
& +m\left(m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right), \bar{\rho}_{3}\right)+m\left(m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\rho}_{3}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)\right) .
\end{aligned}
$$

We have $m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}\right)=0$ since there is no provincial domain connecting $\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}$, so the first term on the right-hand side vanishes. The fourth term also vanishes because $m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\rho}_{3}\right)=0$ (domain $Q_{2}$ is adjacent to both $\bar{\rho}_{2}$ and $\left.\bar{\sigma}_{2}\right)$. For the same reason, the fifth term vanishes.

In the sixth term, $m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\rho}_{3}, \bar{\sigma}_{2}\right)$ does not represent a domain with four corners. Recall that a domain that involves $\bar{\rho}_{2}$ and $\bar{\rho}_{3}$ must have $\bar{\sigma}_{1}$. Thus, the sixth term vanishes. Similarly, the seventh term also vanishes. We have $m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\rho}_{3}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)=0$ when considering the Maslov index.

Then the above compatibility relation is reduced to

$$
m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{23}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)+m\left(m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\sigma}_{2}\right), \bar{\rho}_{3}, \bar{\sigma}_{1}\right)=0
$$

The second term on the left-hand side equals $\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1}+\boldsymbol{x}_{1} \boldsymbol{y}_{2 n-1}$. This implies modulo two count of the moduli spaces $\mathcal{M}\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1} ; \bar{\rho}_{23}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$ and $\mathcal{M}\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \boldsymbol{x}_{1} \boldsymbol{y}_{2 n-1} ; \bar{\rho}_{23}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$ equal one.

However, idempotents of the type- $D D$ module prohibit a nontrivial differential from moduli spaces considered above. Explicitly,

$$
\begin{aligned}
\delta^{1}\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}\right) & =\rho_{12} \otimes \sigma_{23} \otimes \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1}+\cdots \\
& =\rho_{12} \iota_{1} \otimes \sigma_{23} \otimes \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1}+\cdots \\
& =\rho_{12} \otimes \sigma_{23} \otimes \iota_{1} \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1}+\cdots .
\end{aligned}
$$

Recall that $\iota_{1} \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1}=0$ since $\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1}$ occupies $\alpha_{1}^{a, L}$ and the idempotent $\iota_{1}$ also occupies the same $\alpha$-arc.

The third interpretation is $\mathcal{M}\left(\boldsymbol{a} \boldsymbol{y}_{2 n-1}, \boldsymbol{a} \boldsymbol{y}_{1} ; \bar{\rho}_{3}, \bar{\rho}_{2}, \bar{\sigma}_{12}\right)$. This is again an annulus and one of its boundaries has two $\boldsymbol{\alpha}$ curve segments and two $\boldsymbol{\beta}$ curve segments, thus it cannot give a nontrivial differential either.

Next, we will consider domain $Q_{2}+Q_{3}+R_{1}+P_{2}+\cdots+R_{2 n-3}+Q_{4}$. Possible cuts may arise from a point between $\sigma_{2}$ and $\sigma_{3}$. The possible interpretations are

- $\mathcal{M}\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \boldsymbol{x}_{1} \boldsymbol{y}_{2 n-1} ; \bar{\rho}_{23}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$,
- $\mathcal{M}\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 k-1}, \boldsymbol{x}_{1} \boldsymbol{y}_{2 k-1} ; \bar{\rho}_{23}, \bar{\sigma}_{12}\right)$.

By the above lemma, the modulo two count of the first moduli space is one, but because of idempotents, it cannot give a nontrivial contribution to the differential. The second moduli space has modulo two count zero by a similar computation in Lemma 3.3 or Lemma 3.4.

Algebra element containing $\rho_{23}$. Roughly speaking, the domains that possibly contribute to the algebra element $\rho_{23}$ are obtained by adding regions to the domain $Q_{1}+Q_{2}$ so that the resulting domain has at most four corners.

We will consider these domains by classifying them into three cases.
Case 1. We will first consider the following annular domains:

$$
\begin{align*}
& Q_{1}+Q_{2}  \tag{3}\\
& Q_{1}+Q_{2}+Q_{4}+R_{2 n-3}+P_{2 n-3}+R_{2 n-4}  \tag{4}\\
& Q_{1}+Q_{2}+Q_{4}+\sum_{k=0}^{l} R_{2 n-2 k-3}+P_{2 n-2 k-3}+R_{2 n-2 k-4}+P_{2 n-2 k-4}+R_{2 n-2 l-3} \tag{5}
\end{align*}
$$

where $1 \leq l \leq n-2$. (Basically, these domains are obtained by adding an even number of regions to the top and bottom of $Q_{1}+Q_{2}$.)

We will first consider the domain $Q_{1}+Q_{2}$. The domain can be interpreted as $\mathcal{M}\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \boldsymbol{a} \boldsymbol{b} ; \bar{\rho}_{12}, \bar{\sigma}_{2}\right)$. Again, the modulo two count of the moduli space can be computed by using the $\mathcal{A}_{\infty}$-relation of $m^{2}\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \bar{\rho}_{1}, \bar{\rho}_{2}, \bar{\sigma}_{2}\right)$. Recall that $m\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \bar{\rho}_{1}\right)=\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}$ and $m\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}, \bar{\rho}_{2}, \bar{\sigma}_{2}\right)=\boldsymbol{a} \boldsymbol{b}$ since the associated domains are rectangular.

$$
\begin{gathered}
0=m\left(m\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \bar{\rho}_{1}\right), \bar{\rho}_{2}, \bar{\sigma}_{2}\right)+m\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2},\left(\bar{\rho}_{1}, \bar{\rho}_{2}\right),\right. \\
\left.\quad \bar{\sigma}_{2}\right) \\
+m\left(m\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \bar{\sigma}_{2}\right), \bar{\rho}_{1}, \bar{\rho}_{2}\right) \\
=\boldsymbol{a} \boldsymbol{b}+m\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \bar{\rho}_{12}, \bar{\sigma}_{2}\right)+m\left(m\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \bar{\sigma}_{2}\right), \bar{\rho}_{1}, \bar{\rho}_{2}\right)
\end{gathered}
$$

The last term on the right-hand side equals zero because $m\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \bar{\sigma}_{2}\right)=0$ (domain $Q_{2}$ is adjacent to Reeb chords $\bar{\rho}_{2}$ and $\left.\bar{\sigma}_{2}\right)$. This implies $m\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \bar{\rho}_{12}, \bar{\sigma}_{2}\right)=\boldsymbol{a} \boldsymbol{b}$, hence $\# \mathcal{M}\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \boldsymbol{a} \boldsymbol{b} ; \bar{\rho}_{12}, \bar{\sigma}_{2}\right)=1$.

Remark 3.5. An annulus domain of this kind (i.e., an outside boundary consisting of both $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ curves and an inside boundary of $\boldsymbol{\alpha}$ curve only, including a cut on the inside boundary) always admits a holomorphic representative; since we are free to choose the length of the cut starting from the point so that the annulus admits a biholomorphic involution of it, again in the sense of [Ozsváth and Szabó 2004b, Lemma 9.4].

The moduli space $\mathcal{M}\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \boldsymbol{a} \boldsymbol{b} ; \bar{\rho}_{12}, \bar{\sigma}_{2}\right)=\mathcal{M}\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \boldsymbol{a} \boldsymbol{b} ; \rho_{23}, \sigma_{2}\right)$ corresponding to $\rho_{23} \otimes \sigma_{2} \otimes \boldsymbol{a} \boldsymbol{b}$ term occurs in $\delta^{1}\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}\right)$ in $\widehat{\boldsymbol{C F D D}}$. However, the right-hand side is zero because of the idempotents.

Likewise, the second and third domains (see (4) and (5) on the previous page) allow the following interpretations:

- $\mathcal{M}\left(\boldsymbol{a}_{\boldsymbol{y}_{2 j}}, \boldsymbol{a} \boldsymbol{y}_{2 j+2} ; \bar{\rho}_{12}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$,
- $\mathcal{M}\left(\boldsymbol{a}_{2 j}, \boldsymbol{a} \boldsymbol{y}_{2 j+2} ; \bar{\rho}_{12}, \bar{\sigma}_{12}\right)$.

First, $\# \mathcal{M}\left(\boldsymbol{a} \boldsymbol{y}_{2 j}, \boldsymbol{a} \boldsymbol{y}_{2 j+2} ; \bar{\rho}_{12}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)=1$ modulo two for reasons similar to those described in Remark 3.5. These contribute to the differential between generators $\boldsymbol{a} \boldsymbol{y}_{2 j}$ and $\boldsymbol{a} \boldsymbol{y}_{2 j+2}$ with an algebra element containing $\rho_{23}$, but all going to zero because of idempotents. (Similarly, \#M(ab, a $\left.\boldsymbol{y}_{2} ; \bar{\rho}_{12}, \bar{\sigma}_{3}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)=1$, but it does not affect the differential because of idempotents.)

Second, \#M( $\left.\boldsymbol{a} \boldsymbol{y}_{2 j}, \boldsymbol{a} \boldsymbol{y}_{2 j+2} ; \bar{\rho}_{12}, \bar{\sigma}_{12}\right)=0$ modulo two. It can be proved by considering the following $\mathcal{A}_{\infty}$-relation:

$$
\begin{aligned}
0= & m\left(m\left(\boldsymbol{a} \boldsymbol{y}_{2 j}, \bar{\rho}_{12}, \bar{\sigma}_{1}, \bar{\sigma}_{2}\right)\right)+m\left(m\left(\boldsymbol{a} \boldsymbol{y}_{2 j}, \bar{\sigma}_{1}\right), \bar{\rho}_{12}, \bar{\sigma}_{2}\right) \\
& +m\left(m\left(\boldsymbol{a} y_{2 j}, \bar{\rho}_{12}\right), \bar{\sigma}_{1}, \bar{\sigma}_{2}\right)+m\left(m\left(\boldsymbol{a} \boldsymbol{y}_{2 j}, \bar{\rho}_{12}, \bar{\sigma}_{1}\right), \bar{\sigma}_{2}\right)+m\left(\boldsymbol{a} \boldsymbol{y}_{2 j}, \bar{\rho}_{12},\left(\bar{\sigma}_{1}, \bar{\sigma}_{2}\right)\right) .
\end{aligned}
$$

The term $m\left(\boldsymbol{a} \boldsymbol{y}_{2 j}, \bar{\rho}_{12}, \bar{\sigma}_{1}, \bar{\sigma}_{2}\right)=0$ since Maslov index is not one. We have that $m\left(\boldsymbol{a} \boldsymbol{y}_{2 j}, \bar{\rho}_{12}\right)$ and $m\left(\boldsymbol{a} \boldsymbol{y}_{2 j}, \bar{\rho}_{12}, \bar{\sigma}_{1}\right)$ equal zero because $\bar{\sigma}_{2}$ was not involved and there is no such domain corresponding to these interpretations. From the diagram, it is clear that $m\left(\boldsymbol{a} \boldsymbol{y}_{2 j}, \bar{\sigma}_{1}\right)=0$. Thus, the last term $m\left(\boldsymbol{a} \boldsymbol{y}_{2 j}, \bar{\rho}_{12},\left(\bar{\sigma}_{1}, \bar{\sigma}_{2}\right)\right)=$ $m\left(\boldsymbol{a} \boldsymbol{y}_{2 j}, \bar{\rho}_{12}, \bar{\sigma}_{12}\right)$ equals zero, too.
Case 2. Next, we will consider the following domains:

$$
\begin{aligned}
& Q_{1}+Q_{2}+\sum_{k=0}^{l} P_{2 n-2 k-3}+R_{2 n-2 k-4}+P_{2 n-2 l-5}, \\
& \begin{aligned}
Q_{1}+Q_{2}+Q_{4}+\sum_{k=0}^{l} P_{2 n-2 k-3}+R_{2 n-2 k-4} & +P_{2 n-2 l-5} \\
& +\sum_{k=0}^{m} R_{2 n-2 k-3}+P_{2 n-2 k-4}+R_{2 n-2 m-5},
\end{aligned} \\
& \begin{array}{l}
Q_{1}+Q_{2}+Q_{4}+\sum_{k=0}^{l} P_{2 n-2 k-3}+R_{2 n-2 k-4}+\sum_{k=0}^{m} R_{2 n-2 k-3}+P_{2 n-2 k-4}, \quad \text { and }
\end{array} \\
& Q_{1}+Q_{2}+Q_{4}+Q_{5}+\sum_{k=0}^{n-3} P_{2 n-2 k-3}+R_{2 n-2 k-4}+\sum_{k=0}^{m} R_{2 n-2 k-3}+P_{2 n-2 k-4},
\end{aligned}
$$

where $0 \leq l, m \leq n-3$. These domains are obtained by adding a topologically rectangular domain containing $Q_{1}+Q_{2}$ and another rectangular domain containing $Q_{4}$.

The first domain can have a cut at a point between $\rho_{2}$ and $\rho_{3}$. The interpretation

$$
\mathcal{M}\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}, \boldsymbol{x}_{2 k} \boldsymbol{b} ; \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{2}\right)
$$

is essentially a rectangle so modulo two count of the corresponding moduli space is one. The second domain can have cuts at two different points; a point between
$\rho_{2}$ and $\rho_{3}$, and a point between $\sigma_{2}$ and $\sigma_{3}$. Considering the interpretation that has only one cut, the domain is an annulus with one of its boundary consisting of two $\boldsymbol{\alpha}$ curve segments and two $\boldsymbol{\beta}$ curve segments, which does not allow any holomorphic representative. If the interpretation has both of the cuts, then it is also a rectangular domain of the moduli space $\mathcal{M}\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 l-1}, \boldsymbol{x}_{2 k} \boldsymbol{y}_{2 l} ; \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$. Dualizing them, they yield a nontrivial differential of algebra elements $\rho_{23} \otimes \sigma_{2}$ and $\rho_{23} \otimes \sigma_{23}$ for the type- $D$ structure map $\delta^{1}$ in $\widehat{C F D D}$.

Remark 3.6. Both of the domains considered above have interpretations without any cut. However, those interpretations do not have a holomorphic representative. For example, we can see that the modulo two count of the moduli space $\mathcal{M}\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 l-1}, \boldsymbol{x}_{2 k} \boldsymbol{y}_{2 l} ; \bar{\rho}_{12}, \bar{\sigma}_{12}\right)$ equals zero by considering an $\mathcal{A}_{\infty}$-relation similar to that discussed in Lemmas 3.3 and 3.4.

The third domain has almost the same interpretation; the only meaningful one is

$$
\mathcal{M}\left(\boldsymbol{x}_{2 l} \boldsymbol{y}_{2 k}, \boldsymbol{x}_{2 l+1} \boldsymbol{y}_{2 k+1} ; \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right) .
$$

Again, this interpretation is rectangular and modulo two count of the moduli space is one.

The last domain has two interpretations with Maslov index one. They are

$$
\mathcal{M}\left(\boldsymbol{x}_{2 l} \boldsymbol{b}, \boldsymbol{x}_{2 l+1} \boldsymbol{y}_{1} ; \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{3}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)
$$

and

$$
\mathcal{M}\left(\boldsymbol{x}_{2 l} \boldsymbol{b}, \boldsymbol{x}_{2 l+1} \boldsymbol{y}_{1} ; \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{123}\right) .
$$

The first interpretation is clearly a rectangle. However, the second one is topologically a punctured torus. To count the signed number of the moduli space, we investigate the $\mathcal{A}_{\infty}$-relation $m^{2}\left(\boldsymbol{x}_{2 l} \boldsymbol{b}, \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{12}, \bar{\sigma}_{3}\right)=0$.

Lemma 3.7. The modulo two count of the moduli space

$$
\mathcal{M}\left(\boldsymbol{x}_{2 l} \boldsymbol{b}, \boldsymbol{x}_{2 l+1} \boldsymbol{y}_{1} ; \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{123}\right)
$$

is one.
Proof. Disregarding all terms that equal zero, the relation is reduced to

$$
m\left(\boldsymbol{x}_{2 l} \boldsymbol{b}, \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{123}\right)+m\left(m\left(\boldsymbol{x}_{2 l} \boldsymbol{b}, \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{12}\right), \bar{\sigma}_{3}\right)=0 .
$$

$m\left(\boldsymbol{x}_{2 l} \boldsymbol{b}, \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{12}\right)=\boldsymbol{x}_{2 l+2} \boldsymbol{b}$ because the corresponding domain is an annulus as in Remark 3.5. Thus, the relation is reduced to

$$
m\left(\boldsymbol{x}_{2 l} \boldsymbol{b}, \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{123}\right)+m\left(\boldsymbol{x}_{2 l+2} \boldsymbol{b}, \bar{\sigma}_{3}\right)=0 .
$$



Figure 4. A diagram of the ( 2,6 )-torus link complement. The shaded region is a domain obtained by adding a rectangular domain to $Q_{2}$. This domain corresponds to a differential from $\boldsymbol{x}_{1} \boldsymbol{y}_{3}$ to $\boldsymbol{x}_{2} \boldsymbol{y}_{2}$. Cutting along the bold curve on the boundary of the domain, the domain turns out to be rectangular.

The second term of the right-hand side is clearly $\boldsymbol{x}_{2 l+1} \boldsymbol{y}_{1}+\boldsymbol{x}_{1} \boldsymbol{y}_{2 l+1}$. This implies modulo two count of the moduli space

$$
\mathcal{M}\left(\boldsymbol{x}_{2 l} \boldsymbol{b}, \boldsymbol{x}_{2 l+1} \boldsymbol{y}_{1} ; \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{123}\right)
$$

equals one.
Therefore, the two interpretations of the last domain result in the two same terms $\rho_{23} \otimes \sigma_{123} \otimes \boldsymbol{x}_{2 l+1} \boldsymbol{y}_{1}$ in the $\widehat{C F D D}$ module; so they do not contribute to the differential.

Remark 3.8. Lemma 3.7 also proves that modulo two count of

$$
\mathcal{M}\left(\boldsymbol{x}_{2 l} \boldsymbol{b}, \boldsymbol{x}_{1} \boldsymbol{y}_{2 l+1} ; \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{123}\right)
$$

also equals one.
Case 3. Domains that possibly contribute to a differential with an algebra element containing $\rho_{23}$ are obtained by adding domains to the top of $Q_{1}+Q_{2}$. That is, we add $2 j-1$ domains, $j=1, \ldots, n-1$ on the top and the resulting domain is $R_{2 n-2 j-1}+\cdots+R_{2 n-3}+Q_{1}+Q_{2}$. The only possible interpretation is $\mathcal{M}\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-2 j-1}, \boldsymbol{x}_{2 n-2 j} \boldsymbol{b} ; \bar{\rho}_{12}, \bar{\sigma}_{2}\right)$. It does not allow any holomorphic representative because the domain does not allow any holomorphic involution interchanging two boundaries.

Likewise, we shall consider domains obtained by adding domains to $Q_{2}$ on the top and bottom. Consider a domain

$$
Q_{1}+Q_{2}+Q_{4}+\left(R_{2 n-k}+\cdots+R_{2 n-3}\right)+\left(P_{2 n-l}+\cdots+P_{2 n-3}\right) .
$$

The domain is obtained by adding $k-2$ domains on the top and $l-2$ domains on the bottom of $Q_{1}+Q_{2}+Q_{4}$ ( $k$ and $l$ should have the same parity). If $k=l$, then the resulting domain is the domain that we have considered in Case 2. (See the bottom right of Figure 5.) If $k \neq l$, then three interpretations are possible. The first is $\mathcal{M}\left(\boldsymbol{x}_{2 n-l-2} \boldsymbol{y}_{2 n-k-2}, \boldsymbol{x}_{2 n-k-1} \boldsymbol{y}_{2 n-l-1} ; \bar{\rho}_{12}, \bar{\sigma}_{12}\right)$. This is a genus two domain, and modulo two count of this moduli space is zero by a similar reason given in Lemma 3.3. The second and third interpretations are

$$
\begin{aligned}
& \mathcal{M}\left(\boldsymbol{x}_{2 n-l-2} \boldsymbol{y}_{2 n-k-2}, \boldsymbol{x}_{2 n-k-1} \boldsymbol{y}_{2 n-l-1} ; \bar{\rho}_{12}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right), \\
& \mathcal{M}\left(\boldsymbol{x}_{2 n-l-2} \boldsymbol{y}_{2 n-k-2}, \boldsymbol{x}_{2 n-k-1} \boldsymbol{y}_{2 n-l-1} ; \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{12}\right) .
\end{aligned}
$$

These are both annular interpretations, and they do not have any holomorphic representative because they do not allow a holomorphic involution.

Lastly, if $k=2 n-2$, then, the domain contains $Q_{5}$. Then this domain has the two interpretations

$$
\mathcal{M}\left(\boldsymbol{x}_{2 l-2} \boldsymbol{b}, \boldsymbol{x}_{1} \boldsymbol{y}_{2 l-1} ; \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{123}\right) \quad \text { and } \quad \mathcal{M}\left(\boldsymbol{x}_{2 l-2} \boldsymbol{b}, \boldsymbol{x}_{1} \boldsymbol{y}_{2 l-1} ; \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{3}, \bar{\sigma}_{12}\right) .
$$

The signed number of the moduli space of the first interpretation was proved to be one modulo two by Lemma 3.7. The signed number of the second interpretation is not one because it does not allow a holomorphic involution either.

To sum up, the differentials that give the algebra element containing $\rho_{23}$ are listed below:

- $\boldsymbol{x}_{i} \boldsymbol{y}_{j} \mapsto \rho_{23} \otimes \sigma_{23} \otimes \boldsymbol{x}_{i+1} \boldsymbol{y}_{j+1}$ if $i, j \neq 2 n-1$,
- $\boldsymbol{x}_{i} \boldsymbol{y}_{2 n-1} \mapsto \rho_{23} \otimes \sigma_{2} \otimes \boldsymbol{x}_{i+1} \boldsymbol{b}$ if $j=2 n-1$ and $i=1,3, \ldots, 2 n-3$,
- $\boldsymbol{x}_{i} \boldsymbol{b} \mapsto \rho_{23} \otimes \sigma_{123} \otimes \boldsymbol{x}_{1} \boldsymbol{y}_{i+1}$.

Algebra element contains $\rho_{123}$. Domains that possibly contribute to the algebra element $\rho_{123}$ are listed below:

$$
\begin{aligned}
& \left(Q_{1}+Q_{2}+Q_{3}+Q_{4}\right)+\left(R_{1}+P_{2}+R_{3}+P_{4}+\cdots+R_{2 n-5}+P_{2 n-4}\right)+R_{2 n-3} ; \\
& \left(Q_{1}+Q_{2}+Q_{3}+Q_{4}\right)+\left(P_{1}+\cdots+P_{2 n-3}\right) ; \\
& \left(Q_{1}+Q_{2}+Q_{3}+Q_{4}\right)+\sum_{k=0}^{l}\left(R_{2 k+1}+P_{2 k+2}\right) \\
& \quad+\sum_{k=0}^{n-4-l}\left(R_{2 n-2 k-3}+P_{2 n-2 k-3}+R_{2 n-2 k-4}+P_{2 n-2 k-4}\right)+R_{2 l+3} ; \\
& \left(Q_{1}+Q_{2}+Q_{3}+Q_{4}\right)+\sum_{k=0}^{l}\left(P_{2 k+1}+P_{2 k+2}\right) \\
& \quad+\sum_{k=0}^{n-4-l}\left(R_{2 n-2 k-3}+P_{2 n-2 k-3}+R_{2 n-2 k-4}+P_{2 n-2 k-4}\right)+P_{2 l+3} ; \text { and } \\
& Q_{1}+\cdots+Q_{5}+P_{1}+\cdots+P_{2 n-3}+R_{1}+\cdots+R_{2 n-3},
\end{aligned}
$$



Figure 5. Examples of obtaining nonrectangular domains of the $(2,6)$-torus link. Top left can be interpreted as an annular domain, but it cannot give a nontrivial differential due to idempotents. Top right is obtained by adding a domain to $Q_{2}$ on the top, but its only possible interpretation does not allow any holomorphic representative. Bottom left and bottom right are obtained by adding domains to $Q_{2}$ on the top and bottom. If the number of regions attached on the top is not equal to the number of regions attached on the bottom, it has two interpretations; and they do not allow a holomorphic representative either (bottom left). If two numbers are equal, then the domain gives a nontrivial differential. (This case was previously considered. See Figure 4.)
where $1 \leq l \leq n-3$.
Each of these domains are obtained by adding a rectangular domain containing a region adjacent to $\rho_{1}$ to the annular domain listed in the algebra element containing $\rho_{23}$.

We investigate the first domain. As before, we list all possible interpretations:

- $\mathcal{M}\left(\boldsymbol{a}_{2 n-2}, \boldsymbol{x}_{1} \boldsymbol{y}_{2 n-1} ; \bar{\rho}_{123}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$,
- $\mathcal{M}\left(\boldsymbol{a}_{2 n-2}, \boldsymbol{x}_{1} \boldsymbol{y}_{2 n-1} ; \bar{\rho}_{3}, \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$,
- $\mathcal{M}\left(\boldsymbol{a}_{\boldsymbol{y}_{2 n-2}}, \boldsymbol{x}_{1} \boldsymbol{y}_{2 n-1} ; \bar{\rho}_{23}, \bar{\rho}_{1}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$,
- $\mathcal{M}\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \boldsymbol{x}_{1} \boldsymbol{y}_{2 n-1} ; \bar{\rho}_{3}, \bar{\rho}_{12}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$.

The third interpretation is an annulus whose outer boundary has two $\alpha$ curve segments and two $\boldsymbol{\beta}$ curve segments; thus it does not have a holomorphic representative. The fourth interpretation cannot give a nontrivial contribution either because of the $\mathcal{A}_{\infty}$-module compatibility relation. On the other hand, the second interpretation is
a rectangular one; it allows a holomorphic representative and its modulo two count of the moduli space is one. The first interpretation also has a moduli space with modulo two count one by the same analysis in Lemma 3.7. Again, the first and second interpretations will result in the same term after in $\widehat{C F D D}$ module. The sum of these two terms equals zero, so this domain actually has no contribution after all.

The second domain has two interpretations; $\mathcal{M}\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1} ; \bar{\rho}_{123}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$ and $\mathcal{M}\left(\boldsymbol{a} \boldsymbol{y}_{2 n-2}, \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1} ; \bar{\rho}_{3}, \bar{\rho}_{12}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$. The first interpretation was considered in the above computation, and the second interpretation is an annulus whose outer boundary consists of two $\boldsymbol{\alpha}$ curve segments and two $\boldsymbol{\beta}$ curve segments, so there is no holomorphic representative.

Similarly, the other domains (except for the last) give Whitney disks, and the moduli spaces corresponding to the domains are $\mathcal{M}\left(\boldsymbol{a} \boldsymbol{y}_{2 j}, \boldsymbol{x}_{1} \boldsymbol{y}_{2 j+1} ; \bar{\rho}_{123}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$, $\mathcal{M}\left(\boldsymbol{a} \boldsymbol{y}_{2 j}, \boldsymbol{x}_{1} \boldsymbol{y}_{2 j+1} ; \bar{\rho}_{3}, \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$ and $\mathcal{M}\left(\boldsymbol{a} \boldsymbol{y}_{2 j}, \boldsymbol{x}_{2 j+1} \boldsymbol{y}_{1} ; \bar{\rho}_{123}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$. The signed number of each of these moduli spaces is one modulo two.

The moduli space of the last domain $Q_{1}+\cdots+Q_{5}+P_{1}+\cdots+P_{2 n-3}+Q_{1}+$ $\cdots+Q_{2 n-3}$ can be interpreted in four ways. The first is $\mathcal{M}\left(\boldsymbol{a} \boldsymbol{b}, \boldsymbol{x}_{1} \boldsymbol{y}_{1} ; \bar{\rho}_{123}, \bar{\sigma}_{123}\right)$ whose Maslov index is different from one. The second possible interpretation is

$$
\mathcal{M}\left(\boldsymbol{a} \boldsymbol{b}, \boldsymbol{x}_{1} \boldsymbol{y}_{1} ; \bar{\rho}_{123}, \bar{\sigma}_{3}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)
$$

$\mathcal{A}_{\infty}$-relation of $m^{2}\left(\boldsymbol{a} \boldsymbol{b}, \bar{\rho}_{12}, \bar{\rho}_{3}, \bar{\sigma}_{3}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)$ gives $m\left(\boldsymbol{a} \boldsymbol{b}, \bar{\rho}_{123}, \bar{\sigma}_{3}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)=\boldsymbol{x}_{1} \boldsymbol{y}_{1}$, by considering $m\left(\boldsymbol{a} \boldsymbol{b}, \bar{\rho}_{12}, \bar{\sigma}_{3}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)=\boldsymbol{a} \boldsymbol{y}_{2}$ and $m\left(\boldsymbol{a} \boldsymbol{y}_{2}, \bar{\rho}_{3}\right)=\boldsymbol{x}_{1} \boldsymbol{y}_{1}$. Thus, the modulo two count of the moduli space is one. The third interpretation

$$
\mathcal{M}\left(\boldsymbol{a} \boldsymbol{b}, \boldsymbol{x}_{1} \boldsymbol{y}_{1} ; \bar{\rho}_{3}, \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{123}\right)
$$

can be done precisely in the same way. The last interpretation is

$$
\mathcal{M}\left(\boldsymbol{a b}, \boldsymbol{x}_{1} \boldsymbol{y}_{1} ; \bar{\rho}_{3}, \bar{\rho}_{2}, \bar{\rho}_{1}, \bar{\sigma}_{3}, \bar{\sigma}_{2}, \bar{\sigma}_{1}\right)
$$

The existence of a holomorphic curve and its modulo two count is quite clear from the diagram; the domain is essentially rectangular in this interpretation.

It is worth mentioning that there are three moduli spaces contributing to $\rho_{123} \sigma_{123} \otimes$ $\boldsymbol{x}_{1} \boldsymbol{y}_{1}$ term in $\delta^{1}(\boldsymbol{a b})$.

To sum up, we have the following nontrivial differentials of the algebra element containing $\rho_{123}$ :

- $\boldsymbol{a} \boldsymbol{y}_{2 k} \mapsto \rho_{123} \otimes \sigma_{23} \otimes \boldsymbol{x}_{2 k+1} \boldsymbol{y}_{1}$,
- $\boldsymbol{a} \boldsymbol{b} \mapsto \rho_{123} \otimes \sigma_{123} \otimes \boldsymbol{x}_{1} \boldsymbol{y}_{1}$.

For the algebra elements containing $\sigma_{12}, \sigma_{23}$ and $\sigma_{123}$, those differentials can be computed in a parallel manner by taking advantage of the symmetry of the diagram.

We close this section by summarizing the computation:

Proposition 3.9. Let $\mathcal{H}$ be a bordered Heegaard diagram of (2,2n)-torus link complement in $S^{3}$ as in Figure 2. Then, $\widehat{C F D D}(\mathcal{H})$ has the following generators:

- $\boldsymbol{x}_{i} \boldsymbol{y}_{j}$, where $1 \leq i, j \leq 2 n-1$ and $i=j$ modulo two,
- ab,
- $a y_{k}$, where $k=2,4, \ldots, 2 n-2$,
- $\boldsymbol{x}_{k} \boldsymbol{b}$, where $k=2,4, \ldots, 2 n-2$.

The map $\delta^{1}: \mathfrak{S}(\mathcal{H}) \rightarrow \mathcal{A}\left(-\mathcal{Z}_{L}\right) \otimes \mathcal{A}\left(-\mathcal{Z}_{R}\right) \otimes \mathfrak{S}(\mathcal{H})$ is computed in the following way.

- For $\boldsymbol{x}_{i} \boldsymbol{y}_{j}$, if $i, j \neq 2 n-1$,

$$
\boldsymbol{x}_{i} \boldsymbol{y}_{j} \mapsto \begin{cases}\boldsymbol{x}_{j-1} \boldsymbol{y}_{i+1}+\boldsymbol{x}_{i+1} \boldsymbol{y}_{j-1}+\rho_{23} \sigma_{23} \boldsymbol{x}_{i+1} \boldsymbol{y}_{j+1} & \text { if } j-i>2, \\ \boldsymbol{x}_{j+1} \boldsymbol{y}_{i-1}+\boldsymbol{x}_{i-1} \boldsymbol{y}_{j+1}+\rho_{23} \sigma_{23} \boldsymbol{x}_{i+1} \boldsymbol{y}_{j+1} & \text { if } i-j>2, \\ \boldsymbol{x}_{i+1} \boldsymbol{y}_{j-1}+\rho_{23} \sigma_{23} \boldsymbol{x}_{i+1} \boldsymbol{y}_{j+1} & \text { if } j-i=2, \\ \boldsymbol{x}_{i-1} \boldsymbol{y}_{j+1}+\rho_{23} \sigma_{23} \boldsymbol{x}_{i+1} \boldsymbol{y}_{j+1} & \text { if } i-j=2, \\ \rho_{23} \sigma_{23} \boldsymbol{x}_{i+1} \boldsymbol{y}_{j+1} & \text { if } i=j .\end{cases}
$$

- If $j=2 n-1$ and $i=1,3, \ldots, 2 n-3$,

$$
\boldsymbol{x}_{i} \boldsymbol{y}_{j} \mapsto \begin{cases}\boldsymbol{x}_{j-1} \boldsymbol{y}_{i+1}+\boldsymbol{x}_{i+1} \boldsymbol{y}_{j-1}+\rho_{23} \sigma_{2} \boldsymbol{x}_{i+1} \boldsymbol{b} & \text { if } j-i>2, \\ \boldsymbol{x}_{i+1} \boldsymbol{y}_{j-1}+\rho_{23} \sigma_{2} \boldsymbol{x}_{i+1} \boldsymbol{b} & \text { if } i=2 n-3 .\end{cases}
$$

- If $i=2 n-1$ and $j=1,3, \ldots, 2 n-3$,

$$
\boldsymbol{x}_{i} \boldsymbol{y}_{j} \mapsto \begin{cases}\boldsymbol{x}_{j+1} \boldsymbol{y}_{i-1}+\boldsymbol{x}_{i-1} \boldsymbol{y}_{j+1}+\rho_{2} \sigma_{23} \boldsymbol{a} \boldsymbol{y}_{j+1} & \text { if } i-j>2, \\ \boldsymbol{x}_{j+1} \boldsymbol{y}_{i-1}+\rho_{2} \sigma_{23} \boldsymbol{a} \boldsymbol{y}_{j+1} & \text { if } j=2 n-3 .\end{cases}
$$

- $\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1} \mapsto \rho_{2} \sigma_{2} \boldsymbol{a} \boldsymbol{b}$.
- $\boldsymbol{a} \boldsymbol{y}_{j} \mapsto$

$$
\begin{cases}\rho_{1} \boldsymbol{x}_{1} \boldsymbol{y}_{1}+\rho_{3}\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{3}+\boldsymbol{x}_{3} \boldsymbol{y}_{2 n-1}\right)+\rho_{123} \sigma_{23} \boldsymbol{x}_{3} \boldsymbol{y}_{1} & \text { if } j=2, \\ \rho_{1}\left(\boldsymbol{x}_{1} \boldsymbol{y}_{2 n-3}+\boldsymbol{x}_{2 n-3} \boldsymbol{y}_{1}\right)+\rho_{3} \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}+\rho_{123} \sigma_{23} \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1} & \text { if } j=2 n-2, \\ \rho_{1}\left(\boldsymbol{x}_{1} \boldsymbol{y}_{j-1}+\boldsymbol{x}_{j-1} \boldsymbol{y}_{1}\right)+\rho_{3}\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{j+1}+\boldsymbol{x}_{j+1} \boldsymbol{y}_{2 n-1}\right)+\rho_{123} \sigma_{23} \boldsymbol{x}_{j+1} \boldsymbol{y}_{1} \\ & \text { otherwise. }\end{cases}
$$

- $\boldsymbol{x}_{i} \boldsymbol{b} \mapsto$

$$
\begin{cases}\sigma_{1} \boldsymbol{x}_{1} \boldsymbol{y}_{1}+\sigma_{3}\left(\boldsymbol{x}_{3} \boldsymbol{y}_{2 n-1}+\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{3}\right)+\rho_{23} \sigma_{123} \boldsymbol{x}_{1} \boldsymbol{y}_{3} & \text { if } i=2, \\ \sigma_{1}\left(\boldsymbol{x}_{2 n-3} \boldsymbol{y}_{1}+\boldsymbol{x}_{1} \boldsymbol{y}_{2 n-3}\right)+\sigma_{3} \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}+\rho_{23} \sigma_{123} \boldsymbol{x}_{1} \boldsymbol{y}_{2 n-1} & \text { if } i=2 n-2, \\ \sigma_{1}\left(\boldsymbol{x}_{i-1} \boldsymbol{y}_{1}+\boldsymbol{x}_{1} \boldsymbol{y}_{i-1}\right)+\sigma_{3}\left(\boldsymbol{x}_{i+1} \boldsymbol{y}_{2 n-1}+\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{i+1}\right)+\rho_{23} \sigma_{123} \boldsymbol{x}_{1} \boldsymbol{y}_{i+1} \\ & \text { otherwise. }\end{cases}
$$

- $\boldsymbol{a} \boldsymbol{b} \mapsto\left(\rho_{1} \sigma_{3}+\rho_{3} \sigma_{1}\right)\left(\boldsymbol{x}_{1} \boldsymbol{y}_{2 n-1}+\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{1}\right)+\rho_{123} \sigma_{123} \boldsymbol{x}_{1} \boldsymbol{y}_{1}$.


Figure 6. A diagram of the $(2,6)$-torus link complement. The arrows emanating from a generator in the box show the resulting terms of the differential of the generator. The dashed arrow represents algebra element $\rho_{23} \sigma_{123}$, the dotted arrow $\rho_{123} \sigma_{23}$, and the doubly dashed arrow $\rho_{23} \sigma_{23}$. Other algebra elements are written on the arrows.

## 4. Examples

In this section, we will relate our result to the known calculation for knot complements and closed 3-manifolds. These examples show how to use the algebraic structure of the pairing theorem given in [Lipshitz et al. 2008].

Derived tensor product of bimodule. The pairing of modules associated to a single boundary three-manifold is well studied in [Lipshitz et al. 2008]. In this section, we will be using the pairing theorem of doubly bordered cases. There are many versions of the pairing theorem depending on the types of bimodules [Lipshitz et al. 2015, Theorem 2], but for our purpose, the pairing of a type- $A$ module and type- $D D$ module will suffice.

The pairing of bimodules associated to double bordered three-manifold is also similar to the single boundary case; the only difference is the framed arc $z$. If we glue a doubly bordered diagram and a single boundary diagram together, we match the marked point $z$ from the single boundary diagram with one end of the framed $\operatorname{arc} z$. After pairing, the framed arc is reduced to a marked point on the other side of the boundary (when pairing two doubly bordered diagrams, then we connect the two framed arcs). In our example, we will be mainly interested in a type- $D$ structure obtained by the derived tensor product $\widehat{C F A}\left(\mathcal{H}_{1}\right) \widetilde{\otimes}_{\mathcal{A}(\mathcal{Z})} \widehat{C F D D}\left(\mathcal{H}_{2}\right)$, where a single boundary diagram $\mathcal{H}_{1}$ is glued on the right side of a doubly bordered diagram $\mathcal{H}_{2}$. The resulting type- $D$ structure map $\left(\delta^{\prime}\right)^{1}$ is

$$
\left(\delta^{\prime}\right)^{1}=\sum_{k=1}^{\infty}\left(\left(m_{R}\right)_{k+1} \otimes \mu_{L} \otimes \square \widehat{\text { CFDD }}\right)\left(\boldsymbol{x} \otimes \delta^{k}(\boldsymbol{y})\right)
$$

where $\boldsymbol{x} \in \mathfrak{S}\left(\mathcal{H}_{1}\right)$ and $\boldsymbol{y} \in \mathfrak{S}\left(\mathcal{H}_{2}\right)$.
Infinity-surgery on right component of link. First, we will consider an $\infty$-surgery on the right component of the $(2,2 n)$-torus link complement. Since the longitudes $\alpha_{1}^{a, L}$ and $\alpha_{1}^{a, R}$ of the left and right components are passing through $\beta_{1}$ and $\beta_{2}$ respectively, the $\infty$-surgery on the right components gives an unknot complement with framing $(n-1)$. We compute $\widehat{C F D}$ of the unknot complement as follows.

Let $\mathcal{H}_{(2,2 n)}$ be a doubly bordered diagram of the ( $2,2 n$ )-torus link complement, and $\mathcal{H}_{\infty}$ be a single bordered diagram of a solid torus with $\infty$-framing. Then, the generator set $\mathfrak{S}\left(\mathcal{H}_{\infty} \cup_{\partial} \mathcal{H}_{(2,2 n)}\right)$ consists of $\boldsymbol{w} \otimes \boldsymbol{a} \boldsymbol{b}$ and $\boldsymbol{w} \otimes \boldsymbol{x}_{2 k} \boldsymbol{b}, k=1, \ldots, n-1$.

Computing $\widehat{C F A}\left(\mathcal{H}_{\infty}\right)$ is easy; that is,

$$
m_{k+3}(\boldsymbol{w}, \sigma_{3}, \underbrace{\sigma_{23}, \ldots, \sigma_{23}}_{k \text {-times }}, \sigma_{2})=\boldsymbol{w} .
$$

Now, we shall consider the type-D structure of $\widehat{\operatorname{CFDD}}\left(\mathcal{H}_{(2,2 n)}\right)$. We omit the terms which do not appear after taking box tensor product with $\widehat{C F A}\left(\mathcal{H}_{\infty}\right)$; thus, they have no contribution in computing $\widehat{\operatorname{CFA}}\left(\mathcal{H}_{\infty}\right) \widetilde{\otimes}_{\mathcal{A}(\mathcal{Z})} \widehat{\operatorname{CFDD}}\left(\mathcal{H}_{(2,2 n)}\right)$.

$$
\begin{aligned}
\delta^{2}(\boldsymbol{a} \boldsymbol{b}) & =\left(\rho_{1} \otimes \rho_{23}\right) \otimes\left(\sigma_{3} \otimes \sigma_{2}\right) \otimes \boldsymbol{x}_{2} \boldsymbol{b}+\cdots, \\
\delta^{2}\left(\boldsymbol{x}_{2 k} \boldsymbol{b}\right) & =\left(\rho_{23}\right) \otimes\left(\sigma_{3} \otimes \sigma_{2}\right) \otimes \boldsymbol{x}_{2 k+2} \boldsymbol{b}+\cdots \quad \text { for } k=1, \ldots, n-2 \\
\delta^{2}\left(\boldsymbol{x}_{2 n-2} \boldsymbol{b}\right) & =\left(\rho_{2}\right) \otimes\left(\sigma_{3} \otimes \sigma_{2}\right) \otimes \boldsymbol{a} \boldsymbol{b}+\cdots
\end{aligned}
$$

Thus, the type- $D$ structure $\left(\delta^{\prime}\right)^{1}$ is

$$
\begin{array}{r}
\left(\delta^{\prime}\right)^{1}(\boldsymbol{w} \otimes \boldsymbol{a} \boldsymbol{b})=\mu\left(\rho_{1} \otimes \rho_{23}\right) \otimes m_{3}\left(\boldsymbol{w}, \sigma_{3}, \sigma_{2}\right) \otimes \boldsymbol{x}_{2} \boldsymbol{b}=\rho_{123} \otimes \boldsymbol{w} \otimes \boldsymbol{x}_{2} \boldsymbol{b} \\
\left(\delta^{\prime}\right)^{1}\left(\boldsymbol{w} \otimes \boldsymbol{x}_{2 k} \boldsymbol{b}\right)=\mu\left(\rho_{23}\right) \otimes m_{3}\left(\boldsymbol{w}, \sigma_{3}, \sigma_{2}\right) \otimes \boldsymbol{x}_{2 k+2} \boldsymbol{b}=\rho_{23} \otimes \boldsymbol{w} \otimes \boldsymbol{x}_{2 k+2} \boldsymbol{b} \\
\quad \text { for } k=1, \ldots, n-2
\end{array}
$$

$\left(\delta^{\prime}\right)^{1}\left(\boldsymbol{w} \otimes \boldsymbol{x}_{2 n-2} \boldsymbol{b}\right)=\mu\left(\rho_{2}\right) \otimes m_{3}\left(\boldsymbol{w}, \sigma_{3}, \sigma_{2}\right) \otimes \boldsymbol{a} \boldsymbol{b}=\rho_{2} \otimes \boldsymbol{w} \otimes \boldsymbol{a} \boldsymbol{b}$.
Compare this result with [Hom 2011, Example 2.2].
Knot complement of trefoil. Consider the (2, 4)-torus link complement. If we glue the right component with a solid torus of framing +2 , then the resulting manifold will be diffeomorphic to a trefoil complement (after handleslide and blowing down the +1 unknot component). A type- $D$ structure

$$
\left(N_{1},\left(\delta_{1}\right)^{1}\right):=\widehat{C F A}\left(\mathcal{H}_{+2}\right) \widetilde{\otimes}_{\mathcal{A}(\mathcal{Z})} \widehat{\operatorname{CFDD}}\left(\mathcal{H}_{(2,4)}\right)
$$

computes as


The dashed line is called an unstable chain, where

$$
\begin{gathered}
\cdots \rightarrow \boldsymbol{p}_{1} \otimes \boldsymbol{a} \boldsymbol{b} \underset{\rho_{123}}{\longrightarrow} \boldsymbol{p}_{2} \otimes \boldsymbol{x}_{2} \boldsymbol{b} \underset{\rho_{23}}{\longrightarrow} \boldsymbol{q} \otimes \boldsymbol{x}_{1} \boldsymbol{y}_{3} \xrightarrow[\rho_{23}]{\longrightarrow} \boldsymbol{p}_{1} \otimes \boldsymbol{x}_{2} \boldsymbol{b} \underset{\rho_{2}}{\longrightarrow} \boldsymbol{p}_{2} \otimes \boldsymbol{a} \boldsymbol{b} \rightarrow \cdots \\
\boldsymbol{q} \otimes \boldsymbol{x}_{3} \boldsymbol{y}_{1} \xrightarrow[1]{\longrightarrow} \boldsymbol{q} \otimes \boldsymbol{x}_{2} \boldsymbol{y}_{2}
\end{gathered}
$$

We claim that the chain complex described above is homotopy equivalent to a complex $\left(N_{2},\left(\delta_{2}\right)^{1}\right)$, which is identical to the complex above except for the unstable complex that has been replaced by
$\cdots \rightarrow \boldsymbol{p}_{1} \otimes \boldsymbol{a} \boldsymbol{b} \underset{\rho_{123}}{\longrightarrow} \boldsymbol{p}_{2} \otimes \boldsymbol{x}_{2} \boldsymbol{b} \underset{\rho_{23}}{\longrightarrow} \boldsymbol{q} \otimes \boldsymbol{x}_{1} \boldsymbol{y}_{3} \xrightarrow[\rho_{23}]{\longrightarrow} \boldsymbol{p}_{1} \otimes \boldsymbol{x}_{2} \boldsymbol{b} \xrightarrow[\rho_{2}]{\longrightarrow} \boldsymbol{p}_{2} \otimes \boldsymbol{a} \boldsymbol{b} \rightarrow \cdots$
Define a map $\pi: N_{1} \rightarrow N_{2}$ such that $\pi\left(\boldsymbol{q} \otimes \boldsymbol{x}_{3} \boldsymbol{y}_{1}\right)=0, \pi\left(\boldsymbol{q} \otimes \boldsymbol{x}_{2} \boldsymbol{y}_{2}\right)=0$, and otherwise identity. We also define a map $\iota: N_{2} \rightarrow N_{1}$ as an inclusion. Then, $\pi \circ \iota=\rrbracket_{N_{2}}$ is obvious. In addition, a homotopy equivalence $H: N_{1} \rightarrow N_{1}$ is given
as

$$
H(x):= \begin{cases}\boldsymbol{q} \otimes \boldsymbol{x}_{3} \boldsymbol{y}_{1} & \text { if } x=\boldsymbol{q} \otimes \boldsymbol{x}_{2} \boldsymbol{y}_{2} \\ \boldsymbol{q} \otimes \boldsymbol{x}_{1} \boldsymbol{y}_{3}+\boldsymbol{q} \otimes \boldsymbol{x}_{3} \boldsymbol{y}_{1} & \text { if } x=\boldsymbol{q} \otimes \boldsymbol{x}_{1} \boldsymbol{y}_{3} \\ \boldsymbol{p}_{2} \otimes \boldsymbol{x}_{2} \boldsymbol{b} & \text { if } x=\boldsymbol{p}_{2} \otimes \boldsymbol{x}_{2} \boldsymbol{b} \\ 0 & \text { otherwise }\end{cases}
$$

which extends to a $\mathcal{A}(T)$-equivariant map. It is clear that $\iota \circ \pi=\left(\delta_{1}\right)^{1} \circ H+H \circ\left(\delta_{1}\right)^{1}$.
Remark 4.1. Compare this result with [Lipshitz et al. 2008, Section 11.5], from which they spelled out an algorithm to recover $\widehat{C F D}\left(S^{3} \backslash \nu K\right)$ from $C F K^{-}$. According to their notation, the length of the unstable chain is 3 (the number of generators between two outermost ones). This length is closely related to the framing of the knot complement and concordance invariant $\tau(K)$; see [Lipshitz et al. 2008, equation (11.18)]. In our case, the framing of the left component of the link was originally -1 , but a handleslide procedure has added +4 and therefore the framing is 3 . Since $\tau($ Trefoil $)=1$ is less than the framing, the length of the unstable chain agrees with the framing. Interested readers will find the precise description of the relation between $\tau(K)$ and the unstable chain in [Lipshitz et al. 2008, Theorem A.11].

An integral surgery on Hopf link. Hopf link is (2,2)-torus link. If $n_{1}$ and $n_{2}$ are two positive integers such that $n_{1} n_{2} \neq 1$, then ( $n_{1}, n_{2}$ )-surgery on Hopf link produces the lens space $L\left(n_{1} n_{2}-1, n_{1}\right)$. The Heegaard Floer homology of the lens space has $n_{1} n_{2}-1$ generators whose differentials equal zero.

The diagram of the Hopf link complement is easy. In addition, $\alpha_{1}^{a, L}$ and $\alpha_{1}^{a, R}$ do not intersect $\beta_{1}$ and $\beta_{2}$, respectively; therefore pairing the diagram with $\mathcal{H}_{n_{1}}^{L}$ and $\mathcal{H}_{n_{2}}^{R}$ will give a closed Heegaard diagram of the lens space $L\left(n_{1} n_{2}-1, n_{1}\right)$. The $\mathcal{A}_{\infty}$-relation of $\widehat{C F A}\left(\mathcal{H}_{m}\right)$ is as follows (see Figure 7):

$$
\begin{aligned}
m\left(q, \rho_{2}\right) & =p_{1} \\
m(p_{i}, \rho_{3}, \underbrace{\rho_{23}, \ldots, \rho_{23}}_{j \text { times }}, \rho_{2}) & =p_{i+j+1} \\
m\left(p_{m}, \rho_{3}, \rho_{2}, \rho_{1}\right) & =q
\end{aligned}
$$

$\widehat{C F D D}\left(S^{3} \backslash v(\right.$ Hopf link $\left.)\right)$ has two generators $\boldsymbol{a} \boldsymbol{b}$ and $\boldsymbol{x}_{1} \boldsymbol{y}_{1}$. Its type- $D$ structure is given below:

$$
\begin{aligned}
\delta^{1}(\boldsymbol{a} \boldsymbol{b}) & =\left(\rho_{1} \otimes \sigma_{3}+\rho_{3} \otimes \sigma_{1}+\rho_{123} \otimes \sigma_{123}\right) \otimes \boldsymbol{x}_{1} \boldsymbol{y}_{1} \\
\delta^{1}\left(\boldsymbol{x}_{1} \boldsymbol{y}_{1}\right) & =\rho_{2} \otimes \sigma_{2} \otimes \boldsymbol{a} \boldsymbol{b}
\end{aligned}
$$

Remark 4.2. See [Lipshitz et al. 2015, Proposition 10.1]. Note that Hopf link complement is $T^{2} \times[0,1]$ and it is exactly an identity module described there.


Figure 7. The diagram $\mathcal{H}_{\infty}$ on the left shows $\infty$-surgery on the right component of the link. The diagram $\mathcal{H}_{+2}$ on the right is +2 -surgery on the right component. The $\mathcal{A}_{\infty}$-relation of $\widehat{C F A}\left(\mathcal{H}_{+2}\right)$ is given as $m\left(q, \sigma_{2}\right)=p_{1}, m\left(p_{1}, \sigma_{3}, \sigma_{2}\right)=p_{2}$, and $m\left(p_{2}, \sigma_{3}, \sigma_{2}, \sigma_{1}\right)=q$.

Let $p_{i}^{L}$ and $q^{L}\left(p_{j}^{R}\right.$ and $q^{R}$, respectively) be the generators of the bordered Heegaard diagram $\mathcal{H}_{n_{1}}^{L}$ attached to the left $\left(\mathcal{H}_{n_{2}}^{R}\right.$ attached to the right, respectively). Then, $\widehat{C F A}\left(\mathcal{H}_{n_{1}}^{L}\right) \widetilde{\otimes}_{\mathcal{A}(\mathcal{Z})} \widehat{C F A}\left(\mathcal{H}_{n_{2}}^{R}\right) \widetilde{\otimes}_{\mathcal{A}(\mathcal{Z})} \widehat{C F D D}\left(S^{3} \backslash v(\right.$ Hopf link) ) has the following $n_{1} n_{2}+1$ generators:

$$
\begin{aligned}
& p_{i}^{L} \otimes p_{j}^{R} \otimes \boldsymbol{a} \boldsymbol{b}, \quad i=1, \ldots, n_{1} \text { and } j=1, \ldots, n_{2} \\
& q^{L} \otimes q^{R} \otimes \boldsymbol{x}_{1} \boldsymbol{y}_{1}
\end{aligned}
$$

The only nontrivial differential is

$$
\partial\left(q^{L} \otimes q^{R} \otimes \boldsymbol{x}_{1} \boldsymbol{y}_{1}\right)=m\left(q^{L}, \rho_{2}\right) \otimes m\left(q^{R}, \sigma_{2}\right) \otimes \boldsymbol{a} \boldsymbol{b}=p_{1}^{L} \otimes p_{1}^{R} \otimes \boldsymbol{a} \boldsymbol{b}
$$

Thus, the homology of $\widehat{C F A}\left(\mathcal{H}_{n_{1}}^{L}\right) \widetilde{\otimes}_{\mathcal{A}(\mathcal{Z})} \widehat{C F A}\left(\mathcal{H}_{n_{2}}^{R}\right) \widetilde{\otimes}_{\mathcal{A}(\mathcal{Z})} \widehat{C F D D}\left(S^{3} \backslash v(\right.$ Hopf link $\left.)\right)$ has $n_{1} n_{2}-1$ generators as expected.

## 5. Homotopy equivalence

In this section, we streamline the type- $D D$ structure computed in Section 3 to a type- $D D$ structure that does not involve any differential with the algebra element 1.

Proposition 5.1. The type-DD structure of the link complement of the $(2,2 n)$-torus link complement, where $n \geq 3$, has the same homotopy type as the complex given in Figure 8.

Proof. Let $\left(M, \delta^{1}\right)$ denote the type- $D D$ structure computed in Proposition 3.9 and $\left(N,\left(\delta^{1}\right)^{\prime}\right)$ the type- $D D$ structure given as Figure 8 . More specifically, the map $\left(\delta^{1}\right)^{\prime}$


Figure 8. Simplified diagram of $\widehat{C F D D}$ of the $(2,2 n)$-torus link complement, $n \geq 3$. Note that the dashed arrows can be changed to the arrows in Figure 9.


Figure 9. Another type- $D D$ structure homotopy equivalent to the original type- $D D$ structure. The differential represented by the dashed line can be changed to the differential in Figure 8, too.
has the following differentials:

$$
\underline{\boldsymbol{a} \boldsymbol{b}} \mapsto \rho_{123} \sigma_{123} \otimes \underline{\boldsymbol{x}_{1} \boldsymbol{y}_{1}}+\left(\rho_{1} \sigma_{3}+\rho_{3} \sigma_{1}\right) \otimes \underline{\boldsymbol{x}_{n} \boldsymbol{y}_{n}}
$$

$$
\underline{\boldsymbol{a}_{2 k}} \mapsto \rho_{1} \otimes \underline{\boldsymbol{x}_{k} \boldsymbol{y}_{k}}+\rho_{3} \otimes \underline{\boldsymbol{x}_{n+k} \boldsymbol{y}_{n+k}} \quad \text { if } k=1, \ldots, n-1
$$

$$
\underline{\boldsymbol{x}_{2 k} \boldsymbol{b}} \mapsto \sigma_{1} \otimes \underline{\boldsymbol{x}_{k} \boldsymbol{y}_{k}}+\sigma_{3} \otimes \underline{\boldsymbol{x}_{n+k} \boldsymbol{y}_{n+k}}+\rho_{23} \sigma_{123} \otimes \underline{\boldsymbol{x}_{k+1} \boldsymbol{y}_{k+1}} \quad \text { if } k=1, \ldots, n-1
$$

$$
\underline{\boldsymbol{x}_{k} \boldsymbol{y}_{k}} \mapsto 0
$$

$$
\underline{\boldsymbol{x}_{k} \boldsymbol{y}_{k}} \mapsto \rho_{2} \sigma_{23} \otimes \underline{\boldsymbol{a} \boldsymbol{y}_{2(k-n+1)}}+\rho_{23} \sigma_{2} \otimes \underline{\boldsymbol{x}_{2(k-n+1)} \boldsymbol{b}} \quad \text { if } k=n, \ldots, 2 n-2
$$

$$
\underline{\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}} \mapsto \rho_{2} \sigma_{2} \otimes \underline{\boldsymbol{a} \boldsymbol{b}}
$$

We shall now define type- $D D$ structure maps $F: M \rightarrow \mathcal{A}\left(-\mathcal{Z}_{L}\right) \otimes \mathcal{A}\left(-\mathcal{Z}_{R}\right) \otimes N$ and $G: N \rightarrow \mathcal{A}\left(-\mathcal{Z}_{L}\right) \otimes \mathcal{A}\left(-\mathcal{Z}_{R}\right) \otimes M$. First, the map $F$ is defined as below.

$$
\begin{aligned}
F(\boldsymbol{a b}) & =\underline{\boldsymbol{a} \boldsymbol{b}}, \\
F\left(\boldsymbol{a} \boldsymbol{y}_{2 k}\right) & =\underline{\boldsymbol{a} \boldsymbol{y}_{2 k}}, \\
F\left(\boldsymbol{x}_{2 k} \boldsymbol{b}\right) & =\underline{\boldsymbol{x}_{2 k} \boldsymbol{b}}, \\
F\left(\boldsymbol{x}_{1} \boldsymbol{y}_{2 k-1}\right) & =\underline{\boldsymbol{x}_{k} \boldsymbol{y}_{k}} \quad \text { for } k=1, \ldots, n, \\
F\left(\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{2 n-1}\right) & =\underline{\boldsymbol{x}_{k+n-1} \boldsymbol{y}_{k+n-1}} \quad \text { for } k=1, \ldots, n, \\
F\left(\boldsymbol{x}_{2 k} \boldsymbol{y}_{2 n-2}\right) & =\rho_{2} \sigma_{23} \otimes \underline{\boldsymbol{a} \boldsymbol{y}_{2 k}} \quad \text { for } k=1, \ldots, n-1,
\end{aligned}
$$

and zero otherwise.
The map $G$ is defined as follows:

$$
\begin{aligned}
G(\underline{\boldsymbol{a} b}) & =\boldsymbol{a} \boldsymbol{b}, \\
G\left(\underline{\boldsymbol{a} \boldsymbol{y}_{2 k}}\right) & =\boldsymbol{a} \boldsymbol{y}_{2 k}, \\
G\left(\underline{\boldsymbol{x}_{2 k} \boldsymbol{b}}\right) & =\boldsymbol{x}_{2 k} \boldsymbol{b}, \\
G\left(\underline{\boldsymbol{x}_{1} \boldsymbol{y}_{1}}\right) & =\boldsymbol{x}_{1} \boldsymbol{y}_{1}+\rho_{23} \sigma_{23} \otimes \boldsymbol{x}_{3} \boldsymbol{y}_{1}, \\
G\left(\underline{\boldsymbol{x}_{k} \boldsymbol{y}_{k}}\right) & =\boldsymbol{x}_{1} \boldsymbol{y}_{2 k-1}+\boldsymbol{x}_{2 k-1} \boldsymbol{y}_{1}+\rho_{23} \sigma_{23} \otimes \boldsymbol{x}_{2 k+1} \boldsymbol{y}_{1} \quad \text { for } k=2, \ldots, n-1, \\
G\left(\underline{\boldsymbol{x}_{k} \boldsymbol{y}_{k}}\right) & =\boldsymbol{x}_{2 k-2 n+1} \boldsymbol{y}_{2 n-1}+\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 k-2 n+1} \quad \text { for } k=n, \ldots, 2 n-2, \\
G\left(\underline{\boldsymbol{x}_{2 n-1}} \overline{\boldsymbol{y}_{2 n-1}}\right) & =\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1} .
\end{aligned}
$$

These maps are easily seen satisfying the compatibility condition spelled out in [Lipshitz et al. 2015, Definition 2.2.55]. Then, the composition of two maps $F \circ G$ : $N \rightarrow N$ is the identity map. Another composition $G \circ F$ is homotopic to identity by introducing the seemingly complicated map $H: M \rightarrow \mathcal{A}\left(-\mathcal{Z}_{L}\right) \otimes \mathcal{A}\left(-\mathcal{Z}_{R}\right) \otimes M$. For the generators of $M$ listed below, the map $H$ is defined as

$$
\begin{aligned}
H(\boldsymbol{a} \boldsymbol{b}) & =0 \\
H\left(\boldsymbol{a} \boldsymbol{y}_{2 k}\right) & =\rho_{3} \otimes\left(\boldsymbol{x}_{2 k+1} \boldsymbol{y}_{2 n-1}+\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 k+1}\right) \quad \text { for } k=1, \ldots, n-2
\end{aligned}
$$

$$
\begin{aligned}
H\left(\boldsymbol{a}_{2 n-2}\right) & =\rho_{3} \otimes \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1} \\
H\left(\boldsymbol{x}_{2 k} \boldsymbol{b}\right) & =\sigma_{3} \otimes\left(\boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 k+1}+\boldsymbol{x}_{2 k+1} \boldsymbol{y}_{2 n-1}\right) \quad \text { for } k=1, \ldots, n-2, \\
H\left(\boldsymbol{x}_{2 n-2} \boldsymbol{b}\right) & =\sigma_{3} \otimes \boldsymbol{x}_{2 n-1} \boldsymbol{y}_{2 n-1}
\end{aligned}
$$

Now, we need to define $H\left(\boldsymbol{x}_{i} \boldsymbol{y}_{j}\right)$. Before giving the definition, we will introduce the new notation $\boldsymbol{x} \boldsymbol{y}(k, l) \in M$ for simplicity:

$$
\boldsymbol{x} \boldsymbol{y}(i, j):= \begin{cases}\boldsymbol{x}_{i} \boldsymbol{y}_{j}+\boldsymbol{x}_{j} \boldsymbol{y}_{i} & \text { if } i \neq j \\ \boldsymbol{x}_{i} \boldsymbol{y}_{j} & \text { if } i=j\end{cases}
$$

Case 1 , if $i<j$ :

$$
H\left(\boldsymbol{x}_{i} \boldsymbol{y}_{j}\right)= \begin{cases}x \boldsymbol{y}(i+1, j-1) & \text { if } i=1 \text { or } j=2 n-1 \\ x \boldsymbol{y}(i+1, j-1)+\boldsymbol{x}_{j+1} \boldsymbol{y}_{i-1} & \text { otherwise }\end{cases}
$$

Case 2, if $i>j:$
$H\left(\boldsymbol{x}_{i} \boldsymbol{y}_{j}\right)= \begin{cases}\boldsymbol{x} \boldsymbol{y}(i-1, j+1)+\rho_{23} \sigma_{23} \otimes \boldsymbol{x} \boldsymbol{y}(i+1, j+1) & \text { if } j=1 \text { and } 3 \leq i \leq 2 n-3, \\ \boldsymbol{x} \boldsymbol{y}(i-1, j+1) & \text { otherwise. }\end{cases}$
Case 3, if $i=j$ :

$$
H\left(\boldsymbol{x}_{i} \boldsymbol{y}_{j}\right)= \begin{cases}\rho_{23} \sigma_{23} \otimes \boldsymbol{x}_{2} \boldsymbol{y}_{2} & \text { if } i=j=1 \\ 0 & \text { if } i=j=2 n-1 \\ \boldsymbol{x}_{i+1} \boldsymbol{y}_{j-1} & \text { otherwise }\end{cases}
$$

It is easy to verify that the above map satisfies $G \circ F+\square_{M}=\delta^{1} \circ H+H \circ \delta^{1}$. $\square$
Remark 5.2. The symmetry of Figure 6 seems to be lost after removing the differentials of the algebra element 1 since the differentials of algebra element $\rho_{23} \sigma_{123}$ are
 $F$ such that the bottom right corner of the original type- $D D$ structure "collapses." If we set $F$ to collapse the top left corner of the original diagram, then the resulting complex will look like Figure 9.
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# A FEYNMAN-KAC FORMULA FOR DIFFERENTIAL FORMS ON MANIFOLDS WITH BOUNDARY AND GEOMETRIC APPLICATIONS 

Levi Lopes de Lima


#### Abstract

We establish a Feynman-Kac-type formula for differential forms satisfying absolute boundary conditions on Riemannian manifolds with boundary and of bounded geometry. We use this to construct $L^{2}$-harmonic forms out of bounded ones on the universal cover of a compact Riemannian manifold whose geometry displays a positivity property expressed in terms of a certain stochastic average of the Weitzenböck operator $\boldsymbol{R}_{p}$ acting on $p$-forms and the second fundamental form of the boundary. This extends previous work by Elworthy, Li and Rosenberg on closed manifolds to this more general setting. As an application we find a new obstruction to the existence of metrics with positive $\boldsymbol{R}_{\mathbf{2}}$ (in particular, positive isotropic curvature) and $\mathbf{2}$-convex boundary. We also discuss a version of the Feynman-Kac formula for spinors under suitable boundary conditions and use this to prove a semigroup domination result for the corresponding Dirac Laplacian under a mean convexity assumption.


## 1. Introduction

A celebrated result by Gromov [1971] says that an open manifold carries both positively and negatively curved metrics. Thus, in any such manifold there is enough room to interpolate between two rather distinct types of geometries. In contrast, no such flexibility is available in the context of closed manifolds. For instance, it already follows from Hadamard and Bonnet-Myers theorems from basic Riemannian Geometry that a closed manifold which carries a metric with nonpositive sectional curvature does not carry a metric with positive Ricci curvature.

Our interest here lies in another manifestation of this "exclusion principle" for closed manifolds due to Elworthy, Li and Rosenberg [Elworthy et al. 1998]. Relying heavily on stochastic methods, these authors put forward an elegant refinement of the

[^9]famous Bochner technique with far-reaching consequences. For example, they prove that a sufficiently negatively pinched closed manifold does not carry a metric whose Weitzenböck operator acting on 2-forms is even allowed to be negative in a region of small volume, an improvement which definitely makes the obstruction unapproachable by the classical reasoning [Rosenberg 1997]. We focus here on extending this kind of geometric obstruction to compact manifolds with boundary ( $\partial$-manifolds, for short). When pursuing this goal we should have in mind that balls carry a huge variety of metrics as illustrated by geodesic balls in an arbitrary Riemannian manifold. These simple examples also show that the boundary can always be chosen convex just by taking the radius sufficiently small. Thus, even if we insist on having the boundary appropriately convex in both metrics, some topological assumption on the underlying manifold must be imposed. Our purpose is to present results in this direction which qualify as natural extensions of those in [Elworthy et al. 1998].

We now introduce the notation needed to state our main results. If $N$ is a Riemannian $\partial$-manifold of dimension $n$, the Weitzenböck decomposition reads

$$
\Delta_{q}=\Delta_{q}^{B}+R_{q},
$$

where $\Delta_{q}=d d^{\star}+d^{\star} d$ is the Hodge Laplacian acting on $q$-forms, $1 \leq q \leq n-1$, $d^{\star}= \pm \star d \star$ is the codifferential, $\star$ is the Hodge star operator, $\Delta_{q}^{B}$ is the Bochner Laplacian and $R_{q}$, the Weitzenböck curvature operator, depends linearly on the curvature tensor, albeit in a rather complicated way. Recall that $R_{1}=$ Ric, and since $\star R_{p}=R_{n-p} \star$, this also determines $R_{n-1}$, but in general the structure of $R_{q}$, $2 \leq q \leq n-2$, is notoriously hard to grasp. To these invariants we attach the functions $r_{(q)}: N \rightarrow \mathbb{R}, r_{(q)}(x)=\inf _{|\omega|=1}\left\langle R_{q}(x) \omega, \omega\right\rangle$, the least eigenvalue of $R_{q}(x)$. We also consider the principal curvatures $\rho_{1}, \ldots, \rho_{n-1}$ of $\partial N$ computed with respect to the inward unit normal vector field. For each $x \in \partial N$ and $q=1, \ldots, n-1$, define

$$
\rho_{(q)}(x)=\inf _{1 \leq i_{1}<\cdots<i_{q} \leq n-1} \rho_{i_{1}}(x)+\cdots+\rho_{i_{q}}(x),
$$

the sum of the $q$ smallest principal curvatures at $x$. We say that $\partial N$ is $q$-convex if $\rho_{(q)}:=\inf _{x \in \partial M} \rho_{(q)}(x)>0$. Note that $q$-convexity implies $(q+1)$-convexity. Also, $\bar{N}$ is said to be convex if $\underline{\rho}_{(1)} \geq 0$ everywhere. Finally, recall that a Riemannian metric $h$ on a manifold is $\kappa$-negatively pinched if its sectional curvature satisfies $-1 \leq K_{\text {sec }}(h)<-\kappa<0$.

Stochastic notions make their entrance in the theory by means of the following considerations. Let $N$ be a Riemannian $\partial$-manifold. In case $N$ is noncompact we always assume that the underlying metric $h$ is complete and the triple ( $N, \partial N, h$ ) has bounded geometry in the sense of [Schick 1996; 1998; 2001]. We then consider reflecting Brownian motion $\left\{x^{t}\right\}$ on $N$ starting at some $x^{0} \in N$; see Section 5 for a (necessarily brief) description of this diffusion process. Let $\alpha: N \rightarrow \mathbb{R}$ and $\beta: \partial N \rightarrow \mathbb{R}$ be $C^{1}$ functions. Adapting a classical definition to our setting, we say
that the pair $(\alpha, \beta)$ is strongly stochastically positive (s.s.p.) if

$$
\limsup _{t \rightarrow+\infty} \frac{1}{t} \sup _{x^{0} \in K} \log \mathbb{E}_{x^{0}}\left(\exp \left(-\frac{1}{2} \int_{0}^{t} \alpha\left(x^{s}\right) d s-\int_{0}^{t} \beta\left(x^{s}\right) d l^{s}\right)\right)<0,
$$

for any $K \subset N$ compact, where $l^{t}$ is the boundary local time associated to $\left\{x^{t}\right\}$. This is certainly the case if both $\alpha$ and $\beta$ have strictly positive lower bounds but the point we would like to emphasize here is that, at least if $N$ is compact, it might well happen with the functions being positive except possibly in regions of small volume, given that the definition involves expectation with respect to the underlying diffusion.

Similarly to [Elworthy et al. 1998], our main results provide examples of $\partial$ manifolds for which there holds an exclusion principle involving the various notions of curvature appearing above. From now on we always assume that $n \geq 4$ and set $\kappa_{p}=p^{2} /(n-p-1)^{2}$.
Theorem 1.1. Let $M$ be a compact $\partial$-manifold with infinite fundamental group. Assume also that $M$ satisfies $H^{p}(M ; \mathbb{R}) \neq 0$, where $2 \leq p<(n-1) / 2$. If $M$ carries a convex $\kappa_{p}$-negatively pinched metric then it does not carry a metric with both $\left.r_{(p \pm 1)}, \rho_{(p-1)}\right)$ s.s.p.

Our next result, which handles the least possible value for the degree $p$, has a somewhat more satisfactory statement.

Theorem 1.2. Let $M$ be a compact manifold with nonamenable fundamental group. If $M$ carries a convex $\kappa_{1}$-negatively pinched metric then it does not carry a metric with $\left(r_{(2)}, \rho_{(2)}\right)$ s.s.p.

Remark 1.1. These results correspond respectively to Corollary 2.1 and Theorem 2.3 in [Elworthy et al. 1998]. We point out that our assumptions on the fundamental group are natural in the sense that they are automatically satisfied there. As mentioned above, balls are obvious counterexamples to our results if the topological assumptions are removed. Also, the manifold $\mathbb{S}^{1} \times \mathbb{D}^{n-1}$ shows that merely assuming that the fundamental group is infinite does not suffice in Theorem 1.2; see Remark 1.5 below. On the other hand, it is not clear whether the convexity hypothesis with respect to the negatively curved metric can be relaxed somehow.

Using Theorem 1.2 we can exhibit an interesting family of compact $\partial$-manifolds for which a natural class of metrics is excluded.

Theorem 1.3. If $X$ is a closed hyperbolic manifold of dimension, $l \geq 2$ then its product with a disk $\mathbb{D}^{m}$ does not carry a metric with $\left(r_{(2)}, \rho_{(2)}\right)$ s.s.p.
Proof. Write $X=\mathbb{H}^{l} / \Gamma$ as the quotient of hyperbolic space $\mathbb{H}^{l}$ by a (necessarily nonamenable) group $\Gamma$ of hyperbolic motions. Embed $\mathbb{H}^{l}$ as a totally geodesic submanifold of $\mathbb{H}^{l+m}$ and let $\widetilde{M} \subset \mathbb{H}^{l+m}$ be a tubular neighborhood of $\mathbb{H}^{l}$ of constant radius. Extend the $\Gamma$-action to $\widetilde{M}$ in the obvious manner and observe that, since $\widetilde{M}$
is convex, $M=\tilde{M} / \Gamma=X \times \mathbb{D}^{m}$ with the induced hyperbolic metric is convex as well. Thus, Theorem 1.2 applies.

Remark 1.2. Theorem 1.3 provides a geometric obstruction to the existence of metrics with $\left(r_{(2)}, \rho_{(2)}\right)$ s.s.p. Notice that if the second Betti number of $X$ vanishes, the obstruction can not be detected by the classical version of the Bochner technique for $\partial$-manifolds [Yano 1970, Chapter 8] even if we assume strict positivity of ( $\left.r_{(2)}, \rho_{(2)}\right)$.

Remark 1.3. A larger class of manifolds for which the conclusion of Theorem 1.3 obviously holds is formed by tubular neighborhoods of closed embedded totally geodesic submanifolds in a given hyperbolic manifold.
Corollary 1.1. Under the conditions of Theorem 1.3, assume that $n=l+m$ is even. Then $X \times \mathbb{D}^{m}$ does not carry a metric with positive isotropic curvature and 2 -convex boundary.

Proof. For even-dimensional manifolds it is shown in [Micallef and Wang 1993] that positive isotropic curvature implies $R_{2}>0$.
Remark 1.4. Since the computation in [Micallef and Wang 1993] expresses $R_{2}$ as a sum of isotropic curvatures, in Corollary 1.1 we can even relax the condition on the metric to allow the invariants to be negative in a region of small volume.
Remark 1.5. The standard product metric on $\mathbb{S}^{1} \times \mathbb{S}^{n-1}$ is known to have positive isotropic curvature. It is easy to check that if $r<\pi / 2$ the boundary of the tubular neighborhood $U_{r} \subset \mathbb{S}^{1} \times \mathbb{S}^{n-1}$ of radius $r$ of the circle factor is 2-convex. Thus, the conclusion of Corollary 1.1 does not hold for $U_{r}=\mathbb{S}^{1} \times \mathbb{D}^{n-1}$. Notice that $U_{r}$ carries a convex hyperbolic metric since its universal cover $\widetilde{U}_{r}=\mathbb{R} \times \mathbb{D}^{n-1}$ is diffeomorphic to a tubular neighborhood of a geodesic in $\mathbb{H}^{n}$. The problem here is that the fundamental group is abelian, hence amenable, and the argument leading to Theorem 1.2 breaks down. This also can be understood in stochastic terms. In effect, the proof of Theorem 1.2 shows that, under the given conditions, Brownian motion on the universal cover is transient, while recurrence certainly occurs in $\widetilde{U}_{r}$; see Remark 5.1. In this respect it would be interesting to investigate if the conclusion of Theorem 1.3 holds in case $X$ is flat or, more generally, has nonpositive sectional curvature.
Remark 1.6. Compact $\partial$-manifolds with positive isotropic curvature have deserved a lot of attention in recent years. An important result by Fraser [2002] says that such a $\partial$-manifold is contractible if it is simply connected and its boundary is connected and 2-convex. The proof combines index estimates for minimal surfaces and a variant of the Sachs-Uhlenbeck theory adapted to this setting. However, as the examples in Remark 1.5 attest, this geometric condition is compatible with an infinite fundamental group. With no assumption on the fundamental group or on the topology of the boundary, the techniques in [Fraser 2002] still imply that all the (absolute and relative) homotopy groups vanish in the range $2 \leq i \leq n / 2$. Moreover,
it is shown in [Chen and Fraser 2010] that the fundamental group of the boundary injects into the fundamental group of the manifold. However, if we take $m \geq l+2$ it is easy to check that none of these homotopical obstructions rules out the metrics in Corollary 1.1. We point out that a conjecture in [Fraser 2002] asserts that a closed, embedded 2-convex hypersurface in a manifold with positive isotropic curvature is either $\mathbb{S}^{n}$ or a connected sum of finitely many copies of $\mathbb{S}^{1} \times \mathbb{S}^{n-1}$. Since the fundamental group of a closed hyperbolic manifold is neither infinite cyclic nor a free product, Corollary 1.1 provides further support to the conjecture.

This paper is partly inspired by the beautiful work by Elworthy, Rosenberg and Li [Elworthy et al. 1998]. Their ideas are used in Section 2 to construct $L^{2}$ harmonic forms on the universal cover of certain compact $\partial$-manifolds starting from bounded ones. This is precisely where stochastic techniques come into play and a crucial ingredient at this point is a Feynman-Kac-type formula for differential forms in higher degree meeting absolute boundary conditions. In order not to interrupt the exposition, this technical result is established in the final Section 5 following ideas in [Hsu 2002a], where the case of 1-forms is treated; see also [Airault 1976; Ikeda and Watanabe 1989] for previous contributions. To illustrate the flexibility of the method we also discuss a similar formula for spinors evolving under the heat semigroup generated by the Dirac Laplacian on a $\sin ^{c} \partial$-manifold under suitable boundary conditions. Another important ingredient in the argument is a Donnelly-Xavier-type eigenvalue estimate described in Section 3, whose proof uses both the convexity and the assumption that the fundamental group is infinite. Combined with Schick's [1996; 1998] $L^{2}$ Hodge-de Rham theory this allows us to prove a vanishing result for the relevant $L^{2}$ cohomology group. Finally, the proofs of the main applications (Theorem 1.1 and 1.2 above) are presented in Section 4.

## 2. From bounded to $\boldsymbol{L}^{\mathbf{2}}$-harmonic forms

We consider a complete Riemannian $\partial$-manifold $N$ with volume element $d N$ and boundary $\partial N$ oriented by an inward unit normal vector field $\nu$. As always we assume that the triple ( $N, \partial N, h$ ) has bounded geometry in the sense of [Schick 1996; 1998; 2001]. For us the case of interest occurs when $N=\tilde{M}$, the universal cover of a compact $\partial$-manifold $(M, g)$ and $h=\tilde{g}$, the lifted metric. Recall that a $q$-form $\omega$ on $N$ satisfies absolute boundary conditions if

$$
\begin{equation*}
v\lrcorner \omega=0, \quad v\lrcorner d \omega=0 \tag{2-1}
\end{equation*}
$$

along $\partial N$. Equivalently,

$$
\begin{equation*}
\omega_{\text {nor }}=0, \quad(d \omega)_{\text {nor }}=0, \tag{2-2}
\end{equation*}
$$

where $\omega=\omega_{\tan }+\nu \wedge \omega_{\text {nor }}$ is the natural decomposition of $\omega$ in its tangential and normal components. Here, we identify $v$ to its dual 1 -form in the standard manner. For simplicity we say that $\omega$ is absolute if any of these conditions is satisfied. Notice that for $q=0$ this means that the given function satisfies Neumann boundary condition.

For $t>0$ let $P_{t}=e^{-t \Delta_{q}^{\text {abs }} / 2}$ be the corresponding heat kernel acting on forms. Thus, for any absolute $q$-form $\omega_{0} \in L^{2} \cap L^{\infty}, \omega_{t}=P_{t} \omega_{0}$ is a solution to the initial-boundary value problem

$$
\begin{equation*}
\left.\left.\frac{\partial \omega_{t}}{\partial t}+\frac{1}{2} \Delta_{q}^{\mathrm{abs}} \omega_{t}=0, \quad \lim _{t \rightarrow 0} \omega_{t}=\omega_{0}, \quad v\right\lrcorner \omega_{t}=0, \quad v\right\lrcorner d \omega_{t}=0 . \tag{2-3}
\end{equation*}
$$

Moreover, the long term behavior of the flow is determined by the space of absolute $L^{2}$-harmonic $q$-forms on ( $N, h$ ) in the sense that

$$
\begin{equation*}
P=\lim _{t \rightarrow+\infty} P_{t} \tag{2-4}
\end{equation*}
$$

exists and defines the orthogonal projection onto this space. Proofs of these facts follow from standard spectral theory and the elliptic machinery developed in [Schick 1996; 1998].

A key ingredient in our approach is a Feynman-Kac-type representation of any solution $\omega_{t}$ as above in terms of Brownian motion in $N$. This is well known to hold in the boundaryless case [Elworthy 1988; Hsu 2002b; Güneysu 2010; Malliavin 1974; Stroock 2000]. However, as pointed out in [Hsu 2002a], where the case $q=1$ is discussed in detail, extra difficulties appear when trying to establish a similar result in the presence of a boundary. In Section 5 we explain how the method in [Hsu 2002a] can be adapted to establish a Feynman-Kac formula for solutions of (2-3), regardless of the value of $q$; see Theorem 5.2. For the moment we need an immediate consequence of this formula, namely, the useful estimate

$$
\begin{equation*}
\left|\omega_{t}\left(x^{0}\right)\right| \leq \mathbb{E}_{x^{0}}\left(\left|\omega_{0}\left(x^{t}\right)\right| \exp \left(-\frac{1}{2} \int_{0}^{t} r_{(q)}\left(x^{s}\right) d s-\int_{0}^{t} \rho_{(q)}\left(x^{s}\right) d l^{s}\right)\right), \tag{2-5}
\end{equation*}
$$

where $\left\{x^{t}\right\}$ is reflecting Brownian motion on $N$ starting at $x^{0}$ and $l^{t}$ is the associated boundary local time. The remarkable feature of $(2-5)$ is that the geometric quantities $r_{(q)}$ and $\rho_{(q)}$ play entirely similar roles in stochastically controlling the solution in the long run. Now we put this estimate to good use and establish a central result in this work; compare to [Elworthy et al. 1998, Lemma 2.1].

Proposition 2.1. Let $P=\lim _{t \rightarrow+\infty} P_{t}$,

$$
\theta_{q}\left(x^{0}\right)=\int_{0}^{+\infty} \mathbb{E}_{x^{0}}\left(\exp \left(-\frac{1}{2} \int_{0}^{t} r_{(q)}\left(x^{s}\right) d s-\int_{0}^{t} \rho_{(q)}\left(x^{s}\right) d l^{s}\right)\right) d t
$$

and take compactly supported $p$-forms $\phi$ and $\psi$ with $\psi_{\text {nor }}=0$ along $\partial N$ and $\phi=0$ in a neighborhood of $\partial N$. If $2 \leq p \leq n-2$,

$$
\begin{aligned}
& \left|\int_{N}\langle P \phi-\phi, \psi\rangle d N\right| \\
& \leq \frac{1}{2}\left(\sup _{x^{0} \in \operatorname{supp} \phi} \theta_{p+1}\left(x^{0}\right)\right)|d \psi|_{\infty}|d \phi|_{1}+\frac{1}{2}\left(\sup _{x^{0} \in \operatorname{supp} \phi} \theta_{p-1}\left(x^{0}\right)\right)\left|d^{\star} \psi\right|_{\infty}\left|d^{\star} \phi\right|_{1} .
\end{aligned}
$$

If $p=1$ we have instead
$\left|\int_{N}\langle P \phi-\phi, \psi\rangle d N\right|$
$\leq \frac{1}{2}\left(\sup _{x^{0} \in \operatorname{supp} \phi} \theta_{2}\left(x^{0}\right)\right)|d \psi|_{\infty}|d \phi|_{1}+\frac{1}{2} \sup _{x^{0} \in \operatorname{supp} \phi}\left|\int_{0}^{+\infty}\left(P_{\tau} d^{\star} \phi\right)\left(x^{0}\right) d \tau\right|\left|d^{\star} \psi\right|_{\infty}$.
Proof. We have

$$
\begin{aligned}
\int_{N}\langle P \phi-\phi, & \psi\rangle d N \\
& =\lim _{t \rightarrow+\infty} \int_{N}\left\langle P_{t} \phi-P_{0} \phi, \psi\right\rangle d N \\
& =\lim _{t \rightarrow+\infty} \int_{0}^{t} \int_{N}\left\langle\partial_{\tau} P_{\tau} \phi, \psi\right\rangle d N d \tau \\
& =-\frac{1}{2} \int_{0}^{+\infty} \int_{N}\left\langle\Delta_{p}^{\mathrm{abs}} P_{\tau} \phi, \psi\right\rangle d N d \tau \\
& =-\frac{1}{2} \int_{0}^{+\infty} \int_{N}\left\langle d P_{\tau} d^{\star} \phi, \psi\right\rangle d N d \tau-\frac{1}{2} \int_{0}^{+\infty} \int_{N}\left\langle d^{\star} P_{\tau} d \phi, \psi\right\rangle d N d \tau
\end{aligned}
$$

We now recall Green's formula: if $\alpha \wedge \star \beta$ is compactly supported then

$$
\int_{N}\langle d \alpha, \beta\rangle d N=\int_{N}\left\langle\alpha, d^{\star} \beta\right\rangle d N+\int_{\partial N} \alpha_{\mathrm{tan}} \wedge \star \beta_{\mathrm{nor}}
$$

Since $\left(P_{\tau} d \phi\right)_{\text {nor }}=0$ this leads to

$$
\begin{aligned}
& \int_{N}\langle P \phi-\phi, \psi\rangle d N \\
&=-\frac{1}{2} \int_{0}^{+\infty} \int_{N}\left\langle P_{\tau} d^{\star} \phi, d^{\star} \psi\right\rangle d N d \tau-\frac{1}{2} \int_{0}^{+\infty} \int_{N}\left\langle P_{\tau} d \phi, d \psi\right\rangle d N d \tau
\end{aligned}
$$

The result now follows by applying (2-5) to $\omega_{\tau}=P_{\tau} d^{\star} \psi$ and $\omega_{\tau}=P_{\tau} d \psi$.
From this we derive the existence of absolute $L^{2}$-harmonic $p$-forms from bounded ones under appropriate positivity assumptions; compare to [Elworthy et al. 1998, Theorem 2.1]. In the following we denote by $H_{(2), \text { abs }}^{q}(N, h)$ the $q$-th $L^{2}$ absolute cohomology group of ( $N, h$ ). We refer to [Schick 1996; 1998] for the definition and basic properties of these invariants, including the corresponding $L^{2}$ Hodge-de Rham theory.

Proposition 2.2. Let $(N, h)$ and $p$ be as above. Assume that both $\sup _{x^{0} \in K} \theta_{p+1}\left(x^{0}\right)$ and $\sup _{x^{0} \in K} \theta_{p-1}\left(x^{0}\right)$ are finite if $2 \leq p \leq n-2$ and that both $\sup _{x^{0} \in K} \theta_{2}\left(x^{0}\right)$ and $\sup _{x^{0} \in K}\left|\int_{0}^{+\infty}\left(P_{\tau} d^{\star} \phi\right)\left(x^{0}\right) d \tau\right|$ are finite if $p=1$, where $K \subset N$ is any compact. Then $N$ carries a nontrivial absolute $L^{2}$-harmonic p-form whenever it carries a nontrivial absolute bounded harmonic p-form. In particular, $H_{(2), \mathrm{abs}}^{p}(N, h)$ is nontrivial.

Proof. Let $\psi$ be a nontrivial absolute bounded harmonic $p$-form. Consider a Gaffneytype cutoff sequence $\left\{h_{n}\right\}$, i.e., each function $h_{n}$ satisfies $0 \leq h_{n} \leq 1,\left|\nabla h_{n}\right| \leq 1 / n$, $h_{n} \rightarrow 1$ and $\partial h_{n} / \partial \nu=0$ [Gaffney 1959] and set $\psi_{n}=h_{n} \psi$, so that each $\psi_{n}$ is a compactly supported absolute form. Also, $\psi_{n} \rightarrow \psi$ and since $d \psi_{n}=d h_{n} \wedge \psi$ and $\left.d^{*} \psi_{n}=-\nabla h_{n}\right\lrcorner \psi$ we see that $\left|d \psi_{n}\right|_{\infty}+\left|d^{\star} \psi_{n}\right|_{\infty} \rightarrow 0$ as $n \rightarrow+\infty$. Applying Proposition 2.1 with $\psi$ replaced by $\psi_{n}$ and sending $n \rightarrow+\infty$ we see that

$$
\int_{N}\langle P \phi-\phi, \psi\rangle d N=0
$$

If no nontrivial absolute $L^{2}$-harmonic $p$-form exists then $P \phi=0$ for any $\phi$ and hence $\psi=0$, a contradiction. The last assertion follows from the $L^{2}$ Hodge-de Rham theory in [Schick 1996; 1998].

Remark 2.1. Implicit in the discussion above is the well-known fact that the bounded geometry assumption implies that reflecting Brownian motion $x^{t}$ is nonexplosive. For the sake of completeness we include here the well-known argument. We first observe that the geometric assumption implies that both $\underline{\underline{r}}_{(1)}$ and $\underline{\rho}_{(1)}$ are finite. Let $\xi$ and $\eta$ be compactly supported functions on $N$ with $\partial \xi / \partial \nu=\overline{0}$ along $\partial N$ and $\eta=0$ in a neighborhood of $\partial N$. Proceeding as above we find that

$$
\int_{N}\left(P_{t} \xi-\xi\right) \eta d N=-\frac{1}{2} \int_{0}^{t} \int_{N}\left\langle P_{\tau} d \xi, d \eta\right\rangle d N d \tau, \quad t>0 .
$$

Using (2-5) with $\omega=d \xi$ we get

$$
\left|\int_{N}\left(P_{t} \xi-\xi\right) \eta d N\right| \leq \frac{1}{2}|d \xi|_{\infty}|d \eta|_{1} \sup _{0 \leq \tau \leq t} e^{-\tau \underline{r}_{(1)} / 2-\underline{\rho}_{(1)} \int_{0}^{\tau} d l^{s}} .
$$

Again applying Gaffney's trick, i.e., replacing $\xi$ by $\xi_{n}$ approaching 1, the function identically equal to 1 , and satisfying $\left|d \xi_{n}\right|_{\infty} \rightarrow 0$ as $n \rightarrow+\infty$, we conclude that $P_{t} \mathbf{1}=\mathbf{1}$. The result follows.

## 3. A Donnelly-Xavier-type estimate for $\partial$-manifolds

In this section we present a Donnelly-Xavier-type estimate for the universal cover of $\kappa$-negatively pinched $\partial$-manifolds which implies the vanishing of certain absolute $L^{2}$ cohomology groups. This extends to this setting a sharp result for boundaryless
manifolds obtained in [Elworthy and Rosenberg 1993], which by its turn improves on the original result in [Donnelly and Xavier 1984]. The exact analogue for $\partial$ manifolds of the estimate in that work, hence with a tighter pinching, appears in [Schick 1996]; see Remark 3.1 below. Our proof adapts a computation in [Ballmann and Brüning 2001, Section 5], where the sharp result for boundaryless manifolds is also achieved, and relies on a rather general integral formula.
Proposition 3.1. Let $(N, h)$ be a d-manifold, $f: N \rightarrow \mathbb{R} a C^{2}$ function and $\left\{\mu_{i}\right\}_{i=1}^{n}$ the eigenvalues of the Hessian operator of $f$. If $p \geq 1$ then for any compactly supported p-form $\omega$ in $N$,

$$
\begin{aligned}
& \int_{N}(\langle d \omega,\left.\left.\nabla f \wedge \omega\rangle+\left\langle d^{\star} \omega, \nabla f\right\lrcorner \omega\right\rangle\right) d N \\
&\left.\left.\left.=\left.\int_{N}\left(\sum_{i} \mu_{i} \mid e_{i}\right\lrcorner \omega\right|^{2}+\frac{1}{2}|\omega|^{2} \Delta_{0} f\right) d N-\int_{\partial N}\langle\nabla f\lrcorner \omega, v\right\lrcorner \omega\right\rangle d \partial N \\
&-\frac{1}{2} \int_{\partial N}|\omega|^{2}\langle\nabla f, v\rangle d \partial N
\end{aligned}
$$

where $\left\{e_{i}\right\}$ is a local orthonormal frame diagonalizing the Hessian of $f$ and $v$ is the inward unit normal vector field along $\partial N$.

Proof. Consider the vector field $V$ defined by $\langle V, W\rangle=\langle\nabla f\lrcorner \omega, W\lrcorner \omega\rangle$, for any $W$. A computation in [Ballmann and Brüning 2001, Section 5] gives

$$
\left.\left.\operatorname{div} V=\sum_{i} \mu_{i} \mid e_{i}\right\lrcorner\left.\omega\right|^{2}-\langle d \omega, \nabla f \wedge \omega\rangle-\left\langle d^{\star} \omega, \nabla f\right\lrcorner \omega\right\rangle+\left\langle\nabla_{\nabla f} \omega, \omega\right\rangle .
$$

Integrating by parts we obtain

$$
\begin{aligned}
&\left.\int_{N}\left(\langle d \omega, \nabla f \wedge \omega\rangle+\left\langle d^{\star} \omega, \nabla f\right\lrcorner \omega\right\rangle\right) d N \\
&\left.\left.\left.=\left.\int_{N}\left(\sum_{i} \mu_{i} \mid e_{i}\right\lrcorner \omega\right|^{2}+\left\langle\nabla_{\nabla f} \omega, \omega\right\rangle\right) d N-\int_{\partial N}\langle\nabla f\lrcorner \omega, \nu\right\lrcorner \omega\right\rangle d \partial N .
\end{aligned}
$$

We thus obtain, as required:

$$
\begin{aligned}
& \int_{N}\left(\left\langle\nabla_{\nabla f} \omega, \omega\right\rangle-\frac{1}{2}|\omega|^{2} \Delta_{0} f\right) d N \\
&\left.=\frac{1}{2} \int_{N}\left(\left.\langle\nabla f, \nabla| \omega\right|^{2}\right\rangle-|\omega|^{2} \Delta_{0} f\right) d N \\
&=\frac{1}{2} \int_{N} \operatorname{div}\left(|\omega|^{2} \nabla f\right) d N=-\frac{1}{2} \int_{\partial N}|\omega|^{2}\langle\nabla f, \nu\rangle d \partial N .
\end{aligned}
$$

We can now present a version of the Donnelly-Xavier-type estimate that suffices for our purposes.

Proposition 3.2. Let $(M, g)$ be a compact and convex $\partial$-manifold with infinite fundamental group and assume that $g$ satisfies $-1 \leq K_{\sec }(g) \leq-\kappa<0$. If $p \geq 1$ then for any compactly supported p-form $\omega$ in $\widetilde{M}$ satisfying $\nu\lrcorner \omega=0$ along $\partial \widetilde{M}$,

$$
\begin{equation*}
|d \omega|_{2}+\left|d^{\star} \omega\right|_{2} \geq \frac{1}{2}((n-p-1) \sqrt{\kappa}-p)|\omega|_{2} . \tag{3-1}
\end{equation*}
$$

Proof. Convexity implies that any $x \in M \backslash \partial M$ and $y \in M$ can be joined by a minimizing geodesic segment lying in the interior of $M$ (except possibly for $y$ ). The same holds in $\widetilde{M}$ with the segment now being unique. Thus, for any $x \in \widetilde{M} \backslash \partial \widetilde{M}$ the Riemannian distance $d_{x}$ to $x$ is well-defined. Notice that $\left\langle\nabla d_{x}, \nu\right\rangle \leq 0$ along $\partial \widetilde{N},\left|\nabla d_{x}\right|=1$ and $\Delta_{0} d_{x}=-\sum_{i} \mu_{i}$, where we may assume that $\mu_{1}=0$. Thus, using the boundary condition $\nu\lrcorner \omega=0$ and Proposition 3.1 with $f=d_{x}$ we obtain

$$
\left.|\omega|_{2}\left(|d \omega|_{2}+\left|d^{\star} \omega\right|_{2}\right) \geq\left.\int_{N}\left(\sum_{i} \mu_{i} \mid e_{i}\right\lrcorner \omega\right|^{2}-\frac{1}{2}|\omega|^{2} \sum_{i} \mu_{i}\right) d \tilde{M} .
$$

Expand $\omega=\sum_{I} \omega_{I} e_{I}$, where $I=\left\{i_{1}<\cdots<i_{p}\right\}$ and $e_{I}=e_{i_{1}} \wedge \cdots \wedge e_{i_{p}}$. Since $\left.\sum_{i} \mu_{i} \mid e_{i}\right\lrcorner\left. e_{I}\right|^{2}=\sum_{i \in I} \mu_{i}$, the right-hand side equals

$$
\frac{1}{2} \int_{N} \sum_{i, I}\left(\sum_{i \notin I} \eta_{i}-\sum_{i \in I} \eta_{i}\right)\left|\omega_{I}\right|^{2} d \tilde{M}
$$

where $\eta_{i}=-\mu_{i}$ are the principal curvatures of the geodesic ball centered at $x$. Thus, by standard comparison theory this is bounded from below by

$$
\frac{1}{2} \int_{N}\left((n-p-1) \sqrt{\kappa} \operatorname{coth} \sqrt{\kappa} d_{x}-p \operatorname{coth} d_{x}\right)|\omega|^{2} d \tilde{M}
$$

Now observe that $\tilde{M}$ has infinite diameter because $\pi_{1}(M)$ is infinite. Hence, we can find a sequence $\left\{x_{i}\right\} \subset \widetilde{M}$ so that $d_{x_{i}}(y) \rightarrow+\infty$ uniformly in $y \in \operatorname{supp} \omega$. By taking $x=x_{i}$ and passing to the limit we obtain the desired result.
Remark 3.1. Notice (3-1) is meaningful only if $\kappa>\kappa_{p}$, which forces $\kappa_{p}<1$, that is, $2 p<n-1$. We note that Schick [1996] proved that under the conditions above

$$
|d \omega|_{2}+\left|d^{\star} \omega\right|_{2} \geq \frac{1}{2}((n-1) \sqrt{\kappa}-2 p)|\omega|_{2} .
$$

This only makes sense if $\kappa>\kappa_{p}^{\prime}:=4 p^{2} /(n-1)^{2}$, which again forces $2 p<n-1$, but notice that (3-1) gives a better pinching constant if $1 \leq p<(n-1) / 2$. It is observed in the same work that

$$
|d \eta|_{2}+\left|d^{\star} \eta\right|_{2} \geq \frac{1}{2}((n-1) \sqrt{\kappa}-2(n-p))|\eta|_{2}
$$

for any $p$-form $\eta$ satisfying $\nu \wedge \eta=0$ along $\partial \widetilde{M}$. Taking $p=n$ and using Hodge duality, we find that

$$
\begin{equation*}
|d \varphi|_{2} \geq \frac{1}{2}(n-1) \sqrt{\kappa}|\varphi|_{2}, \tag{3-2}
\end{equation*}
$$

for any compactly supported function $\varphi$ satisfying the Neumann boundary condition. In other words, (3-1) holds for $p=0$ as well. This transplants to our setting a famous estimate by McKean [1970]. Observe however that the assumption on the fundamental group is essential in (3-2) as the first Neumann eigenvalue of geodesic balls in hyperbolic space converges to zero as the radius goes to infinity [Chavel 1984]. Thus, (3-2) illustrates a situation where a topological condition on a compact $\partial$-manifold poses spectral constraints on its universal cover.

With these estimates at hand it is rather straightforward to establish vanishing theorems for $L^{2}$-harmonic forms. For this we consider $(M, g)$ as in Proposition 3.2 and define the absolute Hodge Laplacian $\Delta_{p}^{\text {abs }}$ on $\tilde{M}$ with domain $\mathcal{D}\left(\Delta_{p}^{\text {abs }}\right)=$ $\left\{\omega \in H^{2}\left(\wedge^{p} T^{*} \tilde{M}\right) ; \omega_{\text {nor }}=0,(d \omega)_{\text {nor }}=0\right\}$. Let $\lambda_{p}^{\mathrm{abs}}(\tilde{g})=\inf \operatorname{Spec}\left(\Delta_{p}^{\mathrm{abs}}\right)$. The spectral argument in [Schick 1996, Section 6] then provides, under the conditions of Proposition 3.2, the lower bound

$$
\begin{equation*}
\lambda_{p}^{\mathrm{abs}}(\tilde{g}) \geq \frac{1}{4}((n-p-1) \sqrt{\kappa}-p)^{2} \tag{3-3}
\end{equation*}
$$

We remark that the proof in [Schick 1996] uses induction in $p$ starting at $p=0$, which corresponds to (3-2). Here we use this to prove the following vanishing result.

Proposition 3.3. Let $(M, g)$ be a compact and convex $\partial$-manifold with infinite fundamental group and assume that $g$ is $\kappa_{p}$-negatively pinched where $2 \leq 2 p<n-1$. Then $\lambda_{p}^{\text {abs }}(\tilde{g})>0$ and $(\tilde{M}, \tilde{g})$ carries no nontrivial absolute $L^{2}$-harmonic p-form. Hence, $H_{(2), \mathrm{abs}}^{p}(\tilde{M}, \tilde{g})$ vanishes.
Proof. The assumptions imply that $\kappa_{p}<1$, so we can find $\kappa_{p}<\kappa<1$ such that $-1 \leq K_{\mathrm{sec}}(\tilde{g}) \leq-\kappa$. The result follows from (3-3) and the $L^{2}$ Hodge-de Rham theory in [Schick 1996; 1998].

## 4. The proofs of Theorems 1.1 and 1.2

Here we prove the main results of this work. Notice that if $\left(r_{(q)}, \rho_{(q)}\right)$ is s.s.p. then

$$
\begin{equation*}
\sup _{x^{0} \in K} \theta_{q}\left(x^{0}\right)<+\infty \quad \text { for any } K . \tag{4-1}
\end{equation*}
$$

Also, if $(\alpha, \beta)$ is s.s.p. then $(\bar{\alpha}, \bar{\beta})$ is s.s.p. as well for any $\bar{\alpha} \geq \alpha$ and $\bar{\beta} \geq \beta$.
Proof of Theorem 1.1. If $M$ is convex with respect to a $\kappa_{p}$-negatively pinched metric $g_{-}$then $H_{(2) \text { abs }}^{p}\left(\tilde{M}, \tilde{g}_{-}\right)$vanishes by Proposition 3.3. On the other hand, by standard Hodge theory for compact $\partial$-manifolds [Taylor 2011], any nontrivial class in $H^{p}(M ; \mathbb{R})$ can be represented by a nontrivial absolute harmonic $p$-form with respect to any metric $g_{+}$on $M$. The lift of this form to ( $\tilde{M}, \tilde{g}_{+}$) defines a nontrivial absolute harmonic $p$-form which is uniformly bounded. Now, if $g_{+}$has both $\left(r_{(p \pm 1)}, \rho_{(p-1)}\right)$ s.s.p. then the corresponding invariants of $\tilde{g}_{+}$are s.s.p. as well,
since the property is preserved by passage to covers; see Remark 5.1. In particular, (4-1) holds with $q=p \pm 1$. Thus we may apply Proposition 2.2 to conclude that $H_{(2) \text { abs }}^{p}\left(\tilde{M}, \tilde{g}_{+}\right) \neq\{0\}$. Since $H_{(2) \text {,abs }}^{p}(\tilde{M}, \cdot)$ is a quasi-isometric invariant of the metric [Schick 1996] we obtain a contradiction which completes the proof.

We now consider Theorem 1.2. For its proof we need an extension of a wellknown result in [Lyons and Sullivan 1984] to our setting.
Proposition 4.1. If $(M, g)$ is a compact $\partial$-manifold and $\pi_{1}(M)$ is nonamenable then $(\tilde{M}, \tilde{g})$ carries a nonconstant bounded absolute harmonic function.
Proof. The argument in [Lyons and Sullivan 1984, Section 5] carries over to our case. More precisely, using the Neumann heat kernel we construct a natural $\pi_{1}(M)$ equivariant projection from $L_{\text {abs }}^{\infty}(\tilde{M})$, the space of absolute bounded functions, onto $\mathcal{H}_{\mathrm{abs}}^{\infty}(\tilde{M}, \tilde{g})$, the space of bounded absolute harmonic functions. Also, there exists a $\pi_{1}(M)$-equivariant injection $l^{\infty}\left(\pi_{1}(M)\right) \hookrightarrow L_{\text {abs }}^{\infty}(\tilde{M})$. Hence, if $\mathcal{H}_{\mathrm{abs}}^{\infty}(\tilde{M}, \tilde{g})=\mathbb{R}$ the composition $l^{\infty}\left(\pi_{1}(M)\right) \rightarrow \mathbb{R}$ defines an invariant mean.
Proof of Theorem 1.2. If $M$ carries a metric $g_{-}$which is $\kappa_{1}$-negatively curved, then $H_{(2) \text { abs }}^{1}\left(\underset{\sim}{M}, \tilde{g}_{-}\right)$vanishes. On the other hand, by Proposition 4.1, for any metric $g_{+}$ on $M,\left(\tilde{M}, \tilde{g}_{+}\right)$carries a nonconstant bounded absolute harmonic function, say $f$. This implies that reflecting Brownian motion in $\left(\tilde{M}, \tilde{g}_{+}\right)$is transient and in particular

$$
\sup _{x^{0} \in K} \int_{0}^{+\infty}\left(P_{t} d^{\star} \phi\right)\left(x^{0}\right) d t<+\infty
$$

for any $K \subset \tilde{M}$ and compactly supported 1-form $\phi$ as in Proposition 2.1 ; see [Grigor'yan 1999, Theorem 5.1]. Assuming that $g_{-}$is such that the corresponding pair $\left(r_{(2)}, \rho_{(2)}\right)$ is s.s.p. we can apply Proposition 2.2 because $\psi=d f$ is a bounded absolute harmonic 1 -form; see Lemma 4.1 below. Hence, $H_{(2) \text { abs }}^{1}\left(\tilde{M}, \tilde{g}_{+}\right) \neq\{0\}$ and we get a contradiction. Thus, the proof of Theorem 1.2 is complete as soon as the next lemma is established.
Lemma 4.1. If $f$ is a uniformly bounded absolute function as above then the absolute harmonic 1-form $\phi=d f$ is uniformly bounded as well.
Proof. Assume that $|f| \leq K$. The Bismut-Elworthy-Li formula in [Elworthy and Li 1994, Theorem 3.1] holds for our reflecting Brownian motion $x^{t}$. Hence, if $v^{0} \in T_{x^{0}} \tilde{M}$ and $P_{t}=e^{-t \Delta_{0}^{\mathrm{abs}} / 2}$ then

$$
d\left(P_{t} f\right)_{x^{0}}\left(v^{0}\right)=\frac{1}{t} \mathbb{E}_{x^{0}}\left(f\left(x^{t}\right) \int_{0}^{t}\left\langle v^{s}, d x^{s}\right\rangle_{x^{s}}\right), \quad t>0
$$

where $v^{t}$ is defined by (5-4) below. Since $f$ is harmonic, $P_{t} f=f$. Thus,

$$
\left|d f_{x^{0}}\left(v^{0}\right)\right| \leq \frac{\left|v^{0}\right|}{t} \sup _{\tilde{M}} f \int_{0}^{t} d s \leq K\left|v^{0}\right|
$$

as desired.

## 5. A Feynman-Kac formula on $\partial$-manifolds

In this final section we explain how the method put forward in [Airault 1976; Hsu 2002a] can be adapted to prove a Feynman-Kac-type formula for $q$-forms on $\partial$-manifolds. As an illustration of the flexibility of the method we also include a similar formula for spinors evolving by the heat semigroup of the Dirac Laplacian on $\operatorname{spin}^{c} \partial$-manifolds. These results are presented in the second and third subsections, respectively, after some preparatory material in the first subsection.

The Eells-Elworthy-Malliavin approach. Let ( $N, h$ ) be a Riemannian $\partial$-manifold of dimension $n$. As in Section 2 we assume that ( $N, \partial N, h$ ) has bounded geometry. Let $\pi: P_{\mathrm{O}_{n}}(N) \rightarrow N$ be the orthonormal frame bundle of $N$. This is a principal bundle with structural group $\mathrm{O}_{n}$, the orthogonal group in dimension $n$. Any orthogonal representation $\zeta: \mathrm{O}_{n} \rightarrow \operatorname{End}(V)$ gives rise to the associated vector bundle $\mathcal{E}_{\zeta}=P_{\mathrm{O}_{n}}(N) \times_{\zeta} V$, which comes endowed with a natural metric and compatible connection derived from $h$ and its Levi-Civita connection $\nabla$. Moreover, any section $\sigma \in \Gamma\left(\mathcal{E}_{\zeta}\right)$ can be identified to its lift $\sigma^{\dagger}: P_{\mathrm{O}_{n}}(N) \rightarrow V$, which is $\zeta$-equivariant in the sense that $\sigma^{\dagger}(u g)=\zeta\left(g^{-1}\right)\left(\sigma^{\dagger}(u)\right), u \in P_{\mathrm{O}_{n}}(N), g \in \mathrm{O}_{n}$. Also, we recall that in terms of lifts, covariant derivation essentially corresponds to Lie differentiation along horizontal tangent vectors.

Any bundle $\mathcal{E}_{\zeta}$ as above comes equipped with a second order elliptic operator $\Delta^{B}=-\operatorname{tr}_{h} \nabla^{2}: \Gamma\left(\mathcal{E}_{\zeta}\right) \rightarrow \Gamma\left(\mathcal{E}_{\zeta}\right)$, the Bochner Laplacian. Here, $\nabla^{2}$ is the standard Hessian operator acting on sections. Given an algebraic (zero order) self-adjoint map $\mathcal{R} \in \Gamma\left(\operatorname{End}\left(\mathcal{E}_{\zeta}\right)\right)$ we can form the elliptic operator

$$
\Delta=\Delta^{B}+\mathcal{R}
$$

acting on $\Gamma\left(\mathcal{E}_{\zeta}\right)$. Standard results [Eichhorn 2007; Schick 1996; 1998] imply that the heat semigroup $P_{t}=e^{-t \Delta / 2}$ has the property that, for any $\sigma_{0} \in L^{2} \cap L^{\infty}$, $\sigma_{t}=P_{t} \sigma_{0}$ solves the heat equation

$$
\begin{equation*}
\frac{\partial \sigma_{t}}{\partial t}+\frac{1}{2} \Delta \sigma_{t}=0, \quad \lim _{t \rightarrow 0} \sigma_{t}=\sigma_{0} \tag{5-1}
\end{equation*}
$$

where we eventually impose elliptic boundary conditions in case $\partial N \neq \varnothing$.
An important question concerning us here is whether the solutions of (5-1) admit a stochastic representation in terms of Brownian motion on $N$. If $\partial N=\varnothing$ this problem admits a very elegant solution in great generality and a Feynman-Kac formula is available [Elworthy 1988; Güneysu 2010; Hsu 1999; 2002b; Malliavin 1974; Stroock 2000]. Moreover, this representation permits us to estimate the solutions in terms of the overall expectation of $\mathcal{R}$ with respect to the diffusion process; see (5-5)-(5-6) below. However, in the presence of a boundary it is well known that the problem is much harder to handle; see [Hsu 2002a].

Let us assume that $N$ has a nonempty boundary endowed with an inward unit normal field $\nu$. We first briefly recall how reflecting Brownian motion is defined on $N$. We take for granted that Brownian motion $\left\{b^{t}\right\}$ on $\mathbb{R}^{n}$ is defined. This is the diffusion process which has half the standard Laplacian $\sum_{i} \partial_{i}^{2}$ as generator. To transplant this to $N$ we make use of the so-called Eells-Elworthy-Malliavin approach [Elworthy 1988; Eells and Elworthy 1971; Hsu 1999; 2002b; Stroock 2000]. Note that any $u \in P_{\mathrm{O}_{n}}(N)$ defines an isometry $u: \mathbb{R}^{n} \rightarrow T_{x} N, x=\pi(u)$. Also, the Levi-Civita connection on $T N$ lifts to an Ehresmann connection on $P_{\mathrm{O}_{n}}(M)$ which determines fundamental horizontal vector fields $H_{i}, i=1, \ldots, n$. As explained in [Hsu 2002b, Chapter 2], these elementary remarks naturally lead to an identification of semimartingales on $\mathbb{R}^{n}$, horizontal semimartingales on $P_{\mathrm{O}_{n}}(M)$ and semimartingales on $M$. Thus, on $P_{\mathrm{O}_{n}}(N)$ we may consider the stochastic differential equation

$$
\begin{equation*}
d u^{t}=\sum_{i=1}^{n} H_{i}\left(u^{t}\right) \circ d b_{i}^{t}+v^{\dagger}\left(u^{t}\right) d l^{t}, \tag{5-2}
\end{equation*}
$$

which has a unique solution $\left\{u^{t}\right\}$ starting at any initial frame $u^{0}$. This is a horizontal reflecting Brownian motion on $P_{\mathrm{O}_{n}}(N)$ and its projection $x^{t}=\pi u^{t}$ defines reflecting Brownian motion on $N$ starting at $x^{0}=\pi u^{0}$. Moreover, $l^{t}$ is the associated boundary local time. Notice that $x^{t}$ satisfies

$$
\begin{equation*}
d x^{t}=\sum_{i=1}^{n} X_{i}\left(x^{t}\right) \circ d b_{i}^{t}+v\left(x^{t}\right) d l^{t}, \quad X_{i}=\pi_{*} H_{i}, \tag{5-3}
\end{equation*}
$$

so that if $F^{t}$ is the corresponding stochastic flow, i.e., $x^{t}=F^{t}\left(x^{0}\right)$, then $v^{t}=$ $d F_{x^{0}}^{t}\left(v^{0}\right), v^{0} \in T_{x^{0}} N$, satisfies the derivative equation

$$
\begin{equation*}
d v^{t}=\sum_{i=1}^{n}\left(\nabla X_{i}\right)\left(v^{t}\right) \circ d b_{i}^{t}+(\nabla v)\left(v^{t}\right) d l^{t} . \tag{5-4}
\end{equation*}
$$

Remark 5.1. Due to the obvious functorial character of this construction it is not hard to obtain highly desirable properties of Brownian motion. For instance, if the manifold splits as an isometric product of two other manifolds then its Brownian motion is the product of Brownian motions on the factors. In particular, if $N=X \times Y$, where $Y$ is a compact $\partial$-manifold, then Brownian motion in $N$ is transient if and only if the same happens to $X$. Also, if $\widetilde{N} \rightarrow N$ is a normal Riemannian covering then Brownian motion in $\widetilde{N}$ projects down to Brownian motion in $N$. From this it is obvious that a pair $(\alpha, \beta)$ on $(N, \partial N)$ is s.s.p. if and only if its lift $(\tilde{\alpha}, \tilde{\beta})$ on $(\widetilde{N}, \partial \widetilde{N})$ is s.s.p. as well.

We now describe how this formalism leads to an elegant approach to Feynman-Kac-type formulas. Let $\mathcal{A} \in \Gamma\left(\operatorname{End}\left(\left.\mathcal{E}_{\zeta}\right|_{\partial N}\right)\right)$ be a pointwise self-adjoint map.

In practice, $\mathcal{A}$ relates to the zero order piece of the given boundary conditions. In analogy with the boundaryless case, Itô's calculus suggests considering the multiplicative functional $M^{t} \in \operatorname{End}(V)$ satisfying

$$
d M^{t}+M^{t}\left(\frac{1}{2} \mathcal{R}^{\dagger} d t+\mathcal{A}^{\dagger} d l^{t}\right)=0, \quad M^{0}=I
$$

Standard results imply that a solution exists along each path $u^{t}$. We now apply Itô's formula to the process $M^{t} \sigma^{\dagger}\left(T-t, u^{t}\right), 0 \leq t \leq T$, where $\sigma$ is a (time-dependent) section of $\mathcal{E}_{\zeta}$. With the help of (5-2) we obtain

$$
\begin{aligned}
d M^{t} \sigma^{\dagger}\left(T-t, u^{t}\right)=\left[M^{t} \mathcal{L}_{H} \sigma^{\dagger}\left(T-t, u^{t}\right), d b^{t}\right] & -M^{t} L^{\dagger} \sigma^{\dagger}\left(T-t, u^{t}\right) d t \\
& +M^{t}\left(\mathcal{L}_{v^{\dagger}}-\mathcal{A}^{\dagger}\right) \sigma^{\dagger}\left(T-t, u^{t}\right) d l^{t},
\end{aligned}
$$

where $\mathcal{L}$ is the Lie derivative,

$$
\left[M^{t} \mathcal{L}_{H} \sigma^{\dagger}\left(T-t, u^{t}\right), d b_{t}\right]_{i}=\sum_{j=1}^{\operatorname{dim} V} \sum_{k=1}^{n} M_{i j}^{t} \mathcal{L}_{H_{k}} \sigma_{j}^{\dagger}\left(T-t, u^{t}\right) d b_{k}^{t},
$$

and

$$
L^{\dagger}=\frac{\partial}{\partial t}+\frac{1}{2}\left(\Delta_{B}^{\dagger}+\mathcal{R}^{\dagger}\right)
$$

is the lifted heat operator, with $\Delta_{B}^{\dagger}=-\sum_{k} \mathcal{L}_{H_{k}}^{2}$ being the horizontal Bochner Laplacian. Notice that in case $\partial N=\varnothing$ and $\sigma$ satisfies (5-1) the computation gives

$$
d M^{t} \sigma^{\dagger}\left(T-t, u^{t}\right)=\left[M^{t} \mathcal{L}_{H} \sigma^{\dagger}\left(T-t, u^{t}\right), d b^{t}\right],
$$

which characterizes $M^{t} \sigma^{\dagger}\left(T-t, u^{t}\right)$ as a martingale. Equating the expectations of this process at $t=0$ and $t=T$ yields the celebrated Feynman-Kac formula

$$
\begin{equation*}
\sigma^{\dagger}\left(t, u^{0}\right)=\mathbb{E}_{u^{0}}\left(M^{t} \sigma^{\dagger}\left(0, u^{t}\right)\right), \tag{5-5}
\end{equation*}
$$

where $d M^{t}=-M^{t} \mathcal{R}^{\dagger} d t / 2$ [Elworthy 1988; Hsu 1999; 2002b; Güneysu 2010; Stroock 2000]. From this we easily obtain the well-known estimate

$$
\begin{equation*}
\left|\sigma\left(t, x^{0}\right)\right| \leq \mathbb{E}_{x^{0}}\left(\left|\sigma\left(0, x^{t}\right)\right| \exp \left(-\frac{1}{2} \int_{0}^{t} \underline{\mathcal{R}}\left(x^{s}\right) d s\right)\right), \tag{5-6}
\end{equation*}
$$

where $\underline{\mathcal{R}}(x)$ is the least eigenvalue of $\mathcal{R}(x)$. However, if $\partial N \neq \varnothing$ the calculation merely says that $\left\{M^{t}\right\}$ is the multiplicative functional associated with the operator $L$ under boundary conditions

$$
\begin{equation*}
\left(\nabla_{v}-\mathcal{A}\right) \sigma=0 \tag{5-7}
\end{equation*}
$$

As we shall see below through examples, (5-7) is too stringent to encompass boundary conditions commonly occurring in applications, which usually are of mixed type.

The Feynman-Kac formula for absolute differential forms. It turns out that natural elliptic boundary conditions do not quite fit into the prescription in (5-7). Hence, the formalism in the previous subsection does not apply as presented. We illustrate this issue by considering the case $\zeta=\wedge^{q} \mu_{n}^{*}$, where $\mu_{n}$ is the standard representation of $\mathrm{O}_{n}$ on $\mathbb{R}^{n}$, so that $\mathcal{E}_{\zeta}$ is the bundle of $q$-forms over $N$. In this case, $\mathcal{A}$ is explicitly described in terms of the second fundamental form of $\partial N$ but degeneracies occur due to the splitting of forms into tangential and normal components which is inherent to absolute boundary conditions.

The splitting is determined by the "fermionic relation" $v\lrcorner v \wedge+\nu \wedge v\lrcorner=I$, which induces an orthogonal decomposition

$$
\left.\left.\left.\wedge^{q} T^{*} N\right|_{\partial N}=\operatorname{Ran}(\nu\lrcorner \nu \wedge\right) \oplus \operatorname{Ran}(\nu \wedge \nu\lrcorner\right),
$$

and we denote by $\Pi_{\text {tan }}$ and $\Pi_{\text {nor }}$ the orthogonal projections onto the factors. As is clear from the notation, these maps project onto the space of tangential and normal $q$-forms, respectively.

Let

$$
A: T \partial N \rightarrow T \partial N, \quad A X=-\nabla_{X} \nu,
$$

be the second fundamental form of $\partial N$, which we extend to $\left.T N\right|_{\partial N}$ by declaring that $A v=0$. This induces the pointwise self-adjoint map $\mathcal{A}_{q} \in \operatorname{End}\left(\left.\wedge^{q} T^{*} N\right|_{\partial N}\right)$,

$$
\left(\mathcal{A}_{q} \omega\right)\left(X_{1}, \ldots, X_{q}\right)=\sum_{i} \omega\left(X_{1}, \ldots, A X_{i}, \ldots, X_{q}\right) .
$$

Notice that $\Pi_{\text {nor }} \mathcal{A}_{q} \omega=0$, that is, $\mathcal{A}_{q} \omega$ only has tangential components. In order to determine the tangential coefficients of $\mathcal{A}_{q} \omega$ we fix an orthonormal frame $\left\{e_{1}, \ldots, e_{n-1}\right\}$ in $T \partial N$ which is principal at $x \in \partial N$ in the sense that $A e_{i}=\rho_{i} e_{i}$. We then find that, at $x$,

$$
\begin{equation*}
\left(\mathcal{A}_{q} \omega\right)\left(e_{i_{1}}, \ldots, e_{i_{q}}\right)=\left(\sum_{j=1}^{q} \rho_{i_{j}}\right) \omega\left(e_{i_{1}}, \ldots, e_{i_{q}}\right) . \tag{5-8}
\end{equation*}
$$

The next result is inspired by [Hsu 2002a, Lemma 4.1]; see also [Yano 1970; Donnelly and Li 1982] for similar computations.

Proposition 5.1. A q-form $\omega$ is absolute if and only if its lift $\omega^{\dagger}$ satisfies

$$
\begin{equation*}
\Pi_{\text {nor }}^{\dagger} \omega^{\dagger}=0 \quad \text { and } \quad \Pi_{\text {tan }}^{\dagger}\left(\mathcal{L}_{v^{\dagger}}-\mathcal{A}_{q}^{\dagger}\right) \omega^{\dagger}=0 \quad \text { on } \partial P_{\mathrm{O}_{n}}(N) . \tag{5-9}
\end{equation*}
$$

Proof. We work downstairs on $\partial N$ and drop the dagger from the notation. First, $\omega_{\text {nor }}=0$ means that $\omega=\omega_{\text {tan }}+\nu \wedge \omega_{\text {nor }}=\omega_{\text {tan }}$, that is, $\Pi_{\text {nor }}^{\dagger} \omega^{\dagger}=0$. On the other
hand, in terms of the principal frame $\left\{e_{i}\right\}$ above,

$$
\begin{aligned}
v\lrcorner d \omega\left(e_{i_{1}}, \ldots, e_{i_{q}}\right)= & d \omega\left(v, e_{i_{1}}, \ldots, e_{i_{q}}\right) \\
= & v\left(\omega\left(e_{i_{1}}, \ldots, e_{i_{q}}\right)\right)+\sum_{j}(-1)^{j} e_{i_{j}}\left(\omega\left(v, e_{i_{1}}, \ldots, \widehat{e_{i_{j}}}, \ldots, e_{i_{q}}\right)\right) \\
& \quad+\sum_{j}(-1)^{j} \omega\left(\left[v, e_{i_{j}}\right], e_{i_{1}}, \ldots, \widehat{e_{i_{j}}}, \ldots, e_{i_{q}}\right) \\
& \quad+\sum_{1 \leq j<k}(-1)^{j+k} \omega\left(\left[e_{i_{j}}, e_{i_{k}}\right], v, e_{i_{1}}, \ldots, \widehat{e_{i_{j}}}, \ldots, \widehat{e_{i_{k}}}, \ldots, e_{i_{q}}\right) \\
= & \left.v\left(\omega\left(e_{i_{1}}, \ldots, e_{i_{q}}\right)\right)+\sum_{j}(-1)^{j} e_{i_{j}}((v\lrcorner \omega)\left(e_{i_{1}}, \ldots, \widehat{e_{i_{j}}}, \ldots, e_{i_{q}}\right)\right) \\
& \quad-\sum_{j} \omega\left(e_{i_{1}}, \ldots,\left[v, e_{i_{j}}\right], \ldots, e_{i_{q}}\right) \\
= & v\left(\omega\left(e_{i_{1}}, \ldots, e_{i_{q}}\right)\right)-\sum_{j} \omega\left(e_{i_{1}}, \ldots, \nabla_{v} e_{i_{j}}, \ldots, e_{i_{q}}\right) \\
& \quad-\left(\sum_{j} \rho_{i_{j}}\right) \omega\left(e_{i_{1}}, \ldots, e_{i_{q}}\right),
\end{aligned}
$$

where we used that $\left[e_{i_{j}}, e_{i_{k}}\right]=0$, certainly a justifiable assumption, and $\left.v\right\lrcorner \omega=0$. But

$$
\nu\left(\omega\left(e_{i_{1}}, \ldots, e_{i_{q}}\right)\right)=\left(\nabla_{\nu} \omega\right)\left(e_{i_{1}}, \ldots, e_{i_{q}}\right)+\sum_{j} \omega\left(e_{i_{1}}, \ldots, \nabla_{\nu} e_{i_{j}}, \ldots, e_{i_{q}}\right)
$$

so we obtain

$$
\nu\lrcorner d \omega\left(e_{i_{1}}, \ldots, e_{i_{q}}\right)=\left(\nabla_{v}-\sum_{j} \rho_{i_{j}}\right) \omega\left(e_{i_{1}}, \ldots, e_{i_{q}}\right) .
$$

The results follow in view of (5-8).
This proposition shows that absolute boundary conditions are of mixed type, namely, they are Dirichlet in normal directions and Neumann in tangential directions. This should be compared with (5-7), which is of pure Neumann type. This confirms that Itô's calculus is insensitive to the projections defining absolute boundary conditions. To remedy this we proceed as in [Hsu 2002a]. We can write the boundary condition as the superposition of two independent components, namely,

$$
\Pi_{\mathrm{tan}}^{\dagger}\left(\mathcal{L}_{\nu^{\dagger}}-\mathcal{A}_{q}^{\dagger}\right) \omega^{\dagger}-\Pi_{\mathrm{nor}}^{\dagger} \omega^{\dagger}=0
$$

The key idea, which goes back to [Airault 1976], is to fix $\epsilon>0$ and replace $\Pi_{\text {tan }}^{\dagger}$ by $\Pi_{\tan }^{\dagger}+\epsilon I$ above, so the condition becomes

$$
\left(\mathcal{L}_{v^{\dagger}}-\left(\mathcal{A}_{q}^{\dagger}+\epsilon^{-1} \Pi_{\text {nor }}^{\dagger}\right)\right) \omega^{\dagger}=0
$$

which in a sense is the best we can reach in terms of resemblance to (5-7). The next step is to solve for $\mathcal{M}_{\epsilon}^{t} \in \operatorname{End}\left(\wedge^{q} \mathbb{R}^{n}\right)$ in

$$
\begin{equation*}
d \mathcal{M}_{\epsilon}^{t}+\mathcal{M}_{\epsilon}^{t}\left(\frac{1}{2} R_{q}^{\dagger}\left(u^{t}\right) d t+\left(\mathcal{A}_{q}^{\dagger}\left(u^{t}\right)+\epsilon^{-1} \Pi_{\mathrm{nor}}^{\dagger}\left(u^{t}\right)\right) d l^{t}\right)=0, \quad \mathcal{M}_{\epsilon}^{0}=I . \tag{5-10}
\end{equation*}
$$

Proposition 5.2. For all $\epsilon>0$ such that $\epsilon^{-1} \geq \underline{\rho}_{(q)}$ we have

$$
\begin{equation*}
\left|\mathcal{M}_{\epsilon}^{t}\right| \leq \exp \left(-\frac{1}{2} \int_{0}^{t} r_{(q)}\left(x^{s}\right) d s-\int_{0}^{t} \rho_{(q)}\left(x^{s}\right) d l^{s}\right), \quad t>0 . \tag{5-11}
\end{equation*}
$$

Proof. The same as in [Hsu 2002a, Lemma 3.1], once we take into account that, as is clear from (5-8), the sums $\sum_{j=1}^{q} \rho_{i_{j}}$ are the eigenvalues of $\Pi_{\tan } \mathcal{A}_{q}$.

The following convergence result provides the crucial input in the argument.
Theorem 5.1. As $\epsilon \rightarrow 0, \mathcal{M}_{\epsilon}^{t}$ converges to a multiplicative functional $\mathcal{M}^{t}$ in the sense that $\lim _{\epsilon \rightarrow 0} \mathbb{E}\left|\mathcal{M}_{\epsilon}^{t}-\mathcal{M}^{t}\right|^{2}=0$. Moreover, $\mathcal{M}^{t} \Pi_{\text {nor }}^{\dagger}(u)=0$ whenever $u \in \partial P_{O_{n}}(N)$.
Proof. The rather technical proof of this result for $q=1$ is presented in detail in [Hsu 2002a]. Fortunately, with the formalism above in place, it is not hard to check that the proof of the general case follows along the lines of the original argument. More precisely, in that work the letters $P$ and $Q$ denote normal and tangential projection, respectively. If we replace these symbols by $\Pi_{\mathrm{nor}}$ and $\Pi_{\mathrm{tan}}$, the proof there works here with only minor modifications. Therefore, it is omitted.

We now have all the ingredients needed to prove the Feynman-Kac-type formula for differential forms.
Theorem 5.2. Let $\omega_{0}$ be an absolute $L^{2} q$-form on $N$ as above. If $P_{t}=e^{-t \Delta_{q}^{\text {abs } / 2}}$ is the corresponding heat semigroup, so that $\omega_{t}=P_{t} \omega_{0}$ provides the solution to

$$
\begin{equation*}
\left.\left.\frac{\partial \omega_{t}}{\partial t}+\frac{1}{2} \Delta_{q}^{\mathrm{abs}} \omega_{t}=0, \quad \lim _{t \rightarrow 0} \omega_{t}=\omega_{0}, \quad v\right\lrcorner \omega_{t}=0, \quad v\right\lrcorner d \omega_{t}=0, \tag{5-12}
\end{equation*}
$$

then the following Feynman-Kac formula holds:

$$
\begin{equation*}
\omega_{t}^{\dagger}\left(u^{0}\right)=\mathbb{E}_{u^{0}}\left(\mathcal{M}^{t} \omega_{0}^{\dagger}\left(u^{t}\right)\right), \tag{5-13}
\end{equation*}
$$

where $u_{t}$ is the horizontal reflecting Brownian motion starting at $u_{0}$. Consequently,

$$
\begin{equation*}
\left|\omega_{t}\left(x^{0}\right)\right| \leq \mathbb{E}_{x^{0}}\left(\left|\omega_{0}\left(x^{t}\right)\right| \exp \left(-\frac{1}{2} \int_{0}^{t} r_{(q)}\left(x^{s}\right) d s-\int_{0}^{t} \rho_{(q)}\left(x^{s}\right) d l^{s}\right)\right), \tag{5-14}
\end{equation*}
$$

where $x^{t}=\pi u^{t}$.
Proof. Itô's formula and (5-2) yield

$$
\begin{aligned}
d \mathcal{M}_{\epsilon}^{t} \omega_{T-t}^{\dagger}\left(u^{t}\right)=\left[\mathcal{M}_{\epsilon}^{t} \mathcal{L}_{H} \omega_{T-t}^{\dagger}\left(u^{t}\right), d b^{t}\right] & -\mathcal{M}_{\epsilon}^{t} L^{\dagger} \omega_{T-t}^{\dagger}\left(u^{t}\right) d t \\
& +\mathcal{M}_{\epsilon}^{t}\left(\mathcal{L}_{v^{\dagger}}-\mathcal{A}^{\dagger}-\epsilon^{-1} \Pi_{\mathrm{nor}}^{\dagger}\right) \omega_{T-t}^{\dagger}\left(u^{t}\right) d l^{t} .
\end{aligned}
$$

If $\omega_{t}$ is a solution of (5-12) then the second term on the right-hand side drops out. Moreover, by Proposition 5.1 the same happens to the term involving $\epsilon^{-1}$. Sending $\epsilon \rightarrow 0$ we end up with

$$
d \mathcal{M}^{t} \omega_{T-t}^{\dagger}\left(u^{t}\right)=\left[\mathcal{M}^{t} \mathcal{L}_{H} \omega_{T-t}^{\dagger}\left(u^{t}\right), d b^{t}\right]+\mathcal{M}^{t} \Pi_{\tan }^{\dagger}\left(\mathcal{L}_{\nu^{\dagger}}-\mathcal{A}^{\dagger}\right) \omega_{T-t}^{\dagger}\left(u^{t}\right) d l^{t}
$$

where the insertion of $\Pi_{\tan }^{\dagger}$ in the last term is legitimate due to the last assertion in Theorem 5.1. By Proposition 5.1 this actually reduces to

$$
d \mathcal{M}^{t} \omega_{T-t}^{\dagger}\left(u^{t}\right)=\left[\mathcal{M}^{t} \mathcal{L}_{H} \omega_{T-t}^{\dagger}\left(u^{t}\right), d b^{t}\right]
$$

which shows that $\mathcal{M}^{t} \omega_{T-t}^{\dagger}\left(u^{t}\right)$ is a martingale. Thus, (5-13) follows by equating the expectations at $t=0$ and $t=T$. Finally, (5-14) follows from (5-11).

The estimate (5-14) has many interesting consequences. We illustrate its usefulness by mentioning a semigroup domination result which can be proved as in [Elworthy and Rosenberg 1988, Theorem 3A]; see also [Bérard 1990; Donnelly and Li 1982; Elworthy 1988; Hsu 1999; 2002b] for similar results.

Theorem 5.3. Let $(N, \partial N, h)$ be as above and assume that $\rho_{(q)} \geq 0$ for some $1 \leq q \leq n-1$. Then there holds

$$
\left|e^{-t \Delta_{q}^{\mathrm{abs}} / 2}(x, y)\right| \leq\binom{ n}{q} e^{-\underline{r}_{(q)} t / 2} e^{-t \Delta_{0}^{\mathrm{abs}} / 2}(x, y), \quad x, y \in N, t>0
$$

where $\underline{r}_{(q)}=\inf _{x \in N} r_{(q)}(x)$. In particular, if $\lambda_{0}^{\mathrm{abs}}(h)+\underline{r}_{(q)} \geq 0$ and $r_{(q)}>\underline{r}_{(q)}$ somewhere then $N$ carries no nontrivial absolute $L^{2}$-harmonic $q$-form.

The Feynman-Kac formula for spinors. Let $N$ be a $\operatorname{spin}^{c} \partial$-manifold [Friedrich 2000]. As usual we assume that $(N, \partial N, h)$ has bounded geometry. Let $\mathbb{S} N=$ $P_{\operatorname{Spin}_{n}^{c}}(N) \times{ }_{\zeta} V$ be the $\operatorname{spin}^{c}$ bundle of $N$, where $\zeta$ is the complex spin representation. Recall that $P_{\text {Spin }_{n}^{c}}(N)$ is a $\operatorname{Spin}^{c}$ principal bundle double covering $P_{\mathrm{SO}_{n}}(N) \times P_{\mathrm{U}_{1}}(N)$, where $P_{\mathrm{U}_{1}}(N)$ is the $\mathrm{U}_{1}$ principal bundle associated to the auxiliary complex line bundle $\mathcal{F}$. After fixing a unitary connection $C$ on $\mathcal{F}$, the Levi-Civita connection on $T N$ induces a metric connection on $\mathbb{S} N$, still denoted $\nabla$. The corresponding Dirac operator $D: \Gamma(\mathbb{S} N) \rightarrow \Gamma(\mathbb{S} N)$ is locally given by

$$
D \psi=\sum_{i=1}^{n} \gamma\left(e_{i}\right) \nabla_{e_{i}} \psi, \quad \psi \in \Gamma(\mathbb{S} N)
$$

where $\left\{e_{i}\right\}_{i=1}^{n}$ is a local orthonormal frame and $\gamma: \operatorname{Cl}(T N) \rightarrow \operatorname{End}(\mathbb{S} N)$ is the Clifford product. The Dirac Laplacian operator is

$$
\begin{equation*}
D^{2} \psi=\Delta_{B} \psi+\Re \psi \tag{5-15}
\end{equation*}
$$

where

$$
\mathfrak{R} \psi=\frac{R}{4} \psi+\frac{1}{2} \gamma(i \Omega)
$$

Here, $R$ is the scalar curvature of $h$ and $i \Omega$ is the curvature 2-form of $C$.
The spin ${ }^{c}$ bundle $\left.\mathbb{S} N\right|_{\partial N}$, obtained by restricting $\mathbb{S} N$ to $\partial N$, becomes a Dirac bundle if its Clifford product is

$$
\gamma^{\top}(X) \psi=\gamma(X) \gamma(v) \psi, \quad X \in \Gamma(T \partial N), \quad \psi \in \Gamma\left(\left.\mathbb{S} N\right|_{\partial N}\right)
$$

and its connection is

$$
\begin{equation*}
\nabla_{X}^{\top} \psi=\nabla_{X} \psi-\frac{1}{2} \gamma^{\top}(A X) \psi \tag{5-16}
\end{equation*}
$$

where as usual $A=-\nabla v$ is the second fundamental form of $\partial N$; see [Nakad and Roth 2013]. The associated Dirac operator $D^{\top}: \Gamma\left(\left.\mathbb{S} N\right|_{\partial N}\right) \rightarrow \Gamma\left(\left.\mathbb{S} N\right|_{\partial N}\right)$ is

$$
D^{\top} \psi=\sum_{j=1}^{n-1} \gamma^{\top}\left(e_{j}\right) \nabla_{e_{j}}^{\top} \psi
$$

where the frame has been adapted so that $e_{n}=\nu$. Imposing that $A e_{j}=\rho_{j} e_{j}$, where $\rho_{j}$ are the principal curvatures of $\partial N$, a direct computation shows that

$$
D^{\top} \psi=\frac{K}{2} \psi+\sum_{j=1}^{n-1} \gamma\left(e_{j}\right) \nabla_{e_{j}} \psi
$$

where $K=\operatorname{tr} A$ is the mean curvature. It follows that this tangential Dirac operator enters into the boundary decomposition of $D$, namely,

$$
\begin{equation*}
-\gamma(v) D=\nabla_{v}+D^{\top}-\frac{K}{2} \tag{5-17}
\end{equation*}
$$

which by its turn appears in Green's formula for the Dirac Laplacian

$$
\begin{equation*}
\int_{N}\left\langle D^{2} \psi, \xi\right\rangle d N=\int_{N}\langle D \psi, D \xi\rangle d N-\int_{\partial N}\langle\gamma(v) D \psi, \xi\rangle d \partial N \tag{5-18}
\end{equation*}
$$

where $\psi$ and $\xi$ are compactly supported. Also, since $\gamma^{\top}\left(e_{j}\right) \gamma(v)=-\gamma(v) \gamma^{\top}\left(e_{j}\right)$ and $\nabla_{e_{j}}^{\top} \gamma(\nu)=\gamma(\nu) \nabla_{e_{j}}^{\top}$, we see that

$$
\begin{equation*}
D^{\top} \gamma(v)=-\gamma(v) D^{\top} \tag{5-19}
\end{equation*}
$$

Now fix a nontrivial orthogonal projection $\Pi \in \Gamma\left(\operatorname{End}\left(\left.\mathbb{S} N\right|_{\partial N}\right)\right)$ and set $\Pi_{+}=\Pi$ and $\Pi_{-}=I-\Pi$. It is clear from $(5-17)-(5-18)$ that any of the boundary conditions

$$
\begin{equation*}
\Pi_{ \pm} \psi=0, \quad \Pi_{\mp}\left(\nabla_{v}+D^{\top}-\frac{K}{2}\right) \psi=0 \tag{5-20}
\end{equation*}
$$

turns the Dirac Laplacian $D^{2}$ into a formally self-adjoint operator. The next definition isolates a notion of compatibility between the tangential Dirac operator and
the projections which will allow us to get rid of the middle term in the second condition above.

Definition 5.1. We say that the tangential Dirac operator $D^{\top}$ intertwines the projections if $\Pi_{ \pm} D^{\top}=D^{\top} \Pi_{\mp}$.

Remark 5.2. If $D^{\top}$ intertwines the projections then $\Pi_{ \pm} D^{\top} \Pi_{ \pm}=D^{\top} \Pi_{\mp} \Pi_{ \pm}=0$. Equivalently, $\left\langle D^{\top} \Pi_{ \pm} \psi, \Pi_{ \pm} \xi\right\rangle=0$ for any spinors $\psi$ and $\xi$.

Proposition 5.3. Under the conditions above assume further that $D^{\top}$ intertwines the projections as in Definition 5.1. Then a spinor $\psi \in \Gamma\left(\left.\mathbb{S} N\right|_{\partial N}\right)$ satisfies the boundary conditions (5-20) if and only if its lift $\psi^{\dagger}: P_{\mathrm{Spin}_{n}^{c}}(N) \rightarrow V$ satisfies

$$
\begin{equation*}
\Pi_{ \pm}^{\dagger} \psi^{\dagger}=0 \quad \text { and } \quad \Pi_{\mp}^{\dagger}\left(\mathcal{L}_{v^{\dagger}}-\frac{K^{\dagger}}{2}\right) \psi^{\dagger}=0 \quad \text { on } \quad \partial P_{\operatorname{Spin}_{n}^{c}}(N) . \tag{5-21}
\end{equation*}
$$

Proof. Obvious in view of (5-20) and Remark 5.2.
We can now proceed exactly as in the previous subsection. We assume that (5-21) gives rise to a self-adjoint elliptic realization of $D^{2}$ and we denote by $e^{-t D^{2} / 2}$ the corresponding heat semigroup [Grubb 2003]. We lift everything in sight to $P_{\text {Spin }_{n}^{c}}(N)$ and consider there the functional $\mathcal{M}_{\epsilon}^{t}$ defined by

$$
d \mathcal{M}_{\epsilon}^{t}+\mathcal{M}_{\epsilon}^{t}\left(\frac{1}{2} \mathfrak{R}^{\dagger}\left(u^{t}\right) d t+\left(\frac{1}{2} K^{\dagger}\left(u^{t}\right)+\epsilon^{-1} \Pi_{+}^{\dagger}\left(u^{t}\right)\right) d l^{t}\right)=0, \quad \mathcal{M}_{\epsilon}^{0}=I .
$$

The limiting functional $\mathcal{M}^{t}$, whose existence is guaranteed by the analogue of Theorem 5.1, appears in the corresponding Feynman-Kac formula.
Theorem 5.4. Let $\psi_{0} \in \Gamma(S N)$ be a spinor satisfying any of the boundary conditions (5-20), where we assume $D^{\top}$ intertwines the projections as in Definition 5.1. If $\psi_{t}=e^{-t D^{2} / 2} \psi_{0}$ is the solution to $(5-22) \frac{\partial \psi_{t}}{\partial t}+\frac{1}{2} D^{2} \psi_{t}=0, \quad \lim _{t \rightarrow 0} \psi_{t}=\psi_{0}, \quad \Pi_{ \pm} \psi_{t}=0, \quad \Pi_{\mp}\left(\nabla_{v}-\frac{K}{2}\right) \psi_{t}=0$, then the following Feynman-Kac formula holds:

$$
\begin{equation*}
\psi_{t}^{\dagger}\left(u^{0}\right)=\mathbb{E}_{u^{0}}\left(\mathcal{M}_{t} \psi_{0}^{\dagger}\left(u^{t}\right)\right), \tag{5-23}
\end{equation*}
$$

where $u^{t}$ is the horizontal reflecting Brownian motion on $P_{\text {Spin }_{n}^{c}}(N)$ starting at $u^{0}$. As a consequence,

$$
\begin{equation*}
\left|\psi_{t}\left(x^{0}\right)\right| \leq \mathbb{E}_{x^{0}}\left(\left|\psi_{0}\left(x^{t}\right)\right| \exp \left(-\frac{1}{2} \int_{0}^{t} \mathfrak{r}\left(x^{s}\right) d s-\frac{1}{2} \int_{0}^{t} K\left(x^{s}\right) d l^{s}\right)\right), \tag{5-24}
\end{equation*}
$$

where $\mathfrak{r}(x)=\inf _{|\psi|=1}\langle\mathfrak{R}(x) \psi, \psi\rangle$.
Proof. The same as in Theorem 5.2.
It is worthwhile to state the analogue of Theorem 5.3 for spinors.

Theorem 5.5. Let $(N, h)$ be a $\operatorname{spin}^{c} \partial$-manifold as above and assume that $K \geq 0$ along $\partial N$. Let $e^{-t D^{2} / 2}$ be the heat semigroup of the Dirac Laplacian acting on spinors subject to boundary conditions as in Theorem 5.4. Then

$$
\left|e^{-t D^{2} / 2}(x, y)\right| \leq 2^{[n / 2]+1} e^{-\underline{t} t / 2} e^{-t \Delta_{0}^{\mathrm{abs}} / 2}(x, y), \quad x, y \in N, t>0,
$$

where $\underline{\mathfrak{r}}=\inf _{x_{\in N}} \mathfrak{r}(x)$. In particular, if $\lambda_{0}^{\mathrm{abs}}(h)+\underline{\mathfrak{r}} \geq 0$ and $\mathfrak{r}>\underline{\mathfrak{r}}$ somewhere then $N$ carries no nontrivial $L^{2}$-harmonic spinor satisfying the given boundary conditions.

We now discuss a couple of examples of local boundary conditions for spinors to which Theorem 5.4 applies.

Example 5.1. (Chirality boundary condition) A chirality operator on a $\operatorname{spin}^{c} \partial-$ manifold $(N, \partial N)$ is an orthogonal and parallel involution $Q \in \Gamma(\operatorname{End}(S N))$ which anticommutes with the Clifford product with any tangent vector. Examples include the Clifford product with the complex volume element in an even-dimensional spin manifold and with the timelike unit normal to an immersed spacelike hypersurface in a Lorentzian spin manifold. It is easy to check that $D^{\top} Q=Q D^{\top}$ and $D^{\top} \gamma(\nu)=$ $-\gamma(\nu) D^{\top}$. Given any such $Q$ define the boundary chirality operator $\hat{Q}=\gamma(\nu) Q \in$ $\Gamma\left(\left.\operatorname{End}(\mathbb{S} N)\right|_{\partial N}\right)$, which is still an orthogonal and parallel involution with associated projections given by

$$
\begin{equation*}
\Pi_{ \pm}=\frac{1}{2}(I \mp \hat{Q}) . \tag{5-25}
\end{equation*}
$$

Since $D^{\top} \hat{Q}=D^{\top} \gamma(\nu) Q=-\gamma(\nu) Q D^{\top}=-\hat{Q} D^{\top}$, we conclude that $D^{\top} \Pi_{ \pm}=$ $\Pi_{\mp} D^{\top}$, that is, $D^{\top}$ intertwines the projections. Thus, Theorem 5.4 applies to the self-adjoint elliptic realization of $D^{2}$ under this boundary condition.
Example 5.2 (MIT bag boundary condition). This time we choose $\hat{Q}=i \gamma(\nu)$, an involution which clearly satisfies $D^{\top} \hat{Q}=-\hat{Q} D^{\top}$. Thus, $D^{\top}$ intertwines the projections exactly as in the previous example and Theorem 5.4 again applies to the self-adjoint elliptic realization of $D^{2}$ under this boundary condition.
Remark 5.3. For the sake of comparison, it is instructive to examine how absolute and relative boundary conditions for differential forms fit into the framework developed in this subsection. In particular, this helps to clarify the role played by Proposition 5.1 and its analogue for relative forms. Recall that $\wedge^{\bullet} T^{*} N$ has the structure of a Clifford module if we define the Clifford product by tangent vectors as $\gamma(v)=v \wedge-v\lrcorner$. The corresponding Dirac operator is $D=d+d^{\star}$, so that $D^{2}=\Delta$, the Hodge Laplacian. If $\omega$ is a $q$-form then we know that along $\partial N$,

$$
\omega=\omega_{\mathrm{tan}}+v \wedge \omega_{\mathrm{nor}}=\Pi_{\mathrm{tan}} \omega+\Pi_{\text {nor }} \omega .
$$

Instead of (5-16) we now have

$$
\left.\nabla_{X}^{\top}=\nabla_{X}^{\partial N}+v \wedge A(X)\right\lrcorner .
$$

A direct computation then shows that, with respect to the splitting above, the boundary decomposition of $D$ is

$$
-\gamma(\nu) D\binom{\omega_{\mathrm{tan}}}{\omega_{\mathrm{nor}}}=\binom{\nabla_{\nu} \omega_{\mathrm{tan}}}{\nabla_{\nu} \omega_{\mathrm{nor}}}-\left(\begin{array}{cc}
\mathcal{A}_{q}^{\mathrm{tan}} & D_{\partial N} \\
D_{\partial N} & \mathcal{A}_{q-1}^{\text {nor }}
\end{array}\right)\binom{\omega_{\mathrm{tan}}}{\omega_{\mathrm{nor}}},
$$

where $D_{\partial N}=d_{\partial N}+d_{\partial N}^{*}$ and in terms of a principal frame,

$$
\mathcal{A}_{q}^{\mathrm{tan}, \mathrm{nor}}=\sum_{j} \rho_{j} \Pi_{e_{j}}^{\mathrm{tan}, \mathrm{nor}},
$$

with $\left.\Pi_{v}^{\mathrm{tan}}=v \wedge v\right\lrcorner$ and $\left.\Pi_{v}^{\text {nor }}=v\right\lrcorner v \wedge$. If $\omega_{\text {nor }}=0$ then $\mathcal{A}_{q}^{\tan } \omega=\mathcal{A}_{q} \omega$ and the boundary integral in Green's formula for the Hodge Laplacian is

$$
\int_{\partial N}\left(\left\langle\nabla_{\nu} \omega_{\mathrm{tan}}, \omega_{\tan }\right\rangle-\left\langle\mathcal{A}_{q} \omega_{\tan }, \omega_{\tan }\right\rangle-\left\langle D_{\partial N} \omega_{\tan }, \omega_{\tan }\right\rangle\right) d \partial N .
$$

However, the last term vanishes because the forms involved in the inner product have different parities. Thus, the right boundary conditions are

$$
\begin{equation*}
\Pi_{\text {nor }} \omega=0, \quad \Pi_{\tan }\left(\nabla_{v}-\mathcal{A}_{q}\right) \omega=0 \tag{5-26}
\end{equation*}
$$

Proposition 5.1 then shows that (5-26) defines absolute boundary conditions for the Hodge Laplacian. Similarly, if $\omega_{\text {tan }}=0$ then $\omega=v \wedge \omega_{\text {nor }}$ and $\mathcal{A}_{q-1}^{\text {nor }} \omega_{\text {nor }}=$ $\star \mathcal{A}_{n-q} \star \omega_{\text {nor }}$, where here $\star$ is the Hodge star operator of $\partial N$. This time the boundary integral is

$$
\int_{\partial N}\left(\left\langle\nabla_{\nu} \omega_{\text {nor }}, \omega_{\text {nor }}\right\rangle-\left\langle\star \mathcal{A}_{n-q} \star \omega_{\text {nor }}, \omega_{\text {nor }}\right\rangle-\left\langle D_{\partial N} \omega_{\text {nor }}, \omega_{\text {nor }}\right\rangle\right) d \partial N .
$$

Again, the last term drops out and the correct boundary conditions are

$$
\begin{equation*}
\Pi_{\tan } \omega=0, \quad \Pi_{\mathrm{nor}}\left(\nabla_{v}-\star \mathcal{A}_{n-q} \star\right) \omega=0 . \tag{5-27}
\end{equation*}
$$

As in Proposition 5.1 we compute that

$$
\begin{aligned}
\left(\nabla_{v}-\star \mathcal{A}_{n-q} \star\right) \omega\left(v, e_{i_{1}}, \ldots, e_{i_{q-1}}\right) & =\left(v \wedge d^{\star} \omega\right)\left(v, e_{i_{1}}, \ldots, e_{i_{q-1}}\right) \\
& \left.=(v\lrcorner v \wedge d^{\star} \omega\right)\left(e_{i_{1}}, \ldots, e_{i_{q-1}}\right) \\
& =\left(\Pi_{\tan } d^{\star} \omega\right)\left(e_{i_{1}}, \ldots, e_{i_{q-1}}\right)
\end{aligned}
$$

so that (5-27) can be rewritten as

$$
\omega_{\mathrm{tan}}=0, \quad\left(d^{\star} \omega\right)_{\tan }=0 .
$$

This is exactly how relative boundary conditions for the Hodge Laplacian are defined [Taylor 2011]. We thus see that for differential forms the cancellations leading to the correct boundary conditions are caused by the fact that $D_{\partial N}$ clearly intertwines the projections onto the spaces of even and odd degree forms; compare to Definition 5.1.
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## 1. Introduction

Vaughan Jones [1983] proved that the set of possible values for the index $|M: N|$ of a subfactor $(N \subseteq M)$ is

$$
\left\{\left.4 \cos ^{2}\left(\frac{\pi}{n}\right) \right\rvert\, n \geq 3\right\} \sqcup[4, \infty] .
$$

We observe that it is the disjoint union of a discrete series and a continuous series. Moreover, $|M: N|=|M: P| \cdot|P: N|$ for a given intermediate subfactor $N \subseteq P \subseteq M$, therefore by applying a kind of Eratosthenes sieve, we get that a subfactor with

[^10]an index in the discrete series or in the interval $(4,8)$, except the countable set of numbers composed of numbers in the discrete series, can't have a nontrivial intermediate subfactor. A subfactor without nontrivial intermediate subfactor is called maximal [Bisch 1994]. For example, any subfactor of index in $(4,3+\sqrt{5})$ is maximal; $A_{\infty}$ excepted there are exactly 19 irreducible subfactor planar algebras for this interval (see [Jones et al. 2014; Afzaly et al. 2015]). The first example is the Haagerup subfactor [Peters 2010]. Thanks to Galois correspondence [Nakamura and Takeda 1960], a finite group subfactor, ( $R^{G} \subseteq R$ ) or ( $R \subseteq R \rtimes G$ ), is maximal if and only if it is a prime order cyclic group subfactor (i.e., $G=\mathbb{Z} / p$ with $p$ prime). Thus we can say that the maximal subfactors are an extension of the prime numbers.

## Question 1.1. What could be the extension of the natural numbers?

To answer this question, we need to find a natural class of subfactors, that we will call the "cyclic subfactors", satisfying the following properties:
(1) Every maximal subfactor is cyclic.
(2) A finite group subfactor is cyclic if and only if the group is cyclic.

An old and little-known theorem published in 1938 by the Norwegian mathematician Øystein Ore states that:
Theorem 1.2 [Ore 1938]. A finite group $G$ is cyclic if and only if its subgroup lattice $\mathcal{L}(G)$ is distributive.

Firstly, the intermediate subfactor lattice of a maximal subfactor is obviously distributive. Next, by Galois correspondence, the intermediate subfactor lattice of a finite group subfactor is exactly the subgroup lattice (or its reversal) of the group; but distributivity is invariant under reversal, so (1) and (2) hold by Ore's theorem. Now an abelian group, and a fortiori a cyclic group, admits only normal subgroups; but T. Teruya [1998] generalized the notion of normal subgroup by the notion of normal intermediate subfactor, so:

Definition 1.3. A finite index irreducible subfactor is cyclic if all its intermediate subfactors are normal and form a distributive lattice.

Note that an irreducible finite index subfactor $(N \subseteq M)$ admits a finite lattice $\mathcal{L}(N \subseteq M)$ of intermediate subfactors by [Watatani 1996], as for the subgroup lattice of a finite group. Moreover, a finite group subfactor remembers the group by [Jones 1980]. Section 4A exhibits some examples of cyclic subfactors: of course the cyclic group subfactors and the (irreducible finite index) maximal subfactors; moreover, up to equivalence, exactly 23279 among 34503 inclusions of groups of index $<30$, give a cyclic subfactor. The class of cyclic subfactors is stable under dual, intermediate, free composition and certain tensor products. Now the natural problem concerning cyclic subfactors is to understand in what sense they are "singly generated". To answer this question, we extend the following theorem of Ore.

Theorem 1.4 [Ore 1938]. If an interval of finite groups $[H, G]$ is distributive, then there exists $g \in G$ such that $\langle H, g\rangle=G$.
Theorem 1.5. An irreducible subfactor planar algebra whose biprojections are central and form a distributive lattice, has a minimal 2-box projection generating the identity biprojection (i.e., w-cyclic subfactor).

But "normal" means "bicentral", so a cyclic subfactor planar algebra is w-cyclic. The converse is false, a group subfactor $\left(R^{G} \subseteq R\right)$ is cyclic if and only if $G$ is cyclic, and is w-cyclic if and only if $G$ is linearly primitive (consider $G=S_{3}$ ). That's why we have chosen the name w-cyclic (i.e., weakly cyclic). We conjecture that Theorem 1.5 holds without the assumption that the biprojections are central.
Conjecture 1.6. An irreducible subfactor planar algebra with a distributive biprojection lattice is w-cyclic.

This is true if the lattice has less than 32 elements (and so, at index <32). Now the group-theoretic reformulation of Conjecture 1.6 for the planar algebra $\mathcal{P}\left(R^{G} \subseteq R^{H}\right)$, gives a dual version of Theorem 1.4.

Conjecture 1.7. If the interval of finite groups $[H, G]$ is distributive then there exists an irreducible complex representation $V$ of $G$ such that $G_{\left(V^{H}\right)}=H$.

In general, we deduce a nontrivial upper bound for the minimal number of minimal central projections generating the identity biprojection. For $\mathcal{P}\left(R^{G} \subseteq R\right)$, this gives a nontrivial upper bound for the minimal number of irreducible components for a faithful complex representation of $G$. This is a bridge linking combinatorics and representations in the theory of finite groups. This paper is a short version of [Palcoux 2015].

## 2. Ore's theorem on finite groups

2A. Basics in lattice theory. A lattice $(L, \wedge, \vee)$ is a poset $L$ in which every two elements $a, b$ have a unique supremum (or join) $a \vee b$, and a unique infimum (or meet) $a \wedge b$. Let $G$ be a finite group. The set of subgroups $K \subseteq G$ forms a lattice, denoted by $\mathcal{L}(G)$, ordered by $\subseteq$, with $K_{1} \vee K_{2}=\left\langle K_{1}, K_{2}\right\rangle$ and $K_{1} \wedge K_{2}=K_{1} \cap K_{2}$. A sublattice of $(L, \wedge, \vee)$ is a subset $L^{\prime} \subseteq L$ such that $\left(L^{\prime}, \wedge, \vee\right)$ is also a lattice. Consider $a, b \in L$ with $a \leq b$, then the interval $[a, b]$ is the sublattice $\{c \in L \mid a \leq c \leq b\}$. Any finite lattice admits a minimum and a maximum, denoted by $\hat{0}$ and $\hat{1}$. An atom is a minimal element in $L \backslash\{\hat{0}\}$ and a coatom is a maximal element in $L \backslash\{\hat{1}\}$. The top interval of a finite lattice $L$ is the interval $[t, \hat{1}]$, with $t$ the meet of all the coatoms. The height of a finite lattice $L$ is the greatest length of a (strict) chain. A lattice is distributive if the join and meet operations distribute over each other.

Remark 2.1. Distributivity is stable under taking a sublattice, reversal, direct product and concatenation.

A distributive lattice is called boolean if any element $b$ admits a unique complement $b^{\complement}$ (i.e., $b \wedge b^{\complement}=\hat{0}$ and $b \vee b^{\complement}=\hat{1}$ ). The subset lattice of $\{1,2, \ldots, n\}$, with union and intersection, is called the boolean lattice $\mathcal{B}_{n}$ of rank $n$. Any finite boolean lattice is isomorphic to some $\mathcal{B}_{n}$.
Lemma 2.2. The top interval of a finite distributive lattice is boolean.
Proof. See [Stanley 2012, items a-i, pages 254-255] which use Birkhoff's representation theorem, which states a finite lattice is distributive if and only if it embeds into some $\mathcal{B}_{n}$.

A lattice with a boolean top interval will be called top boolean (and its reversal, bottom boolean). See [Stanley 2012] for more details on lattice basics.

2B. Ore's theorem on distributive intervals of finite groups. Øystein Ore [1938, Theorem 4, page 267] proved the following result.
Theorem 2.3. A finite group $G$ is cyclic if and only if its subgroup lattice $\mathcal{L}(G)$ is distributive.
Proof. $(\Leftarrow)$ : This is just a particular case of Theorem 2.5 with $H=\{e\}$.
$(\Rightarrow)$ : A finite cyclic group $G=\mathbb{Z} / n$ has exactly one subgroup of order $d$, denoted by $\mathbb{Z} / d$, for every divisor $d$ of $n$. Now $\mathbb{Z} / d_{1} \vee \mathbb{Z} / d_{2}=\mathbb{Z} / \operatorname{lcm}\left(d_{1}, d_{2}\right)$ and $\mathbb{Z} / d_{1} \wedge \mathbb{Z} / d_{2}=\mathbb{Z} / \operatorname{gcd}\left(d_{1}, d_{2}\right)$, but the lcm and $\operatorname{gcd}$ distribute other each over, so the result follows.
Definition 2.4. An interval of finite groups $[H, G]$ is said to be $H$-cyclic if there is $g \in G$ such that $\langle H, g\rangle=G$. Note that $\langle H, g\rangle=\langle H g\rangle$.

Ore extended one side of Theorem 2.3 to the interval of finite groups [Ore 1938, Theorem 7] for which we will give our own proof (which is a group-theoretic reformulation of the proof of Theorem 4.26):
Theorem 2.5. A distributive interval $[H, G]$ is $H$-cyclic.
Proof. The proof follows from the claims below and Lemma 2.2.
Claim: Let $M$ be a maximal subgroup of $G$. Then $[M, G]$ is $M$-cyclic.
Proof of claim. For $g \in G$ with $g \notin M$, we have $\langle M, g\rangle=G$ by maximality.
Claim: A boolean interval $[H, G]$ is $H$-cyclic.
Proof of claim. Let $M$ be a coatom in $[H, G]$, and $M^{\complement}$ be its complement. By the previous claim and induction on the height of the lattice, we can assume $[H, M]$ and $\left[H, M^{\complement}\right.$ ] both to be $H$-cyclic, i.e., there are $a, b \in G$ such that $\langle H, a\rangle=M$ and $\langle H, b\rangle=M^{\complement}$. For $g=a b,\langle H, a, g\rangle=\langle H, g, b\rangle=\langle H, a, b\rangle=M \vee M^{\complement}=G$, since $a=g b^{-1}$ and $b=a^{-1} g$. Now, $\langle H, g\rangle=\langle H, g\rangle \vee H=\langle H, g\rangle \vee\left(M \wedge M^{\complement}\right)$ but by distributivity $\left.\left.\langle H, g\rangle \vee\left(M \wedge M^{\complement}\right)=(\langle H, g\rangle \vee M\rangle\right) \wedge\left(\langle H, g\rangle \vee M^{\complement}\right\rangle\right)$. So $\langle H, g\rangle=\langle H, a, g\rangle \wedge\langle H, g, b\rangle=G$. The result follows.

Claim: $[H, G]$ is $H$-cyclic if its top interval $[K, G]$ is $K$-cyclic.
Proof of claim. Consider $g \in G$ with $\langle K, g\rangle=G$. For any coatom $M \in[H, G]$, we have $K \subseteq M$ by definition, and so $g \notin M$, then a fortiori $\langle H, g\rangle \nsubseteq M$. It follows that $\langle H, g\rangle=G$.

## 3. Subfactor planar algebras and biprojections

For the notions of subfactor, subfactor planar algebra and basic properties, we refer to [Jones and Sunder 1997; Jones 1999; Kodiyalam and Sunder 2004]. See also [Palcoux 2015, Section 3] for a short introduction. A subfactor planar algebra is of finite index by definition.

3A. Basics on the 2-box space. Let $(N \subseteq M)$ be a finite index irreducible subfactor. The $n$-box spaces $\mathcal{P}_{n,+}$ and $\mathcal{P}_{n,-}$ of the planar algebra $\mathcal{P}=\mathcal{P}(N \subseteq M)$, are $N^{\prime} \cap M_{n-1}$ and $M^{\prime} \cap M_{n}$. Let $R(a)$ be the range projection of $a \in \mathcal{P}_{2,+}$. We define the relations $a \leq b$ by $R(a) \leq R(b)$, and $a \sim b$ by $R(a)=R(b)$. Let $e_{1}:=e_{N}^{M}$ and id $:=e_{M}^{M}$ be the Jones and the identity projections in $\mathcal{P}_{2,+}$. Note that $\operatorname{tr}\left(e_{1}\right)=|M: N|^{-1}=\delta^{-2}$ and $\operatorname{tr}(\mathrm{id})=1$. Let $\mathcal{F}: \mathcal{P}_{2, \pm} \rightarrow \mathcal{P}_{2, \mp}$ be the Fourier transform ( $90^{\circ}$ rotation), $\bar{a}:=\mathcal{F}(\mathcal{F}(a))$ be the contragredient of $a \in \mathcal{P}_{2, \pm}$, and $a * b=\mathcal{F}\left(\mathcal{F}^{-1}(a) \cdot \mathcal{F}^{-1}(b)\right)$ be the coproduct of $a, b \in \mathcal{P}_{2, \pm}$.
Lemma 3.1. Let $a, b, c, d$ be positive operators of $\mathcal{P}_{2,+}$. Then
(1) $a * b$ is also positive,
(2) $[a \preceq b$ and $c \preceq d] \Rightarrow a * c \preceq b * d$,
(3) $a \leq b \Rightarrow\langle a\rangle \leq\langle b\rangle$,
(4) $a \sim b \Rightarrow\langle a\rangle=\langle b\rangle$.

Proof. This is precisely [Liu 2016, Theorem 4.1 and Lemma 4.8] for (1) and (2). Next, if $a \preceq b$, then by (2), for any integer $k, a^{* k} \preceq b^{* k}$, and hence for all $n$,

$$
\sum_{k=1}^{n} a^{* k} \preceq \sum_{k=1}^{n} b^{* k}
$$

so $\langle a\rangle \leq\langle b\rangle$ by Definition 3.8. Finally, (4) is immediate from (3).
The next lemma follows by irreducibility (i.e., $\mathcal{P}_{1,+}=\mathbb{C}$ ).
Lemma 3.2. Let $p, q \in \mathcal{P}_{2,+}$ be projections. Then

$$
e_{1} \preceq p * \bar{q} \Leftrightarrow p q \neq 0 .
$$

Note that if $p \in \mathcal{P}_{2,+}$ is a projection then $\bar{p}$ is also a projection.
Lemma 3.3. Let $a, b, c \in \mathcal{P}_{2,+}$ be projections with $c \preceq a * b$. Then there exist $a^{\prime} \preceq c * \bar{b}$ and $b^{\prime} \preceq \bar{a} * c$ such that $a^{\prime}, b^{\prime}$ are projections and $a a^{\prime}, b b^{\prime} \neq 0$.

Proof. The proof follows from Lemmas 3.1 and 3.2, and

$$
e_{1} \preceq c * \bar{c} \preceq(a * b) * \bar{c}=a *(b * \bar{c}) .
$$

We can also apply [Liu 2016, Lemma 4.10].

## 3B. On the biprojections.

Definition 3.4 [Liu 2016, Definition 2.14]. A biprojection is a projection $b \in \mathcal{P}_{2, \pm}$ with $\mathcal{F}(b)$ a multiple of a projection.

Note that $e_{1}=e_{N}^{M}$ and id $=e_{M}^{M}$ are biprojections.
Theorem 3.5 [Bisch 1994, page 212]. A projection $b$ is a biprojection if and only if it is the Jones projection $e_{K}^{M}$ of an intermediate subfactor $N \subseteq K \subseteq M$.

Therefore the set of biprojections is a lattice of the form $\left[e_{1}, \mathrm{id}\right]$.
Theorem 3.6. An operator $b$ is a biprojection if and only if

$$
e_{1} \leq b=b^{2}=b^{\star}=\bar{b}=\lambda b * b, \text { with } \lambda^{-1}=\delta \operatorname{tr}(b)
$$

Proof. See [Landau 2002, items 0-3, page 191] and [Liu 2016, Theorem 4.12].
Lemma 3.7. Consider $a_{1}, a_{2}, b \in \mathcal{P}_{2,+}$ with $b$ a biprojection. Then

$$
\begin{aligned}
\left(b \cdot a_{1} \cdot b\right) *\left(b \cdot a_{2} \cdot b\right) & =b \cdot\left(a_{1} *\left(b \cdot a_{2} \cdot b\right)\right) \cdot b=b \cdot\left(\left(b \cdot a_{1} \cdot b\right) * a_{2}\right) \cdot b, \\
\left(b * a_{1} * b\right) \cdot\left(b * a_{2} * b\right) & =b *\left(a_{1} \cdot\left(b * a_{2} * b\right)\right) * b=b *\left(\left(b * a_{1} * b\right) \cdot a_{2}\right) * b .
\end{aligned}
$$

Proof. By exchange relations [Landau 2002] for $b$ and $\mathcal{F}(b)$.
Definition 3.8. Consider $a \in \mathcal{P}_{2,+}$ positive, and let $p_{n}$ be the range projection of $\sum_{k=1}^{n} a^{* k}$. By finiteness, there exists $N$ such that for all $m \geq N, p_{m}=p_{N}$, which is a biprojection [Liu 2016, Lemma 4.14], denoted $\langle a\rangle$, called the biprojection generated by $a$. It is the smallest biprojection $b \succeq a$. For $S$ a finite set of positive operators, let $\langle S\rangle$ be the biprojection $\left\langle\sum_{s \in S} s\right\rangle$, it is the smallest biprojection $b$ such that $b \succeq s$, for all $s \in S$.

3C. Intermediate planar algebras and 2-box spaces. Let $N \subseteq K \subseteq M$ be an intermediate subfactor. The planar algebras $\mathcal{P}(N \subseteq K)$ and $\mathcal{P}(K \subseteq M)$ can be derived from $\mathcal{P}(N \subseteq M)$, see [Bakshi 2016; Landau 1998].

Theorem 3.9. Consider the intermediate subfactors

$$
N \subseteq P \subseteq K \subseteq Q \subseteq M .
$$

Then there are two isomorphisms of von Neumann algebras

$$
\begin{aligned}
l_{K} & : \mathcal{P}_{2,+}(N \subseteq K) \rightarrow e_{K}^{M} \mathcal{P}_{2,+}(N \subseteq M) e_{K}^{M}, \\
r_{K} & : \mathcal{P}_{2,+}(K \subseteq M) \rightarrow e_{K}^{M} * \mathcal{P}_{2,+}(N \subseteq M) * e_{K}^{M},
\end{aligned}
$$

for the usual,$+ \times$ and ()$^{\star}$, such that

$$
l_{K}\left(e_{P}^{K}\right)=e_{P}^{M} \quad \text { and } \quad r_{K}\left(e_{Q}^{M}\right)=e_{Q}^{M} .
$$

Moreover, the coproduct $*$ is also preserved by these maps, but up to a multiplicative constant, $|M: K|^{1 / 2}$ for $l_{K}$ and $|K: N|^{-1 / 2}$ for $r_{K}$. Then, for all $m \in\left\{l_{K}^{ \pm 1}, r_{K}^{ \pm 1}\right\}$, and for all $a_{i}>0$ in the domain of $m, m\left(a_{i}\right)>0$ and

$$
\left\langle m\left(a_{1}\right), \ldots, m\left(a_{n}\right)\right\rangle=m\left(\left\langle a_{1}, \ldots, a_{n}\right\rangle\right) .
$$

Proof. This is clear from [Bakshi 2016] or [Landau 1998], using Lemma 3.7.
Notations 3.10. Let $b_{1} \leq b \leq b_{2}$ be the biprojections $e_{P}^{M} \leq e_{K}^{M} \leq e_{Q}^{M}$. We define $l_{b}:=l_{K}$ and $r_{b}:=r_{K}$; also $\mathcal{P}\left(b_{1}, b_{2}\right):=\mathcal{P}(P \subseteq Q)$ and

$$
\left|b_{2}: b_{1}\right|:=\operatorname{tr}\left(b_{2}\right) / \operatorname{tr}\left(b_{1}\right)=|Q: P| .
$$

## 4. Ore's theorem on subfactor planar algebras

4A. The cyclic subfactor planar algebras. In this subsection, we define the class of cyclic subfactor planar algebras, we show that it contains plenty of examples, and we prove that it is stable under dual, intermediate, free composition and certain tensor products. Let $\mathcal{P}$ be an irreducible subfactor planar algebra.

Definition 4.1 [Teruya 1998]. A biprojection $b$ is normal if it is bicentral (that is, if $b$ and $\mathcal{F}(b)$ are central).

Definition 4.2. An irreducible subfactor planar algebra is said to be

- distributive if its biprojection lattice is distributive,
- Dedekind if all its biprojections are normal,
- cyclic if it is both Dedekind and distributive.

Moreover, we call a subfactor cyclic if its planar algebra is cyclic.
Examples 4.3. A group subfactor is cyclic if and only if the group is cyclic; every maximal subfactor is cyclic, in particular every 2 -supertransitive subfactor, as the Haagerup subfactor [Asaeda and Haagerup 1999; Izumi 2001; Peters 2010], is cyclic. Up to equivalence, exactly 23279 among 34503 inclusions of groups of index $<30$, give a cyclic subfactor (more than $65 \%$ ).

Definition 4.4. Let $G$ be a finite group and $H$ a subgroup. The core $H_{G}$ is the largest normal subgroup of $G$ contained in $H$. The subgroup $H$ is called core-free if $H_{G}=\{1\}$; in this case the interval $[H, G]$ is also called core-free. Two intervals of finite groups $[A, B]$ and $[C, D]$ are called equivalent if there is a group isomorphism $\phi: B / A_{B} \rightarrow D / C_{D}$ such that $\phi\left(A / A_{B}\right)=C / C_{D}$.

Remark 4.5. A finite group subfactor remembers the group [Jones 1980], but a finite group-subgroup subfactor does not remember the equivalence class of the interval in general. A counterexample was found by V. S. Sunder and V. Kodiyalam [2000], the intervals $\left[\langle(1234)\rangle, S_{4}\right]$ and $\left[\langle(12)(34)\rangle, S_{4}\right]$ are not equivalent whereas their corresponding subfactors are isomorphic; but thanks to the complete characterization by M. Izumi [2002], it remembers the interval in the maximal case, because the intersection of a core-free maximal subgroup with an abelian normal subgroup is trivial.

Theorem 4.6. The free composition of irreducible finite index subfactors has no extra intermediate.

Proof. See [Liu 2016, Theorem 2.22].
Corollary 4.7. The class of finite index irreducible cyclic subfactors is stable under free composition.

Proof. By Theorem 4.6, the intermediate subfactor lattice of a free composition is the concatenation of the lattice of the two components (see also Remark 2.1). By Theorem 3.9 and Lemma 3.7, the biprojections remain normal.

The following theorem was proved in the 2-supertransitive case by Y. Watatani [1996, Proposition 5.1]. The general case was conjectured by the author, but specified and proved after a discussion with F. Xu.

Theorem 4.8. Let $\left(N_{i} \subset M_{i}\right), i=1,2$, be irreducible finite index subfactors. Then

$$
\mathcal{L}\left(N_{1} \subset M_{1}\right) \times \mathcal{L}\left(N_{2} \subset M_{2}\right) \subsetneq \mathcal{L}\left(N_{1} \otimes N_{2} \subset M_{1} \otimes M_{2}\right)
$$

if and only if there are intermediate subfactors $N_{i} \subseteq P_{i} \subset Q_{i} \subseteq M_{i}, i=1,2$, such that $\left(P_{i} \subset Q_{i}\right)$ is of depth 2 and isomorphic to $\left(R^{\mathbb{A}_{i}} \subset R\right)$, with $\mathbb{A}_{2} \simeq \mathbb{A}_{1}^{\text {cop }}$ being the (very simple) Kac algebra $\mathbb{A}_{1}$ with the opposite coproduct.

Proof. Consider the intermediate subfactors

$$
N_{1} \otimes N_{2} \subseteq P_{1} \otimes P_{2} \subset R \subset Q_{1} \otimes Q_{2} \subseteq M_{1} \otimes M_{2}
$$

with $R$ not of tensor product form, $P_{1} \otimes P_{2}$ and $Q_{1} \otimes Q_{2}$ the closest (below and above, respectively) to $R$ among those of tensor product form. Now using [ Xu 2013, Proposition 3.5(2)], $\left(P_{i} \subseteq Q_{i}\right), i=1,2$, are of depth 2, their corresponding Kac algebras, $\mathbb{A}_{i}, i=1,2$, are very simple and $\mathbb{A}_{2} \simeq \mathbb{A}_{1}^{\mathrm{cop}}$ [Xu 2013, Definition 3.6 and Proposition 3.10]. The converse is given by [Xu 2013, Theorem 3.14].

Remark 4.9. By Theorem 4.8 and Remark 2.1, the class of (finite index irreducible) cyclic subfactors is stable under certain tensor products (i.e., if there is no copisomorphic intermediate of depth 2), and by Theorem 3.9 and Lemma 3.7, the biprojections remain normal.

Lemma 4.10. If a subfactor is cyclic then the intermediate and dual subfactors are also cyclic.
Proof. The proof follows from Remark 2.1, Theorem 3.9 and Lemma 3.7.
A subfactor as ( $R \subseteq R \rtimes G$ ) or ( $R^{G} \subseteq R$ ) is called a "group subfactor". Then, the following lemma justifies the choice of the word "cyclic".

Lemma 4.11. A cyclic "group subfactor" is a "cyclic group" subfactor.
Proof. By Galois correspondence, if a "group subfactor" is cyclic then the subgroup lattice is distributive, and so the group is cyclic by Ore's Theorem 2.3. The normal biprojections of a group subfactor corresponds to the normal subgroups [Teruya 1998], but every subgroup of a cyclic group is normal.
Problem 4.12. Is a depth 2 irreducible finite index cyclic subfactor, a cyclic group subfactor?

The answer could be "no" because the following fusion ring (first reported in [Palcoux 2013]), the first known to be simple integral and nontrivial, could be the Grothendieck ring of a "maximal" Kac algebra of dimension 210 and type (1, 5, 5, 5, 6, 7, 7).

| $\begin{array}{lllllll}1 & 0 & 0 & 0 & 0 & 0 & 0\end{array}$ | $\begin{array}{llllllll}0 & 1 & 0 & 0 & 0 & 0 & 0\end{array}$ | $\begin{array}{lllllll}0 & 0 & 1 & 0 & 0 & 0 & 0\end{array}$ | $\begin{array}{lllllll}0 & 0 & 0 & 1 & 0 & 0 & 0\end{array}$ | $\begin{array}{llllllll}0 & 0 & 0 & 0 & 1 & 0 & 0\end{array}$ | $\begin{array}{llllllll}0 & 0 & 0 & 0 & 0 & 1 & 0\end{array}$ | 0000000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 01000000 | $\begin{array}{llllllll}1 & 1 & 0 & 1 & 0 & 1 & 1\end{array}$ | 000101111 | 01100111 | $\begin{array}{lllllllll}0 & 0 & 1 & 1 & 1 & 1 & 1\end{array}$ |  | 0111111 |
| $\begin{array}{llllllll}0 & 0 & 1 & 0 & 0 & 0 & 0\end{array}$ | $\begin{array}{lllllllll}0 & 0 & 1 & 0 & 1 & 1 & 1\end{array}$ | $\begin{array}{lllllll}1 & 1 & 1 & 0 & 0 & 1 & 1\end{array}$ | $\begin{array}{llllllll}0 & 0 & 0 & 1 & 1 & 1 & 1\end{array}$ | $\begin{array}{llllllll}0 & 1 & 0 & 1 & 1 & 1 & 1\end{array}$ | $\begin{array}{llllllll}0 & 1 & 1 & 1 & 1 & 1 & 1\end{array}$ | $\begin{array}{lllllll}0 & 1 & 1 & 1 & 1 & 1\end{array}$ |
| $\begin{array}{lllllll}0 & 0 & 0 & 1 & 0 & 0 & 0\end{array}$ |  |  | $\begin{array}{llllllll}1 & 0 & 1 & 1 & 0 & 1 & 1\end{array}$ |  |  | $\begin{array}{llllllll}0 & 1 & 1 & 1 & 1 & 1\end{array}$ |
| 0000001100 | $\begin{array}{lllllllll}0 & 0 & 1 & 1 & 1 & 1 & 1\end{array}$ | $\begin{array}{llllllll}0 & 1 & 0 & 1 & 1 & 1 & 1\end{array}$ | $\begin{array}{llllllll}0 & 1 & 1 & 0 & 1 & 1 & 1\end{array}$ | $\begin{array}{llllllll}1 & 1 & 1 & 1 & 1 & 1 & 1\end{array}$ |  | $\begin{array}{llllllll}0 & 1 & 1 & 1 & 1 & 1 & 2\end{array}$ |
| $\begin{array}{lllllll}0 & 0 & 0 & 0 & 0 & 1 & 0\end{array}$ | $\begin{array}{lllllllll}0 & 1 & 1 & 1 & 1 & 1 & 1\end{array}$ | $\begin{array}{llllllll}0 & 1 & 1 & 1 & 1 & 1 & 1\end{array}$ | $\begin{array}{llllllll}0 & 1 & 1 & 1 & 1 & 1 & 1\end{array}$ | $\begin{array}{lllllllll}0 & 1 & 1 & 1 & 1 & 2 & 1\end{array}$ | $\begin{array}{llllllll}1 & 1 & 1 & 1 & 2 & 1 & 2\end{array}$ |  |
| 0000001 |  |  |  |  | 0111122 | 1111221 |

4B. The w-cyclic subfactor planar algebras. Let $\mathcal{P}$ be an irreducible subfactor planar algebra.
Theorem 4.13. Let $p \in \mathcal{P}_{2,+}$ be a minimal central projection. Then there exists a minimal projection $v \leq p$ such that $\langle v\rangle=\langle p\rangle$.

Proof. If $p$ is a minimal projection, then the theorem clearly holds. Else, let $b_{1}, \ldots, b_{n}$ be the coatoms of $\left[e_{1},\langle p\rangle\right]$ ( $n$ is finite by [Watatani 1996]). If $p \npreceq$ $\sum_{i=1}^{n} b_{i}$, then there exists $u \leq p$, a minimal projection such that $u \not \leq b_{i}$ for all $i$, so that $\langle u\rangle=\langle p\rangle$. If not, $p \leq \sum_{i=1}^{n} b_{i}$ (with $n>1$, otherwise $p \leq b_{1}$ and $\langle p\rangle \leq b_{1}$, a contradiction). Let $E_{i}=\operatorname{range}\left(b_{i}\right)$ and $F=\operatorname{range}(p)$, then $F=\sum_{i} E_{i} \cap F$ (because $p$ is a minimal central projection) with $1<n<\infty$ and $E_{i} \cap F \subsetneq F$ for all $i$ (otherwise there exists $i$ with $p \leq b_{i}$, a contradiction), $\operatorname{so} \operatorname{dim}\left(E_{i} \cap F\right)<\operatorname{dim}(F)$ and there exists $U \subseteq F$, a one-dimensional subspace such that $U \nsubseteq E_{i} \cap F$ for all $i$, and so a fortiori $U \nsubseteq E_{i}$ for all $i$. It follows that $u=p_{U} \leq p$ is a minimal projection such that $\langle u\rangle=\langle p\rangle$.

Thanks to Theorem 4.13, we can give the following definition:
Definition 4.14. The planar algebra $\mathcal{P}$ is weakly cyclic (or w-cyclic) if it satisfies one of the following equivalent assertions:

- There exists a minimal projection $u \in \mathcal{P}_{2,+}$ such that $\langle u\rangle=\mathrm{id}$.
- There exists a minimal central projection $p \in \mathcal{P}_{2,+}$ such that $\langle p\rangle=$ id.

We call a subfactor w-cyclic if its planar algebra is w-cyclic.
The following remark justifies the choice of the word "w-cyclic".
Remark 4.15. By Corollary 6.12, a finite group subfactor $\left(R^{G} \subset R\right)$ is w-cyclic if and only if $G$ is linearly primitive, which is strictly weaker than cyclic (see for example $S_{3}$ ), nevertheless the notion of w-cyclic is a singly generated notion in the sense that "there is a minimal projection generating the identity biprojection". We can also see the weakness of this assumption by the fact that the minimal projection does not necessarily generate a basis for the set of positive operators, but just the support of it, i.e., the identity.

Question 4.16. Is a cyclic subfactor planar algebra w-cyclic?
The answer is "yes" by Theorem 4.27.
Let $\mathcal{P}=\mathcal{P}(N \subseteq M)$ be an irreducible subfactor planar algebra. Take an intermediate subfactor $N \subseteq K \subseteq M$ and its biprojection $b=e_{K}^{M}$.
Lemma 4.17. Let $\mathcal{A}$ be $a \star$-subalgebra of $\mathcal{P}_{2,+}$. Then any element $x \in \mathcal{A}$ is positive in $\mathcal{A}$ if and only if it is positive in $\mathcal{P}_{2,+}$.

Proof. If $x$ is positive in $\mathcal{A}$, it is of the form $a a^{\star}$, with $a \in \mathcal{A}$, but $a \in \mathcal{P}_{2,+}$ also, so $x$ is positive in $\mathcal{P}_{2,+}$. Conversely, if $x$ is positive in $\mathcal{P}_{2,+}$ then

$$
\langle x y \mid y\rangle=\operatorname{tr}\left(y^{\star} x y\right) \geq 0,
$$

for any $y \in \mathcal{P}_{2,+}$, so in particular, for any $y \in \mathcal{A}$, which means $x$ is positive in $\mathcal{A}$. $\square$
Note that Lemma 4.17 will be applied to $\mathcal{A}=b \mathcal{P}_{2,+} b$ or $b * \mathcal{P}_{2,+} * b$.
Proposition 4.18. The planar algebra $\mathcal{P}\left(e_{1}, b\right)$ is $w$-cyclic if and only if there is a minimal projection $u \in \mathcal{P}_{2,+}$ such that $\langle u\rangle=b$.

Proof. The planar algebra $\mathcal{P}(N \subseteq K)$ is w-cyclic if and only if there is a minimal projection $x \in \mathcal{P}_{2,+}(N \subseteq K)$ such that $\langle x\rangle=e_{K}^{K}$, if and only if $l_{K}(\langle x\rangle)=l_{K}\left(e_{K}^{K}\right)$, if and only if $\langle u\rangle=e_{K}^{M}$ (by Theorem 3.9), with $u=l_{K}(x)$ a minimal projection in $e_{K}^{M} \mathcal{P}_{2,+} e_{K}^{M}$ and in $\mathcal{P}_{2,+}$.
Lemma 4.19. For any minimal projection $x \in \mathcal{P}_{2,+}(b, i \mathrm{id}), r_{b}(x)$ is positive and for any minimal projection $v \preceq r_{b}(x)$, there is $\lambda>0$ such that $b * v * b=\lambda r_{b}(x)$.

Proof. Firstly, $x$ is positive, so by Theorem 3.9, $r_{b}(x)$ is also positive. For any minimal projection $v \preceq r_{b}(x)$, we have $b * v * b \preceq r_{b}(x)$, because

$$
b * v * b \preceq b * r_{b}(x) * b=b * b * u * b * b \sim b * u * b=r_{b}(x),
$$

by Lemma 3.1(2) and with $u \in \mathcal{P}_{2,+}$. Now by Lemma 3.1(1), $b * v * b>0$, so $r_{b}^{-1}(b * v * b)>0$ also, and by Theorem 3.9,

$$
r_{b}^{-1}(b * v * b) \leq x .
$$

But $x$ is a minimal projection, so by positivity, there exists $\lambda>0$ such that

$$
r_{b}^{-1}(b * v * b)=\lambda x .
$$

It follows that $b * v * b=\lambda r_{b}(x)$.
Lemma 4.20. Consider $v \in \mathcal{P}_{2,+}$ positive. Then $\langle b * v * b\rangle=\langle b, v\rangle$.
Proof. Firstly, by Definition 3.8, $b * v * b \preceq\langle b, v\rangle$, so $\langle b * v * b\rangle \leq\langle b, v\rangle$, by Lemma 3.1(3). Next $e_{1} \leq b$ and $x * e_{1}=e_{1} * x=\delta^{-1} x$, so

$$
v=\delta^{2} e_{1} * v * e_{1} \preceq b * v * b .
$$

Moreover by Theorem 3.6, $\bar{v} \preceq\langle b * v * b\rangle$, but by Lemma 3.2,

$$
\bar{v} * b * v * b \succeq \bar{v} * e_{1} * v * b \sim \bar{v} * v * b \succeq e_{1} * b \sim b .
$$

Then $b, v \leq\langle b * v * b\rangle$, so we also have $\langle b, v\rangle \leq\langle b * v * b\rangle$.
Proposition 4.21. The planar algebra $\mathcal{P}(b, \mathrm{id})$ is $w$-cyclic if and only if there is a minimal projection $v \in \mathcal{P}_{2,+}$ such that $\langle b, v\rangle=\mathrm{id}$ and $r_{b}^{-1}(b * v * b)$ is a positive multiple of a minimal projection.

Proof. The planar algebra $\mathcal{P}(K \subseteq M)$ is w-cyclic if and only if there is a minimal projection $x \in \mathcal{P}_{2,+}(K \subseteq M)$ such that $\langle x\rangle=e_{M}^{M}$, if and only if $r_{K}(\langle x\rangle)=r_{K}\left(e_{M}^{M}\right)$, if and only if $\left\langle r_{K}(x)\right\rangle=e_{M}^{M}$ by Theorem 3.9. The result follows by Lemmas 4.19 and 4.20.

4C. The main result. Let $\mathcal{P}$ be an irreducible subfactor planar algebra.
Lemma 4.22. A maximal subfactor planar algebra is w-cyclic.
Proof. By maximality $\langle u\rangle=$ id for any minimal projection $u \neq e_{1}$.
Definition 4.23. The top intermediate subfactor planar algebra is the intermediate associated to the top interval of the biprojection lattice.

Lemma 4.24. An irreducible subfactor planar algebra is w-cyclic if its top intermediate is so.

Proof. Let $b_{1}, \ldots, b_{n}$ be the coatoms in $\left[e_{1}, \mathrm{id}\right]$ and $t=\bigwedge_{i=1}^{n} b_{i}$. By assumption and Proposition 4.21, there is a minimal projection $v \in \mathcal{P}_{2,+}$ with $\langle t, v\rangle=\mathrm{id}$. If there exists $i$ such that $v \leq b_{i}$, then $\langle t, v\rangle \leq b_{i}$, a contradiction. So $v \notin b_{i}$ for all $i$, and then $\langle v\rangle=$ id.

Definition 4.25. Let $h(\mathcal{P})$ be the height of the biprojection lattice $\left[e_{1}\right.$, id]. Note that $h(\mathcal{P})<\infty$ because the index is finite.

Theorem 4.26. If the biprojections in $\mathcal{P}_{2,+}$ are central and form a distributive lattice, then $\mathcal{P}$ is w-cyclic.
Proof. By Lemma 4.10, we can make an induction on $h(\mathcal{P})$. If $h(\mathcal{P})=1$, then we apply Lemma 4.22. Now suppose that the theorem holds for $h(\mathcal{P})<n$, we will prove it for $h(\mathcal{P})=n \geq 2$. By Lemmas 2.2 and 4.24 , we can assume the biprojection lattice to be boolean. For $b$ in the open interval ( $e_{1}, \mathrm{id}$ ), its complement $b^{\complement}$ (see Section 2A) is also in ( $e_{1}$, id). By induction and Proposition 4.18, there are minimal projections $u, v$ such that $b=\langle u\rangle$ and $b^{\complement}=\langle v\rangle$. Take any minimal projection $c \preceq u * v$, then

$$
\langle c\rangle=\langle c\rangle \vee e_{1}=\langle c\rangle \vee\left(b \wedge b^{\complement}\right)=\langle c\rangle \vee(\langle u\rangle \wedge\langle v\rangle),
$$

so by distributivity

$$
\langle c\rangle=(\langle c\rangle \vee\langle u\rangle) \wedge(\langle c\rangle \vee\langle v\rangle)=\langle c, u\rangle \wedge\langle c, v\rangle .
$$

Then by Lemma 3.3, $\langle c\rangle=\left\langle u^{\prime}, c, v\right\rangle \wedge\left\langle u, c, v^{\prime}\right\rangle$ with $u^{\prime}, v^{\prime}$ minimal projections and $u u^{\prime}, v v^{\prime} \neq 0$, so in particular the central support $Z\left(u^{\prime}\right)=Z(u)$ and $Z\left(v^{\prime}\right)=Z(v)$. Now by assumption, every biprojection is central, so $u \leq Z\left(u^{\prime}\right) \leq\left\langle u^{\prime}, c, v\right\rangle$ and $v \leq Z\left(v^{\prime}\right) \leq\left\langle u, c, v^{\prime}\right\rangle$, so $\langle c\rangle=\mathrm{id}$.
Theorem 4.27. A cyclic subfactor planar algebra is w-cyclic.
Proof. This is immediate by Theorem 4.26 because a normal biprojection is by definition bicentral, so a fortiori central.

## 5. Extension for small distributive lattices

We extend Theorem 4.26 without assuming the biprojections to be central, but for distributive lattices with less than 32 elements. Because the top lattice of a distributive lattice is boolean (Lemma 2.2), we can reduce the proof to $\mathcal{B}_{n}$ with $n<5$.
Definition 5.1. An irreducible subfactor planar algebra is said to be boolean (or $\mathcal{B}_{n}$ ) if its biprojection lattice is boolean (of rank $n$ ).
Proposition 5.2. An irreducible subfactor planar algebra such that the coatoms $b_{1}, \ldots, b_{n} \in\left[e_{1}\right.$, id $]$ satisfy $\sum_{i} \frac{1}{\left|\mathrm{id}: b_{i}\right|} \leq 1$, is $w$-cyclic.
Proof. Firstly, by Lemmas 4.22 and 4.24, we can assume that $n>1$. By definition, $\left|\mathrm{id}: b_{i}\right|=\operatorname{tr}(\mathrm{id}) / \operatorname{tr}\left(b_{i}\right)$ so by assumption $\sum_{i} \operatorname{tr}\left(b_{i}\right) \leq \operatorname{tr}(\mathrm{id})$. If $\sum_{i} b_{i} \sim \mathrm{id}$ then $\sum_{i} b_{i} \geq \mathrm{id}$, but $\sum_{i} \operatorname{tr}\left(b_{i}\right) \leq \operatorname{tr}(\mathrm{id})$ so $\sum_{i} b_{i}=\mathrm{id}$. Now $e_{1} \leq b_{i}$ for all $i$, therefore $n e_{1} \leq \sum_{i} b_{i}=\mathrm{id}$, contradiction with $n>1$. So $\sum_{i} b_{i} \prec i d$, which implies the existence of a minimal projection $u \not \leq b_{i}$ for all $i$, which means that $\langle u\rangle=\mathrm{id}$.
Remark 5.3. The converse is false, $(R \subset R \rtimes \mathbb{Z} / 30)$ is a counterexample, because $\frac{1}{2}+\frac{1}{3}+\frac{1}{5}=\frac{31}{30}>1$.

Corollary 5.4. An irreducible subfactor planar algebra with at most two coatoms in $\left[e_{1}, \mathrm{id}\right]$ is $w$-cyclic.
Proof. We have $\sum_{i} \frac{1}{\mid \text { id: } b_{i} \mid} \leq \frac{1}{2}+\frac{1}{2}$, and the result follows by Proposition 5.2.
Examples 5.5. Every $\mathcal{B}_{2}$ subfactor planar algebra is w-cyclic.


Lemma 5.6. Let $u, v \in \mathcal{P}_{2,+}$ be minimal projections. If $v \not \subset\langle u\rangle$ then there exist minimal projections $c \preceq u * v$ and $w \preceq \bar{u} * c$ such that $w \notin\langle u\rangle$.
Proof. Assume that for all $c \preceq u * v$ and for all $w \preceq \bar{u} * c$, we have $w \leq\langle u\rangle$. Now there are minimal projections $\left(c_{i}\right)_{i}$ and $\left(w_{i, j}\right)_{i, j}$ such that $u * v \sim \sum_{i} c_{i}$ and $\bar{u} * c_{i} \sim \sum_{j} w_{i, j}$. It follows that $u * v \sim \sum_{i, j} w_{i, j} \preceq\langle u\rangle$, but

$$
v \sim e_{1} * v \preceq(\bar{u} * u) * v=\bar{u} *(u * v) \preceq\langle u\rangle,
$$

which is in contradiction with $v \nless\langle u\rangle$.
For the distributive case, we can upgrade Proposition 5.2 as follows:
Theorem 5.7. A distributive subfactor planar algebra with coatoms $b_{1}, \ldots, b_{n} \in$ [ $e_{1}$, id] satisfying $\sum_{i} \frac{1}{\left|i d: b_{i}\right|} \leq 2$, is w-cyclic.
Proof. By Lemmas 2.2 and 4.24, we can assume the subfactor planar algebra to be boolean. If $K:=\bigwedge_{i, j, i \neq j}\left(b_{i} \wedge b_{j}\right)^{\perp} \neq 0$, then consider $u \leq K$ a minimal projection, and $Z(u)$ its central support. If $\langle Z(u)\rangle=\mathrm{id}$, then we are okay. Otherwise there exists $i$ such that $\langle u\rangle=\langle Z(u)\rangle=b_{i}$. But $b_{i}^{\complement}$ is an atom in $\left[e_{1}\right.$, id], so there is a minimal projection $v$ such that $b_{i}^{\complement}=\langle v\rangle$. Recall that $b_{i} \wedge b_{i}^{\complement}=e_{1}$, so $v \nless\langle u\rangle$, and by Lemma 5.6, there are minimal projections $c \preceq u * v$ and $w \preceq \bar{u} * c$ such that $w \npreceq\langle u\rangle$ (and $\langle u, w\rangle=$ id by maximality). By Lemma 3.3, there exists $u^{\prime} \preceq c * \bar{u}$ with $Z\left(u^{\prime}\right)=Z(u)$ and $u^{\prime} \not \perp u$, but $u \leq K$ so $u^{\prime} \npreceq b_{i} \wedge b_{j}$ for all $j \neq i$, and now $u^{\prime} \leq Z(u) \leq b_{i}$, so $\left\langle u^{\prime}\right\rangle=b_{i}$. Using distributivity (as for Theorem 4.26) we conclude

$$
\langle c\rangle=\langle u, c\rangle \wedge\langle c, v\rangle \geq\langle u, w\rangle \wedge\left\langle u^{\prime}, v\right\rangle=\mathrm{id} \wedge \mathrm{id}=\mathrm{id} .
$$

Otherwise $K=0$, but $\left(b_{i} \wedge b_{j}\right)^{\perp} \geq b_{j}^{\perp}$ for all $i$, so $\bigwedge_{j \neq i} b_{j}^{\perp}=0$ for all $i$. Let $p_{1}, \ldots, p_{r}$ be the minimal central projections. Then $b_{i}=\bigoplus_{s=1}^{r} p_{i, s}$ with $p_{i, s} \leq p_{s}$ and $p_{i, 1}=p_{1}=e_{1}$. Now $b_{i}^{\perp}=\bigoplus_{s=1}^{r}\left(p_{s}-p_{i, s}\right)$, so by assumption,

$$
0=\bigwedge_{j \neq i} \bigoplus_{s=1}^{r}\left(p_{s}-p_{j, s}\right)=\bigoplus_{s=1}^{r} \bigwedge_{j \neq i}\left(p_{s}-p_{j, s}\right), \quad \text { for all } i
$$

It follows that $p_{s}=\bigvee_{j \neq i} p_{j, s}$ for all $i$ and $s$, so $\operatorname{tr}\left(p_{s}\right) \leq \sum_{j \neq i} \operatorname{tr}\left(p_{j, s}\right)$. Now if there exists $s$ such that $p_{i, s}<p_{s}$ for all $i$, then $\left\langle p_{s}\right\rangle=i d$, which is okay; otherwise for all $s$, there exists $i$ with $p_{i, s}=p_{s}$, but $\sum_{j \neq i} \operatorname{tr}\left(p_{j, s}\right) \geq \operatorname{tr}\left(p_{s}\right)$, so $\sum_{j} \operatorname{tr}\left(p_{j, s}\right) \geq 2 \operatorname{tr}\left(p_{s}\right)$. Then

$$
\sum_{i} \operatorname{tr}\left(b_{i}\right) \geq n \cdot \operatorname{tr}\left(e_{1}\right)+2 \sum_{s \neq 1} \operatorname{tr}\left(p_{s}\right)=2 \operatorname{tr}(\mathrm{id})+(n-2) \operatorname{tr}\left(e_{1}\right) .
$$

Now $\left|\mathrm{id}: b_{i}\right|=\operatorname{tr}(\mathrm{id}) / \operatorname{tr}\left(b_{i}\right)$, so

$$
\sum_{i} \frac{1}{\left|\operatorname{id}: b_{i}\right|} \geq 2+\frac{n-2}{\left|\operatorname{id}: e_{1}\right|}
$$

which contradicts the assumption, because we can assume $n>2$ by Corollary 5.4. The result follows.

Remark 5.8. The converse is false because there exist w-cyclic distributive subfactor planar algebras with $\sum_{i}\left(1 / \mid\right.$ id $\left.: b_{i} \mid\right)>2$. For example, the subfactor $\left(R \rtimes S_{2}^{n} \subset R \rtimes S_{3}^{n}\right)$ is w-cyclic and $\mathcal{B}_{n}$, but $\sum_{i}\left(1 /\left|\mathrm{id}: b_{i}\right|\right)=\frac{n}{3}$.
Corollary 5.9. Every $\mathcal{B}_{n}$ subfactor planar algebra with $|\mathrm{id}: b| \geq \frac{n}{2}$, for any coatom $b \in\left[e_{1}\right.$, id], is $w$-cyclic. Then for all $n \leq 4$, any $\mathcal{B}_{n}$ subfactor planar algebra is w-cyclic.

Proof. By assumption (following the notations of Theorem 5.7)

$$
\sum_{i} \frac{1}{\left|\operatorname{id}: b_{i}\right|} \leq \sum_{i} \frac{2}{n}=2 .
$$

But $\mid$ id : $b \mid \geq 2$, so any $n \leq 4$ works.
Corollary 5.10. A distributive subfactor planar algebra having less than 32 biprojections (or of index $<32$ ), is w-cyclic.
Proof. In this case, the top of [ $e_{1}$, id] is boolean of rank $n<5$, because $32=2^{5}$; the result follows by Lemma 4.24 and Corollary 5.9.
Conjecture 5.11. A distributive subfactor planar algebra is w-cyclic.
By Lemmas 2.2 and 4.24, we can reduce Conjecture 5.11 to the boolean case, and then extend it to the top boolean case.
Remark 5.12. The converse of Conjecture 5.11 is false, because the group $S_{3}$ is linearly primitive but not cyclic (see Corollary 6.12).

Problem 5.13. What is the natural additional assumption (A) such that $\mathcal{P}$ is distributive if and only if it is w-cyclic and satisfies (A)?

Assuming Conjecture 5.11 and using Remark 2.1, we get:
Conjecture 5.14. For any distributive subfactor planar algebra $\mathcal{P}$ and any biprojection $b \in \mathcal{P}_{2,+}$, the planar algebras $\mathcal{P}\left(e_{1}, b\right), \mathcal{P}(b$, id $)$ and their duals are $w$-cyclic.

Remark 5.15. The converse is false because the interval [ $S_{2}, S_{4}$ ], proposed by Zhengwei Liu, gives a counterexample.

Remark 5.16. A cyclic subfactor planar algebra satisfies Conjecture 5.14 (thanks to Theorem 4.27 and Lemma 4.10).

Problem 5.17. Is a Dedekind subfactor planar algebra $\mathcal{P}$ distributive if and only if for any biprojection $b \in \mathcal{P}_{2,+}$, the planar algebras $\mathcal{P}\left(e_{1}, b\right), \mathcal{P}(b$, id $)$ and their duals are w-cyclic?

## 6. Applications

6A. A nontrivial upper bound. For any irreducible subfactor planar algebra $\mathcal{P}$, we exhibit a nontrivial upper bound for the minimal number of minimal 2-box projections generating the identity biprojection. We will use the notations of Section 3C.

Lemma 6.1. Let $b^{\prime}<b$ be biprojections. If $\mathcal{P}\left(b^{\prime}, b\right)$ is $w$-cyclic, then there is $a$ minimal projection $u \in \mathcal{P}_{2,+}$ such that $\left\langle b^{\prime}, u\right\rangle=b$.

Proof. Consider the isomorphisms of von Neumann algebras

$$
l_{b}: \mathcal{P}_{2,+}\left(e_{1}, b\right) \rightarrow b \mathcal{P}_{2,+} b
$$

and, with $a=l_{b}^{-1}\left(b^{\prime}\right)$,

$$
r_{a}: \mathcal{P}_{2,+}\left(b^{\prime}, b\right) \rightarrow a * \mathcal{P}_{2,+}\left(e_{1}, b\right) * a .
$$

Then, by assumption, the planar algebra $\mathcal{P}\left(b^{\prime}, b\right)$ is w-cyclic, so by Proposition 4.21, there exists a minimal projection $u^{\prime} \in \mathcal{P}_{2,+}\left(e_{1}, b\right)$ such that

$$
\left\langle a, u^{\prime}\right\rangle=l_{b}^{-1}(b)
$$

Then by applying the map $l_{b}$ and Theorem 3.9, we get

$$
b=\left\langle l_{b}(a), l_{b}\left(u^{\prime}\right)\right\rangle=\left\langle b^{\prime}, u\right\rangle
$$

with $u=l_{b}\left(u^{\prime}\right)$ a minimal projection in $b \mathcal{P}_{2,+} b$, so in $\mathcal{P}_{2,+}$.
Assuming Conjecture 5.11 and using Lemma 6.1, we get a nontrivial upper bound:
Conjecture 6.2. The minimal number $r$ of minimal projections generating the identity biprojection (i.e., $\left\langle u_{1}, \ldots, u_{r}\right\rangle=\mathrm{id}$ ) is at most the minimal length $\ell$ for an ordered chain of biprojections

$$
e_{1}=b_{0}<b_{1}<\cdots<b_{\ell}=i d
$$

such that $\left[b_{i}, b_{i+1}\right]$ is distributive (or better, top boolean).
Remark 6.3. We can deduce some theorems from Conjecture 6.2, by adding some assumptions to $\left[b_{i}, b_{i+1}\right]$, according to Theorems 4.26 or 5.7.

Remark 6.4. Let ( $N \subset M$ ) be any irreducible finite index subfactor. We can deduce a nontrivial upper bound for the minimal number of (algebraic) irreducible sub- N - N -bimodules of M , generating $M$ as a von Neumann algebra.

6B. Back to the finite groups theory. As applications, we get a dual version of Theorem 2.5, and for any finite group $G$, we get a nontrivial upper bound for the minimal number of irreducible components for a faithful complex representation. The action of $G$ on the hyperfinite $\mathrm{II}_{1}$ factor $R$ is always assumed to be outer.
Theorem 6.5 [Burnside 1911, § 226]. A complex representation V of a finite group $G$ is faithful if and only if any irreducible complex representation $W$ is equivalent to a subrepresentation of $V^{\otimes n}$, for some $n \geq 0$.
Definition 6.6. A group $G$ is linearly primitive if it admits a faithful irreducible complex representation.
Definition 6.7. Let $W$ be a representation of a group $G, K$ be a subgroup of $G$, and $X$ be a subspace of $W$. Let the fixed-point subspace be

$$
W^{K}:=\{w \in W \mid k w=w, \text { for all } k \in K\}
$$

and the pointwise stabilizer subgroup

$$
G_{(X)}:=\{g \in G \mid g x=x, \text { for all } x \in X\} .
$$

Definition 6.8. An interval $[H, G]$ is said to be linearly primitive if there is an irreducible complex representation $V$ of $G$ with $G_{\left(V^{H}\right)}=H$.

The group $G$ is linearly primitive if and only if the interval $[\{e\}, G]$ is.
Lemma 6.9. Let $H$ be a core-free subgroup of $G$. Then $G$ is linearly primitive if [ $H, G]$ is so.
Proof. Take $V$ as above. Now, $V^{H} \subset V$ so $G_{(V)} \subset G_{\left(V^{H}\right)}$, but $\operatorname{ker}\left(\pi_{V}\right)=G_{(V)}$, so it follows that $\operatorname{ker}\left(\pi_{V}\right) \subset H$, but $H$ is a core-free subgroup of $G$, and $\operatorname{ker}\left(\pi_{V}\right)$ is a normal subgroup of $G$, $\operatorname{so} \operatorname{ker}\left(\pi_{V}\right)=\{e\}$, which means that $V$ is faithful on $G$, i.e., $G$ is linearly primitive.
Lemma 6.10. Letting $p_{x} \in \mathcal{P}_{2,+}\left(R^{G} \subseteq R\right)$ be a minimal projection on the onedimensional subspace $\mathbb{C} x$ and $H$ a subgroup of $G$, then

$$
p_{x} \leq b_{H}:=|H|^{-1} \sum_{h \in H} \pi_{V}(h) \Leftrightarrow H \subset G_{x} .
$$

Proof. If $p_{x} \leq b_{H}$ then $b_{H} x=x$ and for every $h \in H$ we have that

$$
\pi_{V}(h) x=\pi_{V}(h)\left[b_{H} x\right]=\left[\pi_{V}(h) \cdot b_{H}\right] x=b_{H} x=x
$$

which means that $h \in G_{x}$, and so $H \subset G_{x}$. Conversely, if $H \subset G_{x}$ (i.e., $\pi_{V}(h) x=x$ for every $h \in H$ ) then $b_{H} x=x$, which means that $p_{x} \leq b_{H}$.

Theorem 6.11. Let $[H, G]$ be an interval of finite groups. Then

- $(R \rtimes H \subseteq R \rtimes G)$ is w-cyclic if and only if $[H, G]$ is $H$-cyclic.
- $\left(R^{G} \subseteq R^{H}\right)$ is w-cyclic if and only if $[H, G]$ is linearly primitive.

Proof. By Proposition 4.21, $(R \rtimes H \subseteq R \rtimes G)$ is w-cyclic if and only if there exists a minimal projection $u$ in

$$
\mathcal{P}_{2,+}(R \subseteq R \rtimes G) \simeq \bigoplus_{g \in G} \mathbb{C} e_{g} \simeq \mathbb{C}^{G}
$$

such that $\langle b, u\rangle=\mathrm{id}$, with $b=e_{R \rtimes H}^{R \rtimes G}$, and $r_{b}^{-1}(b * u * b)$ is a minimal projection if and only if there exists $g \in G$ such that $\langle H, g\rangle=G$, because $u$ is of the form $e_{g}$ and $H g^{\prime} H=H g H$ for all $g^{\prime} \in H g H$.

By Proposition 4.18, $\left(R^{G} \subseteq R^{H}\right)$ is w-cyclic if and only if there exists a minimal projection $u$ in

$$
\mathcal{P}_{2,+}\left(R^{G} \subseteq R\right) \simeq \bigoplus_{V_{i} \mathrm{irr}} \operatorname{End}\left(V_{i}\right) \simeq \mathbb{C} G
$$

such that $\langle u\rangle=e_{R^{H}}^{R}$, if and only if, by Lemma 6.10, $H=G_{x}$ with $u=p_{x}$ the projection on $\mathbb{C} x \subseteq V_{i}$ (with $\left.Z\left(p_{x}\right)=p_{V_{i}}\right)$. Note that $H \subset G_{\left(V_{i}^{H}\right)} \subset G_{x}$ so $H=G_{\left(V_{i}^{H}\right)}$.
Corollary 6.12. The subfactor $\left(R^{G} \subseteq R\right)$ (respectively, $(R \subseteq R \rtimes G)$ ) is w-cyclic if and only if $G$ is linearly primitive (respectively, cyclic).
Examples 6.13. The subfactors $\left(R^{S_{4}} \subset R^{S_{2}}\right)$, its dual and ( $R^{S_{3}} \subset R$ ), are w-cyclic, but ( $R \subset R \rtimes S_{3}$ ) and ( $\left.R^{S_{4}} \subset R^{\langle(1,2)(3,4)\rangle}\right)$ are not.

By Theorem 6.11, the group-theoretic reformulation of Conjecture 5.11 on ( $R^{G} \subseteq R^{H}$ ) is the following dual version of Theorem 2.5.

Conjecture 6.14. Let $[H, G]$ be a distributive interval of finite groups. Then there exists an irreducible complex representation $V$ of $G$ such that $G_{\left(V^{H}\right)}=H$.

If, moreover, $H$ is core-free, then $G$ is linearly primitive (Lemma 6.9).
Problem 6.15. Is a finite group $G$ linearly primitive if and only if there is a core-free subgroup $H$ such that the interval $[H, G]$ is bottom boolean?

By Theorem 6.5, Conjecture 6.2 on $\mathcal{P}\left(R^{G} \subseteq R\right)$ reformulates as follows:
Conjecture 6.16. The minimal number of irreducible components for a faithful complex representation of a finite group $G$ is at most the minimal length $\ell$ for an ordered chain of subgroups

$$
\{e\}=H_{0}<H_{1}<\cdots<H_{\ell}=G
$$

such that $\left[H_{i}, H_{i+1}\right]$ is distributive (or better, bottom boolean).
This provides a bridge linking combinatorics and representations in the theory of finite groups.

Remark 6.17. We can upgrade Conjecture 6.16 by taking for $H_{0}$ any core-free subgroup of $H_{1}$, instead of just $\{e\}$; we can also deduce some theorems, by adding some assumptions to [ $H_{i}, H_{i+1}$ ], according to the group-theoretic reformulation of Theorems 4.27 or 5.7. Note that a normal biprojection in $\mathcal{P}\left(R^{G} \subseteq R^{H}\right)$ is given by a subgroup $K \in[H, G]$ with $H g K=K g H$ for all $g \in G$, see [Teruya 1998, Proposition 3.3].

Remark 6.18. We can also formulate results for finite quantum groups (i.e., finitedimensional Kac algebras), where the biprojections correspond to the left coideal $\star$-subalgebras, see [Izumi et al. 1998, Theorem 4.4].
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# DIVISIBILITY OF BINOMIAL COEFFICIENTS AND GENERATION OF ALTERNATING GROUPS 

John Shareshian and Russ Woodroofe


#### Abstract

We examine an elementary problem on prime divisibility of binomial coefficients. Our problem is motivated by several related questions on alternating groups.


## 1. Introduction

We will discuss several closely related problems. The first is an elementary problem concerning divisibility of binomial coefficients by primes. Consider the following condition that a positive integer $n$ might satisfy:
(1) There exist primes $p$ and $r$ such that if $1 \leq k \leq n-1$, then the binomial coefficient $\binom{n}{k}$ is divisible by at least one of $p$ or $r$.

Question 1.1. Does Condition (1) hold for all positive integers n?
We were led to ask Question 1.1 by a problem on the alternating groups. Indeed, we consider several related group-theoretic conditions on a positive integer $n$ :
(2) There exist primes $p$ and $r$ such that if $H<A_{n}$ is a proper subgroup, then the index $\left[A_{n}: H\right]$ is divisible by at least one of $p$ or $r$.
(2') There exist primes $p$ and $r$ such that if $P$ is a Sylow $p$-subgroup and $R$ a Sylow $r$-subgroup of $A_{n}$, then $\langle P, R\rangle=A_{n}$.
(3) There exist a prime $p$ and a conjugacy class $D$ in $A_{n}$ consisting of elements of prime power order, such that if $P$ is a Sylow $p$-subgroup of $A_{n}$ and $d \in D$, then $\langle P, d\rangle=A_{n}$.
(4) There exist conjugacy classes $C$ and $D$ in $A_{n}$, both consisting of elements of prime power order, such that if $(c, d) \in C \times D$, then $\langle c, d\rangle=A_{n}$.
(5) There exist conjugacy classes $C$ and $D$ in $A_{n}$, both consisting of elements of prime order, such that if $(c, d) \in C \times D$, then $\langle c, d\rangle=A_{n}$.

Keywords: alternating group, binomial coefficients, generation, prime density.

If we wish to specify one or both of the primes, then we may say that $n$ satisfies Condition (1) with $p$, or that $n$ satisfies Condition (1) with $p$ and $r$. We'll use similar language for the other conditions.

Conditions (2) and (2') are equivalent, and each condition in the above list implies the previous condition. That is, for any positive integer $n$ the following chain of implications holds, where the primes $p$ and $r$ may be held fixed.

$$
\begin{equation*}
(5) \Longrightarrow(4) \Longrightarrow(3) \Longrightarrow\left(2^{\prime}\right) \Longleftrightarrow(2) \Longrightarrow(1) \tag{1-1}
\end{equation*}
$$

See also Theorem 1.3 below.
All implications in (1-1) are completely trivial or immediate from the definition of a Sylow subgroup, with the exception of the implication (2) $\Rightarrow$ (1). This implication follows since $A_{n}$ has subgroups of index $\binom{n}{k}$ for each $0 \leq k \leq n$. (The stabilizer in $A_{n}$ of a $k$-subset of [ $n$ ] is such a subgroup.)

There are infinitely many positive integers $n$ that do not satisfy Condition (5). However, the set of such integers is rather sparse, and likely very sparse. See Proposition 1.6 and Theorem 1.5 below. We are not aware of any integer $n$ for which Conditions (1)-(4) fail to hold. In addition to Question 1.1, we will consider the following.
Questions 1.2-1.4. Do Conditions (2)-(4) hold for all positive integers $n$ ?
1A. Motivations and related questions. Question 1.1 fits into a line of inquiry going back to Kummer [1852] on the distribution of binomial coefficients that are divisible by a given prime. The remaining conditions and questions arose from our work and that of others on generation of finite simple groups. Recall that the classification of finite simple groups tells us that every simple group is isomorphic to one of the following: an alternating group $A_{n}$ with $n \geq 5$, a cyclic group of prime order, a group of Lie type, or one of twenty six sporadic groups. Conditions analogous to Conditions (2)-(5) are known or conjectured for sporadic and Lie type groups.

We became interested in these problems via Question 1.2. In [Shareshian and Woodroofe 2016], we define a group $G$ to be universally $(p, r)$-generated if $G=$ $\langle P, R\rangle$ for any Sylow $p$-subgroup $P$ and Sylow $r$-subgroup $R$. (Compare with Condition (2’)! ) We say $G$ is universally $(2, *)$-generated if there is some prime $p$ such that $G$ is universally $(2, p)$-generated. We showed the following.

Theorem 1.2 [Shareshian and Woodroofe 2016]. If $G$ is a finite simple group that is abelian, of Lie type, or sporadic, then $G$ is universally ( $2, *$ )-generated.

We used Theorem 1.2, along with fixed-point theorems of Smith [1941] and Oliver [1975], to show that the order complex of the coset poset of any finite group is noncontractible.

In light of Theorem 1.2 , it is natural to ask whether $A_{n}$ is universally $(2, *)$ generated for every $n$ - that is, whether every $n$ satisfies Condition (2) with 2 . This
is not the case. The first failure of universal $(2, *)$-generation is at $n=7$. It may be easier to understand the second failure, at 15 , since $n=15$ does not even satisfy Condition (1) with 2 . Question 1.2 naturally suggests itself. We will further discuss the case $p=2$ below in Section 1C.

We found that similar conditions had been examined earlier. The general problem of generation by elements selected from fixed conjugacy classes has been more broadly studied under the name of "invariable generation". See for example [Dixon 1992; Kantor et al. 2011; Detomi and Lucchini 2015; Eberhard et al. 2017]. Dolfi, Guralnick, Herzog and Praeger first asked Question 1.4 in [Dolfi et al. 2012, Section 6]. These authors conjecture that the analogue of Condition (5) holds for all but finitely many simple groups of Lie type, but point out that the corresponding statement for alternating groups occasionally fails.

Condition (3) interpolates naturally between Conditions (2) and (4). Although they do not ask Question 1.3, Damian and Lucchini [2007] show that an analogue of Condition (3) holds for many sporadic simple groups and groups of Lie type. Indeed, they show that many simple groups are generated by a Sylow 2-subgroup $P$ together with any element of a certain conjugacy class consisting of elements of prime order.

1B. Results for arbitrary primes. Our first result adds an additional implication to the list in (1-1).

Theorem 1.3. Let $p$ and $r$ be primes. If the positive integer $n$ is not a prime power, then Conditions (1) and (2) are equivalent for $n$ with $p$ and $r$.

The case where $n$ is a prime power is not difficult.
Proposition 1.4. If $n$ is a power of the prime $p$, then
(A) $n$ satisfies Condition (3) with a Sylow 2 -subgroup unless $n=7$, and
(B) $n$ satisfies Condition (4) with $p$.

In particular, it follows from Theorem 1.3 and Proposition 1.4 that Questions 1.1 and 1.2 are equivalent. We remark that the requirement $n \neq 7$ in Proposition 1.4(A) is necessary, as $n=7$ satisfies Condition (1), but not Condition (2), with the prime 2.

While Questions 1.1-1.4 are still open, we have amassed a large collection of integers for which the answers are "yes". The asymptotic density [Niven et al. 1991] of a set $S$ of positive integers is defined to be

$$
\liminf _{M \rightarrow \infty} \frac{|S \cap[M]|}{M} .
$$

Dolfi, Guralnick, Herzog and Praeger [2012] remark that Condition (5) appears likely to hold with asymptotic density 1 . We show the following:

Theorem 1.5. Let $\alpha$ be the asymptotic density of the set of positive integers $n$ that satisfy Condition (5), and let $\rho$ denote the Dickman-de Bruijn function (see for example [Granville 2008]). We have
(A) $\alpha \geq 1-\rho(20)>1-10^{-28}$, and
(B) if either the Riemann hypothesis or the Cramér conjecture holds, then $\alpha=1$.

The authors also claim in [Dolfi et al. 2012] that Condition (5) fails for infinitely many values of $n$, and that the smallest $n$ for which Condition (5) fails is 210 . We will see that the first claim is true, but the second is not.

Proposition 1.6. For any $a \geq 3$, the integer $n=2^{a}$ fails to satisfy Condition (5).
Theorem 1.5 suggests a positive answer to Questions $1.1-1.4$ for all but a vanishingly sparse set of large integers. We have also examined many small integers with the aid of a computer, verifying the following.
Proposition 1.7. Every $n \leq 1,000,000,000$ satisfies Condition (2).
The key tool in the proofs of both Theorem 1.5 and Proposition 1.7 is the following sieve lemma.

Lemma 1.8 (sieve lemma). Let $n \geq 9$ be an integer. Let $p$ and $r$ be primes, and let $a$ and $b$ be positive integers.
(A) If $n$ is not a prime power, $p^{a}$ divides $n$, and $r^{b}<n<r^{b}+p^{a}$, then $n$ satisfies Condition (2) with $p$ and $r$.
(B) If $p$ divides $n$ and $r+2<n<r+p$, then $n$ satisfies Condition (5) with $p$ and $r$.

Theorem 1.5 follows from combining Lemma 1.8 with known results on prime gaps and smooth numbers. We also use Lemma 1.8 to do much of the work in verifying Proposition 1.7.

For those integers not handled by Lemma 1.8(A), Theorem 1.3 tells us that it suffices to check divisibility of binomial coefficients. In particular, we can avoid making any computations in large alternating groups. We do not know how to avoid such computations for Condition (4). The slow speed of these computations is the main obstacle to a computational verification of Condition (4) for those values of $n$ not addressed by Lemma 1.8.

1C. Results for $\boldsymbol{p}=\mathbf{2}$. We return now to the case where one of the primes in Condition (2) is 2 . Theorem 1.2 suggests this case as being particularly worthy of attention, and Proposition 1.4 gives infinitely many values of $n$ for which Condition (2) holds with 2.

However, there are also infinitely many positive integers $n$ that do not even satisfy Condition (1) with 2. By a theorem of Kummer (see Lemma 3.1 below), if
$n=2^{a}-1$ for some positive integer $a$, then $\binom{n}{k}$ is odd for all $1 \leq k \leq n-1$. (Indeed, a similar statement holds for any prime $p$. In the language of group-actions, this says that any Sylow $p$-subgroup of $S_{p^{a}-1}$ stabilizes a set of every possible size $k$ with $1<k<p^{a}-1$.) Kummer's theorem also implies that there is no prime dividing every nontrivial $\binom{n}{k}$ unless $n$ is a prime power. There are infinitely many $n$ of the form $2^{a}-1$ that are not prime powers.

Using techniques similar to those for Proposition 1.7, we computationally verify the following.

Proposition 1.9. About $86.7 \%$ of the positive integers $n \leq 1,000,000$ satisfy Condition (2) with 2.

1D. Organization. We begin in Section 2 by giving necessary background on maximal subgroups of alternating groups. In Section 3 we state the well-known theorem of Kummer on prime divisibility of binomial coefficients, and prove an analogue on prime divisibility of the number of equipartitions of a set. We use these results in Section 4 to prove Theorem 1.3, Propositions 1.4 and 1.6, and Lemma 1.8. We also verify that Condition (4) holds for all small alternating groups. We apply Lemma 1.8 to prove Theorem 1.5 in Section 5. We describe our computational verification of Propositions 1.7 and 1.9 in Section 6.

## 2. Preliminaries

In this section we discuss necessary background on alternating and symmetric groups. Readers familiar with basic facts about permutation groups can safely skip this section.

In order to show that the index of every subgroup of the alternating group $A_{n}$ is divisible by either $p$ or $r$, it suffices to show the same for every maximal subgroup. The maximal subgroups of $A_{n}$ are well-understood, as we now review. Additional background can be found in [Dixon and Mortimer 1996], see also [Liebeck et al. 1987].

We say that a subgroup $H \leq A_{n}$ is transitive or primitive if the action of $H$ on [ $n$ ] satisfies the same property. That is, $H$ is transitive if for every $i, j \in[n]$, there is some $\sigma \in H$ such that $i \cdot \sigma=j$. A transitive subgroup $H$ is imprimitive if there is a proper partition $\pi$ of $[n]$ into sets of size greater than one, such that the parts of $\pi$ are permuted by the action of $H$. If $H$ is transitive and not imprimitive, then it is primitive. Clearly, every subgroup is either intransitive, imprimitive, or primitive. We examine maximal subgroups of $A_{n}$ according to this trichotomy.

An intransitive subgroup $H$ is maximal in the (sub)poset of intransitive subgroups of $A_{n}$ if and only if $H$ is the stabilizer in $A_{n}$ of some nonempty proper subset $X \subset[n]$. As $A_{n}$ sits naturally in $S_{n}$, it is illuminating to also consider the stabilizer $H^{+}$in $S_{n}$ of $X$. Then $H=H^{+} \cap A_{n}$. It is clear that $H^{+} \cong S_{|X|} \times S_{n-|X|}$. If $|X|=k$, then it
follows either from this isomorphism or the orbit-stabilizer theorem that

$$
\left[A_{n}: H\right]=\left[S_{n}: H^{+}\right]=\frac{n!}{k!\cdot(n-k)!}=\binom{n}{k}
$$

Every imprimitive subgroup of $A_{n}$ stabilizes a partition of [ $n$ ]. It follows easily that a subgroup $H$ is maximal in the (sub)poset of imprimitive subgroups of $A_{n}$ if and only if $H$ is the stabilizer of a partition of $[n]$ into $n / d$ parts of size $d$ for some nontrivial proper divisor $d$ of $n$. As in the intransitive case, we also consider the stabilizer $H^{+}$of the same partition in the action by $S_{n}$. Then $H^{+}$is isomorphic to the wreath product $S_{d} \imath S_{n / d}$. Since $H=H^{+} \cap A_{n}$ (and $H^{+} \nexists A_{n}$ ), we see that

$$
\left[A_{n}: H\right]=\left[S_{n}: H^{+}\right]=\frac{n!}{(d!)^{n / d} \cdot(n / d)!}
$$

By either the orbit-stabilizer theorem or an elementary counting argument, [ $A_{n}: H$ ] counts the number of partitions of $[n]$ into $n / d$ equal-sized parts.

The index of a primitive proper subgroup of $A_{n}$ is typically divisible by every prime smaller than $n$. See Theorem 4.1 and the discussion following for a precise statement.

## 3. Kummer's theorem and an analogue

3A. Kummer's theorem. We make considerable use of the following result of Kummer. The most useful case of the lemma for us will be that where $a=1$. See also [Granville 1997] for an overview of related results.

Lemma 3.1 (Kummer's theorem [1852, pp. 115-116]). Let $k$ and $n$ be integers with $0 \leq k \leq n$. If a is a positive integer, then $p^{a}$ divides $\binom{n}{k}$ if and only if at least a carries are needed when adding $k$ and $n-k$ in base $p$.

3B. An analogue for the number of equipartitions. Lemma 3.1 completely describes the prime divisibility of indices of intransitive maximal subgroups of $A_{n}$. Lemma 3.2 below provides a weaker but similarly useful characterization regarding indices of imprimitive subgroups. Throughout this section, if $d$ is a nontrivial proper divisor of the positive integer $n$, then we will write $I_{n, d}$ for the number of equipartitions of $n$ into parts of size $d$. Thus,

$$
I_{n, d}=\frac{n!}{(d!)^{n / d} \cdot(n / d)!} .
$$

Lemma 3.2. Let $n$ be a positive integer, $d$ be a nontrivial proper divisor of $n$, and $p$ be a prime. Then $p$ divides $I_{n, d}$ if and only if
(1) at least one carry is necessary when adding $n / d$ copies of $d$ in base $p$, and
(2) $d$ is not a power of $p$.

Proof. It is straightforward to show by elementary arguments that

$$
\begin{equation*}
I_{n, d}=\frac{1}{(n / d)!} \cdot \prod_{j=1}^{n / d}\binom{j d}{d}=\prod_{j=1}^{n / d} \frac{1}{j}\binom{j d}{d}=\prod_{j=1}^{n / d}\binom{j d-1}{d-1} \tag{3-1}
\end{equation*}
$$

Our strategy is to use Lemma 3.1 to examine divisibility of the terms in these products.

Case $1(n / d<p)$. In this case $p$ does not divide $(n / d)$ !, and the first condition of the hypothesis implies the second. From (3-1) we thus see that $p$ divides $I_{n, d}$ if and only if $p$ divides $\binom{j d}{d}$ for some $1 \leq j \leq n / d$. The claim for this case then follows from Lemma 3.1.

Case $2(n / d \geq p)$. In this case a carry is always necessary when adding $n / d$ copies of $d$, so we need only consider the second condition of the hypothesis.

If the base $p$ expansion of $d$ has at least 2 nonzero places, then there are at least 2 carries when adding $d$ to $p d-d$, as the base $p$ expansion of $p d$ is obtained by shifting that of $d$ to the left by one place. It follows that $p^{2}$ divides $\binom{p d}{d}$, hence that $p$ divides $\binom{p d-1}{d-1}=\frac{1}{p}\binom{p d}{d}$. Вy (3-1), $p$ divides $I_{n, d}$.

Otherwise, we have $d=k p^{a}$ for some $1 \leq k<p$. Then the base $p$ expansion of $(j d-1)-(d-1)=(j-1) k p^{a}$ vanishes below the $a$-th place. Also, the base $p$ expansion of $d-1$ is $(k-1) p^{a}+\sum_{i=0}^{a-1}(p-1) p^{i}$. As the latter vanishes above the $a$-th place, this place is the only possible location for a carry in adding $d-1$ and $j d-1$. If $k=1$, then the $a$-th place of $d-1$ is 0 , so no carry occurs and for no $j$ does $p$ divide $\binom{j d-1}{d-1}$. If $k>1$, then a carry occurs at the $a$-th place for values of $j$ such that $(j-1) \cdot k \equiv p-1 \bmod p .($ Such a $j<n / d$ exists since $\mathbb{Z} / p \mathbb{Z}$ is a field.)

Remark 3.3. After submission of the paper, we became aware that a slightly different (from Lemma 3.2) characterization of prime divisibility of $I_{n, d}$ appears as [Thompson 1966, Lemma 2].

Corollary 3.4. Let $n$ and $b$ be positive integers and $r$ be a prime, such that $n / 2<$ $r^{b} \leq n$. If $d$ is a nontrivial proper divisor of $n$ which is not a power of $r$, then $r$ divides $I_{n, d}$.

Proof. Since $r^{b}>n / 2$, there is a 1 in the $b$-th place of the base $r$ expansion of $n$. On the other hand, $d \leq n / 2$. Hence, the base $r$ expansion of $d$ has a 0 in the $b$-th place. It follows that there is at least one carry when we sum $n / d$ copies of $d$. Lemma 3.2 then gives that $r$ divides $I_{n, d}$ unless $d$ is a power of $r$.

One can indeed extract from (3-1) the highest power of $p$ dividing $I_{n, d}$, but we will not need to do so.

## 4. Proofs of the sieve lemma and other tools

In this section we prove several results that we will use as tools in the sections that follow, including Theorem 1.3, Lemma 1.8, and Propositions 1.4 and 1.6.

4A. Proof of Theorem 1.3. Suppose $n$ satisfies Condition (2) with $p$ and $r$. As described in Section 2, the maximal intransitive subgroups of $A_{n}$ are stabilizers of $k$-subsets of [ $n$ ], and have index $\binom{n}{k}$ in $A_{n}$. Hence, $n$ also satisfies Condition (1) with $p$ and $r$. See the discussion following (1-1).

Thus, in order to prove Theorem 1.3, it suffices to show that if $n$ satisfies Condition (1) with $p$ and $r$, then the index of every primitive or imprimitive maximal subgroup is divisible by at least one of $p$ or $r$.

For the primitive case, we use the following version of a classic theorem of permutation group theory due to Jordan.

Theorem 4.1 [Jordan 1875; Dixon and Mortimer 1996, Section 3.3]. Let $n \geq 9$ and let $H$ be a primitive subgroup of $A_{n}$ :
(1) If $p \leq n-3$ is a prime and $H$ contains a p-cycle, then $H=A_{n}$.
(2) If $H$ contains the product of two transpositions, then $H=A_{n}$.

The next lemma follows quickly.
Lemma 4.2. Let $p$ be a prime. If $n \geq 9$ and $p \leq n-3$, then $p$ divides the index of every primitive proper subgroup of $A_{n}$.

Proof. If $p$ is odd, then every Sylow $p$-subgroup of $A_{n}$ contains a $p$-cycle. Similarly, every Sylow 2 -subgroup of $A_{n}$ contains an element that is the product of two transpositions. In either case, Theorem 4.1 gives that no primitive proper subgroup of $A_{n}$ contains any Sylow $p$-subgroup of $A_{n}$.

Since Lemma 4.2 only applies when $n \geq 9$, we pause to handle the situation when $n<9$. The only integer less than 9 that is not a prime power is 6 , and the equivalence of Conditions (1) and (2) for $n=6$ is obtained by direct inspection (see Table 1 below).

Now assume as above that $n \geq 9$ satisfies Condition (1) with $p$ and $r$. Since $n$ is not a prime power, we see from Lemma 3.1 that $p$ and $r$ must be distinct, hence one must be smaller than $n-2$. As $n \geq 9$, it follows from Lemma 4.2 that the index of every primitive proper subgroup is divisible by at least one of $p$ or $r$, as desired.

We now handle the imprimitive case, using Lemma 3.2. Let $d$ be a divisor of $n$. We notice that if $p$ divides $\binom{n}{d}$, then adding $n-d$ and $d$ in base $p$ requires a carry (by Lemma 3.1). It follows immediately from Lemma 3.2 that the index $n!/\left((d!)^{n / d} \cdot(n / d)!\right)$ of an imprimitive maximal subgroup is divisible by either $p$ or $r$, except possibly if $d$ is a power of $p$ or $r$.

Suppose that $d$ is a power of $p$, and that $p^{a}$ is the highest power of $p$ dividing $n$. Then Lemma 3.1 shows that $\binom{n}{p^{a}}$ is not divisible by $p$, hence it is divisible by $r$. Adding $n / p^{a}$ copies of $p^{a}$ in base $r$ therefore requires a carry. Since $d \leq p^{a}$, adding $n / d$ copies of $d$ in base $r$ will also require a carry. Therefore, $n!/\left((d!)^{n / d} \cdot(n / d)!\right)$ is divisible by $r$, as desired. The case where $d$ is a power of $r$ is handled similarly.

4B. Proof of Lemma 1.8(A). Kummer's theorem (Lemma 3.1) gives us the following.

Lemma 4.3. Let $n$ be a positive integer and let $p$ and $r$ be distinct primes. If there are positive integers $a$ and $b$ such that $p^{a} \mid n$ and $r^{b}<n<p^{a}+r^{b}$, then for $0<k<n$ at least one of $p, r$ divides $\binom{n}{k}$.

Proof. Notice that since $p^{a}>n-r^{b}$, either $k<p^{a}$ or else $k>n-r^{b}$. We assume without loss of generality that $k \leq n / 2$.

Let $k=\sum k_{i} p^{i}$ and $n=\sum n_{i} p^{i}$ respectively be the base $p$ expansions of $k$ and $n$. As $p^{a} \mid n$, therefore $n_{i}=0$ for $i<a$. When $k<p^{a}$, then $k_{j}=0$ for all $j \geq a$. Since $k \neq 0$, there is a carry when adding $k$ and $n-k$ in base $p$. It follows from Lemma 3.1 that $p \left\lvert\,\binom{ n}{k}\right.$.

When $k>n-r^{b}$, we notice that $k \leq n / 2<r^{b}$, and therefore both $k$ and $n-k$ are between $n-r^{b}$ and $r^{b}$. In particular, the $b$-th place of the base $r$ expansion of both $k$ and $n-k$ has a 0 . Since $n / 2<r^{b}<n$, the $b$-th place of the base $r$ expansion of $n$ has a 1 . It follows that there is a carry when adding $k$ and $n-k$, hence by Lemma 3.1 that $r \left\lvert\,\binom{ n}{k}\right.$.

Lemma 1.8 follows from Lemma 4.3 and Theorem 1.3.
4C. Proof of Lemma $1.8(\boldsymbol{B})$. Let $x \in A_{n}$ have cycle type $p^{n / p}$, that is, let $x$ be the product of $n / p$ pairwise disjoint $p$-cycles. (Since $p \neq 2$, a $p$-cycle is an even permutation.) Let $y \in A_{n}$ be an $r$-cycle. We take $C$ to be the conjugacy class containing $x$, and $D$ to be the conjugacy class containing $y$. Since we chose ( $x, y$ ) arbitrarily from $C \times D$, it is enough to show $\langle x, y\rangle=A_{n}$, that is, that $\langle x, y\rangle$ is not contained in a maximal subgroup of any of the three types discussed in Section 2.

Since $r<n-2$, it is immediate from Theorem 4.1 that $\langle y\rangle$ is contained in no maximal primitive subgroup.

If $p$ is a proper divisor of $n$, we see that $p \leq n / 2$ and hence that $r>n-p \geq n / 2$. It is then immediate by Corollary 3.4 that $\langle y\rangle$ is contained in no imprimitive maximal subgroup. Otherwise, if $n=p$, then $A_{n}$ has no imprimitive maximal subgroups.

It remains to show that $\langle x, y\rangle$ is transitive in the natural action on [ $n$ ]. Since $y$ acts transitively on an $r$-set $Y \subseteq[n]$, it suffices to show that every $i \in[n]$ can be moved into $Y$ by $x$. But $i$ is permuted in a $p$-cycle by $x$, and since $r+p>n$, some element of this $p$-cycle must be in $Y$, as desired.

4D. Proof of Proposition 1.4. Direct inspection verifies the proposition for $n \leq 8$. See Table 1 below. We assume henceforth that $n \geq 9$.

We first verify part (B). By the Bertrand-Chebyshev theorem [Niven et al. 1991, Theorem 8.7] there is a prime $r$ with $n / 2<r<n-2$. We let $x$ be any $r$-cycle, and notice that $\langle x\rangle$ is a Sylow $r$-subgroup. Then $r$ divides the index of any imprimitive or primitive maximal subgroup by Corollary 3.4 and Lemma 4.2 respectively.

We now take $y$ to be any $n$-cycle in the case where $n=p^{a}$ is odd, or the product of any two disjoint $2^{a-1}$-cycles in the case where $n=2^{a}$ is even. In the former case, $\langle y\rangle$ is transitive. In the latter case, as $r>2^{a-1}$, we see that $\langle x, y\rangle$ is transitive. In either case, $\langle x, y\rangle$ is contained in no intransitive maximal subgroup, hence

$$
\langle x, y\rangle=A_{n}
$$

Since conjugation fixes cycle type, part (B) follows.
It remains to verify (A). In the case where $n$ is even, it follows from part (B). Otherwise, we take $y$ to be any $n$-cycle. Then $\langle y\rangle$ is transitive, while Lemmas 3.2 and 4.2 give that no imprimitive or primitive maximal subgroup contains a Sylow 2-subgroup. It follows that

$$
\langle y, P\rangle=A_{n}
$$

for any Sylow 2-subgroup $P$, completing the proof of part (A).
4E. Proof of Proposition 1.6. Let $C$ and $D$ be as in Condition (5). We will find $(c, d) \in C \times D$ such that $\langle c, d\rangle \neq A_{n}$.

Since $A_{n}$ is transitive, if $D$ does not consist of derangements then we may find an element $d$ of $D$ fixing $n$. The same holds for $C$. If $c$ and $d$ both fix $n$, then $\langle c, d\rangle$ is intransitive, hence a proper subgroup of $A_{n}$. This reduces us to the situation where one conjugacy class (without loss of generality $C$ ) consists of derangements.

Since $n=2^{a}$, derangements of prime order in $A_{n}$ are fixed-point-free involutions. It is straightforward to verify that the fixed-point-free involutions of $A_{n}$ form a single conjugacy class. Thus, $C$ consists of all fixed-point-free involutions in $A_{n}$.

Since a Sylow 2-subgroup of $A_{n}$ intersects every conjugacy class of involutions nontrivially, we see that $D$ must consist of elements of odd prime order $p$. For any $d \in D$, every orbit of $\langle d\rangle$ is of size 1 or $p$. If $\langle d\rangle$ has more than two orbits, then let $O_{1}$ and $O_{2}$ be orbits. Now there is some $c \in C$ such that $O_{1} \cup O_{2}$ is the union of the supports of 2-cycles in the disjoint cycle decomposition of $c$. The subgroup $\langle c, d\rangle$ is thus intransitive.

It remains only to consider the case where $\langle d\rangle$ has exactly two orbits. As $n=2^{a}$, so $d$ is a $p$-cycle fixing exactly one point. Now $n=p+1$, and so by the Sylow theorems the subgroups of order $p$ in $A_{n}$ form a single conjugacy class. Thus, it suffices to find a proper subgroup of $A_{n}$ that contains both a fixed-point-free involution $c$ and an element $d$ of order $p$.

| $n$ | maximal subgroup indices | Condition (4) conjugacy class representatives |
| :--- | :--- | :--- |
| 5 | $5,6,10$ | $(123),(12345)$ |
| 6 | $6,10,15$ | $(1234)(56),(12345)$ |
| 7 | $7,15,21,35$ | $(12345),(1234567)$ |
| 8 | $8,15,28,35,56$ | $(1234)(5678),(12345)$ |

Table 1. Indices of maximal subgroups and generating conjugacy class representatives for $A_{n}, 5 \leq n \leq 8$.

Consider the transitive action of $\mathrm{PSL}_{2}(p)$ on the set $\mathcal{S}$ of 1-dimensional subspaces of $\mathbb{F}_{p}^{2}$. Since $|\mathcal{S}|=n$ and $\operatorname{PSL}_{2}(p)$ is simple, we obtain from the group action a subgroup $H \cong \operatorname{PSL}_{2}(p)$ of $A_{n}$. Then $|H|=\left(p \cdot\left(p^{2}-1\right)\right) / 2$, and by the orbitstabilizer theorem, the stabilizer of any point has order $(p \cdot(p-1)) / 2=p \cdot\left(2^{a-1}-1\right)$. In particular, the subgroup $H$ contains elements of order $p$ and order 2, and no element of order 2 in $H$ fixes any point.

Remark 4.4. Powers of 2 satisfy Condition (4) by Proposition 1.4.
4F. Very small alternating groups. As Lemma 1.8 does not apply when $n \leq 8$, we examine small $n$ separately. The solvable alternating groups (where $n<5$ ) all trivially satisfy Condition (5). For $5 \leq n \leq 8$, we present in Table 1 the indices of maximal subgroups of $A_{n}$, together with representatives for generating conjugacy classes as in Condition (4). This list is easy to produce either by GAP [2012], or else by hand (using well-known facts about primitive groups of small degree).

For $n=5$ or 7 , these representatives are of prime order, so 5 and 7 satisfy Condition (5). Proposition 1.6 tells us that 8 fails Condition (5), and a similar argument or GAP computation shows that 6 also fails Condition (5).

## 5. Asymptotic density

In this section, we use part (B) of Lemma 1.8 to prove Theorem 1.5.
Lemma 1.8 tells us that $n$ satisfies Condition (5) unless both the largest prime divisor $p$ of $n$ and the largest prime $r$ that is less than $n-2$ are small relative to $n$. This allows us to apply known and conjectured results about prime gaps, which we combine with known results about numbers without large prime divisors ("smooth numbers").

We will use the following notation:

- We will denote the $k$-th smallest prime number by $p_{k}$. For example, $p_{1}=2$ and $p_{2}=3$.
- For a real number $x>2$, we will denote by $r(x)$ the largest prime that is no larger than $x$.
- For positive real numbers $x, y$, we will denote by $\Psi(x, y)$ the number of positive integers no larger than $x$ which have no prime factor larger than $y$.

Our strategy is to show that if $p$ is the largest prime divisor of $n$, then asymptotically $r(n)+p$ is frequently greater than $n$. We remark that $r(n) \geq n-2$ only on a set of asymptotic density 0 , so we may treat the $r+2<n$ condition of Lemma 1.8 as reading $r \leq n$ for the purpose of asymptotic density arguments.

We will require several tools from number theory, as we will describe below. See [Granville 2008] for further background on (5-2) and (5-3), and [Granville 1995] for background and history on (5-4) and (5-5).

5A. Proof of Theorem 1.5(A). Jia [1996] showed that, for any $\epsilon>0$, there is a prime on the interval $\left[n, n+n^{1 / 20+\epsilon}\right]$ for all $n$ excluding a set of asymptotic density 0 . It follows by routine manipulation that

$$
\begin{equation*}
n-r(n)<n^{1 / 20} \quad \text { except on a set of asymptotic density } 0 \text {. } \tag{5-1}
\end{equation*}
$$

See [Harman 2007, Chapter 9] for further discussion of results of this type.
Dickman [1930] showed that

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{\Psi\left(x, x^{1 / u}\right)}{x}=\rho(u) \quad \text { for any fixed } u, \tag{5-2}
\end{equation*}
$$

where $\rho$ denotes the so-called Dickman-de Bruijn function, that is, the solution to the differential equation $u \rho^{\prime}(u)+\rho(u-1)=0$.

By combining (5-1) and (5-2) with Lemma 1.8, we see that the desired asymptotic density $\alpha$ satisfies

$$
\alpha \geq 1-\rho(20),
$$

as desired. Consulting the table of values for $\rho$ in [Granville 2008, Table 2], we see that $\rho(20) \cong 2.462 \cdot 10^{-29}<10^{-28}$.

5B. Proof of Theorem 1.5(B). Rankin [1938] showed that

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{\Psi\left(x, \log ^{b} x\right)}{x}=0, \quad \text { for any } b>1 . \tag{5-3}
\end{equation*}
$$

Taking $b=3$ in (5-3), we see that the set of integers $n$ with no prime factor larger than $\log ^{3} n$ has asymptotic density 0 .

The Cramér conjecture [1936, (4)] says that there is a constant $C$ such that

$$
\begin{equation*}
p_{k+1}-p_{k} \leq C \log ^{2} p_{k} \quad \text { for all } k \tag{5-4}
\end{equation*}
$$

In the same paper, Cramér [1936, Theorem II] showed the Riemann hypothesis to imply that

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{1}{x} \cdot \sum_{\substack{p_{k} \leq x, p_{k+1}-p_{k} \geq \log ^{3} p_{k}}}\left(p_{k+1}-p_{k}\right)=0 . \tag{5-5}
\end{equation*}
$$

Thus, if either the Cramér conjecture or the Riemann hypothesis hold, then

$$
\begin{equation*}
n-r(n) \leq \log ^{3} r(n) \leq \log ^{3} n \tag{5-6}
\end{equation*}
$$

except on a set of asymptotic density zero. Theorem 1.5(B) follows upon combining (5-3) with $b=3$, (5-6), and Lemma 1.8.

## 6. Computational results

In this section we describe the verification by computer of Proposition 1.7.
Our program iterates through the integers, beginning with $n=9$. We factor each integer into primes. If $n$ is a prime power, then $n$ satisfies Condition (3) and hence Condition (2) by Proposition 1.4. In this case, we store $n=r^{b}$ as the largest prime power known so far in the computation. Otherwise, we find the largest prime power $p^{a}$ dividing $n$. The program then checks whether $p^{a}+r^{b}$ is greater than $n$, where $r^{b}$ is the largest prime power found so far. If so, then $n$ satisfies Condition (2) with $p$ and $r$ by Lemma 1.8. This sieving method succeeds for all but 14,638 of the integers in the interval from 9 to $1,000,000,000$. For these remaining integers, the program checks directly which indices of intransitive and imprimitive subgroups are divisible by $p$ (using Lemmas 3.1 and 3.2), and searches for a prime $r$ dividing those that are not. This second method works for all but 22 of the remaining 14,638 integers. For these 22 integers we perform a similar search, using divisors of $n$ other than $p$. See Table 2 for the results of this search.

Running this program out to $n=1,000,000,000$ on a 2012 MacBook Pro with the GAP computer algebra system [GAP 2012] takes around 2 weeks. This computation verifies Proposition 1.7.

We approach checking which values of $n$ satisfy Condition (2) with the prime 2 in a similar fashion. When we apply Lemma 1.8, we look for a pair $p^{a}+r^{b}>n>r^{b}$ (where $p^{a} \mid n$ ) as before, but now we require $2 \in\{p, r\}$. This technique gives a positive answer for about $45.7 \%$ of the first $1,000,000$ integers $n \geq 9$. The remaining values of $n$ require significantly more computation, and as a result we did not examine values of $n$ beyond $1,000,000$.

Running the program to check Condition (2) with the prime 2 out to $n=$ $1,000,000$ takes around a day on a 2012 MacBook Pro. This computation verifies Proposition 1.9. More precisely, 867,247 of the integers between 9 and $1,000,0000$ satisfy Condition (2) with 2. The histogram in Figure 6.1 shows the density of

| $n$ | $p^{a}$ | Condition (2) <br> prime pairs |  |
| ---: | :--- | ---: | :--- |
| 31,416 | $=2^{3} \cdot 3 \cdot 7 \cdot 11 \cdot 17$ | $17^{1}$ | $(2,7853)$ |
| 46,800 | $=2^{4} \cdot 3^{2} \cdot 5^{2} \cdot 13$ | $5^{2}$ | $(2,149)$ <br> 195,624$=^{3} \cdot 3^{2} \cdot 11 \cdot 13 \cdot 19$ |
| $5,504,490$ | $=2 \cdot 3^{3} \cdot 5 \cdot 19 \cdot 29 \cdot 37$ | $37^{1}$ | $(2,3)$ |
| $7,458,780$ | $=2^{2} \cdot 3 \cdot 5 \cdot 7^{2} \cdot 43 \cdot 59$ | $59^{1}$ | $(2,276251)$ |
| $9,968,112$ | $=2^{4} \cdot 3^{2} \cdot 7 \cdot 11 \cdot 29 \cdot 31$ | $31^{1}$ | $(2,3)$ |
| $12,387,600$ | $=2^{4} \cdot 3^{3} \cdot 5^{2} \cdot 31 \cdot 37$ | $37^{1}$ | $(2,3)$ |
| $105,666,600$ | $=2^{3} \cdot 3 \cdot 5^{2} \cdot 13 \cdot 19 \cdot 23 \cdot 31$ | $31^{1}$ | $(2,5)$ |
| $115,690,848$ | $=2^{5} \cdot 3 \cdot 7 \cdot 13 \cdot 17 \cdot 19 \cdot 41$ | $41^{1}$ | $(2,3)$ |
| $130,559,352$ | $=2^{3} \cdot 3 \cdot 7 \cdot 11 \cdot 31 \cdot 43 \cdot 53$ | $53^{1}$ | $(2,112843)$ |
| $146,187,444$ | $=2^{2} \cdot 3 \cdot 13 \cdot 19 \cdot 31 \cdot 37 \cdot 43$ | $43^{1}$ | $(2,31)$ |
| $225,613,050$ | $=2 \cdot 3 \cdot 5^{2} \cdot 13 \cdot 37 \cdot 53 \cdot 59$ | $59^{1}$ | $(2,516277)$ |
| $275,172,996$ | $=2^{2} \cdot 3 \cdot 7 \cdot 29 \cdot 37 \cdot 43 \cdot 71$ | $71^{1}$ | $(2,567367)$ |
| $282,429,840$ | $=2^{4} \cdot 3 \cdot 5 \cdot 7 \cdot 11 \cdot 17 \cdot 29 \cdot 31$ | $31^{1}$ | $(2,29)$ |
| $300,688,752$ | $=2^{4} \cdot 3 \cdot 7 \cdot 13 \cdot 23 \cdot 41 \cdot 73$ | $73^{1}$ | $(2,11)$ |
| $539,509,620$ | $=2^{2} \cdot 3 \cdot 5 \cdot 13 \cdot 17 \cdot 23 \cdot 29 \cdot 61$ | $61^{1}$ | $(2,1201)$ |
| $653,426,796$ | $=2^{2} \cdot 3 \cdot 11 \cdot 19 \cdot 43 \cdot 73 \cdot 83$ | $83^{1}$ | $(2,73)$ |
| $696,595,536$ | $=2^{4} \cdot 3^{2} \cdot 7 \cdot 13 \cdot 17 \cdot 53 \cdot 59$ | $59^{1}$ | $(2,13)$ |
| $784,474,592$ | $=2^{5} \cdot 11 \cdot 29 \cdot 31 \cdot 37 \cdot 67$ | $67^{1}$ | $(2,29)$ |
| $798,772,578$ | $=2 \cdot 3 \cdot 19 \cdot 29 \cdot 41 \cdot 71 \cdot 83$ | $83^{1}$ | $(2,563)$ |
| $815,224,800$ | $=2^{5} \cdot 3 \cdot 5^{2} \cdot 13 \cdot 17 \cdot 29 \cdot 53$ | $53^{1}$ | $(2,87013)$ |
| $851,716,320$ | $=2^{5} \cdot 3 \cdot 5 \cdot 7 \cdot 13 \cdot 17 \cdot 31 \cdot 37$ | $37^{1}$ | $(2,31)$ |

Table 2. The values of $n \leq 1,000,000,000$ together with their maximal prime power divisors $p^{a}$, such that $n$ does not satisfy Condition (2) with $p$. Each such $n$ satisfies Condition (2) with either 2 or 3 .
those $n$ which do not satisfy Condition (2) with 2 . We remark that this histogram appears to show that the failing values are concentrated towards the values of $n$ slightly preceding integers that are divisible by a high power of 2 .

Source code and output for all computer programs discussed in this section are available in the online supplement as ancillary files. They are also currently available from Woodroofe's web page. A list of the values of $n \leq 1,000,000$ such that $n$ does not satisfy Condition (2) with the prime 2 can be found in the same places.
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Figure 6.1. A histogram, for $n=9$ to $1,000,000$ in bins of size 2500 , showing the density of integers that do not meet Condition (2) with the prime 2 .
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# ON RATIONAL POINTS OF CERTAIN AFFINE HYPERSURFACES 

Alexander S. Sivatski

Let $F$ be a field with char $F \neq 2$, let $a_{1}, \ldots, a_{n} \in F^{*}$, and let $f \in F[y]$ be a monic polynomial of degree $2 m$. Let further $S$ be an affine hypersurface over $F$ determined by the equation $f(y)=\sum_{i=1}^{n} a_{i} x_{i}^{\mathbf{2}}$. In the first part of the paper we prove a certain version of Springer's theorem. Namely, we show that if the form $\psi \simeq\left\langle 1,-a_{1}, \ldots,-a_{n}\right\rangle$ is anisotropic and $S$ has an $L$-rational point for some odd-degree extension $L / F$, then $S$ has an $L$-rational point for some odd-degree extension $L / F$ with $[L: F] \leq m$, and the last inequality is strict in general.

In the second part we consider the case where the polynomial $f$ is quartic. We show that the surface $S$ has a rational point if and only if the quadratic form $\psi \perp\langle-x, g(x)\rangle$ is isotropic over $F(x)$, where $g(x) \in F[x]$ is a certain polynomial of degree at most 3 , whose coefficients are expressed in a polynomial way via the coefficients of $f$.

In the third part we describe all Pfister forms that belong to the Witt kernel $W(F(C) / F)$, where $C$ is the plane nonsingular curve determined by the equation $y^{2}=a_{4} x^{4}+a_{2} x^{2}+a_{1} x+a_{0}$. In the case where the $u$-invariant of $F$ is at most 10 , we describe generators of the ideal $W(F(C) / F)$.

## Introduction

Let $F$ be a field of characteristic different from 2. We investigate some properties of the affine hypersurface $S$ determined by the equation $f(y)=\sum_{i=1}^{n} a_{i} x_{i}^{2}$, where $a_{i} \in F^{*}$ and $f$ is a monic polynomial of degree $2 m$. In Section 1, we prove a version of Springer's theorem for $S$ (Proposition 1.1). In particular, we show that if $m=2$ (i.e., the polynomial $f$ is quartic), and $S$ has a $K$-rational point for some odd-degree extension $K / F$, then $S$ has an $F$-rational point. Sections 2 and 3 can be considered as generalizations of some results in [Haile and Han 2007; Shick 1994]. Namely, for the affine hyperelliptic curve $C$ with the equation $f(y)=a x^{2}$ over a field $F$, where $a \in F^{*} \backslash F^{* 2}$ and $f(y)$ is a quartic polynomial, two questions have been investigated in [Haile and Han 2007]. First, it has been shown that existence

[^11]of a rational point on $C$ is equivalent to triviality of a certain quaternion algebra over a certain quadratic extension of the rational function field $F(x)$. It is easy to see that this is equivalent to isotropicity of some 4-dimensional quadratic form over $F(x)$. In Proposition 2.1 we obtain a similar criterion for the affine hypersurface $S: f(y)=\sum_{i=1}^{n} a_{i} x_{i}^{2}$, where $a_{i} \in F^{*}$, the form $\left\langle 1,-a_{1}, \ldots,-a_{n}\right\rangle$ is anisotropic, and $f$ is a monic quartic polynomial. This proves independently of Section 1 that existence of a rational point over any odd-degree field extension $K / F$ implies existence of a rational point of $S$ over the field $F$ itself.

Another result in [Haile and Han 2007; Shick 1994] is a computation of the relative Brauer group $\operatorname{Br}(F(C) / F)$, where $C$ is the affine hyperelliptic curve above. Obviously, this is equivalent to description of all 2-fold Pfister forms $\pi$ over $F$ such that $\pi_{F(C)}=0$. Section 3 is devoted to investigation of the Witt kernel $W(F(C) / F)$. Applying an invertible change of variables, we may assume that the curve $C$ is determined by the equation $y^{2}=a_{4} x^{4}+a_{2} x^{2}+a_{1} x+a_{0}$, where $a_{i} \in F, a_{4} \neq 0$. We will also assume that $C$ is nonsingular, for the opposite case is trivial. Let $e \in F$. Set

$$
d(e)=-\operatorname{det}\left(\begin{array}{ccc}
a_{4} & 0 & \frac{1}{2}\left(a_{2}-e\right) \\
0 & e & \frac{1}{2} a_{1} \\
\frac{1}{2}\left(a_{2}-e\right) & \frac{1}{2} a_{1} & a_{0}
\end{array}\right) .
$$

In Proposition 3.1 we show that if $0 \neq Q \in \operatorname{Br}(F(C) / F)$, then either $Q=\left(a_{4}, e\right)$, where $e \neq 0, d(e) \in F^{* 2} \cup\{0\}$, or $a_{1}=0$ and $Q=\left(a_{4}, a_{2}^{2}-4 a_{0} a_{4}\right)$. Conversely, any quaternion algebra of the types above belongs to $\operatorname{Br}(F(C) / F)$.

Proposition 3.1 is not new, but we give it for the convenience of the reader, and because we need its proof a bit later in Proposition 3.2. In fact, the original proof of Proposition 3.1, which is very similar to ours, is given in [Shick 1994]. However, in Proposition 3.2 and Corollary 3.3 we describe all Pfister forms $\pi$ (not necessarily 2 -fold) over $F$ such that $\pi_{F(C)}=0$. More precisely, if $\pi_{F(C)}=0$, then either $\pi$ is divisible by a 2 -fold Pfister form $\rho$ such that $\rho_{F(C)}=0$, or there exist $e, r \in F, e \neq 0$, $r^{2}-d(e) \neq 0$ such that $\left\langle\left\langle a_{4}, e, r^{2}-d(e)\right\rangle\right\rangle \subset \pi$. Conversely, $\left\langle\left\langle a_{4}, e, r^{2}-d(e)\right\rangle\right\rangle \in$ $W(F(C) / F)$ for any $e, r \in F, e \neq 0, r^{2}-d(e) \neq 0$. If the $u$-invariant of $F$ is at most 10 , this is sufficient for the computation of the Witt kernel $W(F(C) / F)$.

A few words about the notation. Throughout all the fields have characteristic different from 2. By a form we always mean a quadratic form over a field. For $a_{1}, \ldots a_{n} \in F^{*}$ we denote the Pfister form $\left\langle 1,-a_{1}\right\rangle \otimes \cdots \otimes\left\langle 1,-a_{n}\right\rangle$ as $\left\langle\left\langle a_{1}, \ldots, a_{n}\right\rangle\right\rangle$ (take notice of signs!), and $D(\varphi)$ is the set of all nonzero values of the form $\varphi$. If the form $\varphi$ is considered as an element of the Witt ring $W(F)$, then $\operatorname{dim} \varphi$ denotes the dimension of the anisotropic part of $\varphi$.

If $\varphi$ is a regular form over the field $F, \operatorname{dim} \varphi \geq 3$, then by $F(\varphi)$ we denote the function field of the corresponding projective quadric.

Slightly abusing notation, we often identify a form with its symmetric matrix.

## 1. A version of Springer's theorem

The well-known Springer's theorem claims that if $K / F$ is an odd-degree field extension, and a projective quadric $X$ has a rational point over $K$, then it has a rational point over $F$. Below we give an affine version of this theorem for certain hypersurfaces.
Proposition 1.1. Let $F$ be a field, let $a_{1}, \ldots, a_{n} \in F^{*}$, and let $f \in F[y]$ be a monic polynomial of degree $2 m$. Let $S=S\left(f, a_{1}, \ldots, a_{n}\right)$ be the affine hypersurface over $F$ determined by the equation $f(y)=\sum_{i=1}^{n} a_{i} x_{i}^{2}$. Suppose that $S$ has a $K$-rational point for some odd-degree extension $K / F$.
(1) If the form $\left\langle a_{1}, \ldots, a_{n}\right\rangle$ is anisotropic, then $S$ has an $L$-rational point for some odd-degree extension $L / F$ with $[L: F] \leq 2 m-1$.
(2) If the form $\left\langle 1,-a_{1}, \ldots,-a_{n}\right\rangle$ is anisotropic, then $S$ has an L-rational point for some odd-degree extension $L / F$ with $[L: F] \leq m$, and the last inequality is strict in general. In particular, if $m=2$, i.e., $f$ is a quartic polynomial, then $S$ has an $F$-rational point.
(3) If the form $\left\langle a_{1}, \ldots, a_{n}\right\rangle$ is isotropic, then $S$ has an $F$-rational point.

Proof. (1)-(2) Assume the form $\left\langle a_{1}, \ldots, a_{n}\right\rangle$ is anisotropic, and $K / F$ is an odd-degree field extension. Suppose $[K: F] \geq s$, where $s=m+1$ if the form $\left\langle 1,-a_{1}, \ldots,-a_{n}\right\rangle$ is anisotropic, and $s=2 m+1$ otherwise. Let $f(\alpha)=\sum_{i=1}^{n} a_{i} \beta_{i}^{2}$ for some $\alpha, \beta_{i} \in K$. It suffices to find an odd-degree field extension $L / F$ with $[L: F]<[K: F]$ such that $S$ has a rational $L$-point. Since $[K: F(\alpha)]$ is odd, we get by Springer's theorem, applied to the extension $K / F(\alpha)$, that the form $\left\langle a_{1}, \ldots, a_{n},-f(\alpha)\right\rangle$ is isotropic over $F(\alpha)$. Hence we may assume that $\beta_{i} \in F(\alpha)$ for each $i$. We may assume also that $[F(\alpha): F] \geq s$, for otherwise there is nothing to be proved. Let $g$ be the minimal polynomial of $\alpha$. In particular, $\operatorname{deg} g=[F(\alpha): F] \geq s$. Let $\beta_{i}=p_{i}(\alpha)$, where $p_{i} \in F[x], \operatorname{deg} p_{i} \leq \operatorname{deg} g-1$. Also $\operatorname{deg} f=2 m \leq 2(s-1) \leq 2(\operatorname{deg} g-1)$. We have
$\sum_{i=1}^{n} a_{i} p_{i}^{2}-f=g h \quad$ for some $h \in F[x], \quad$ and $\quad \operatorname{deg}\left(\sum_{i=1}^{n} a_{i} p_{i}^{2}-f\right) \leq 2(\operatorname{deg} g-1)$.
If $\operatorname{deg}\left(\sum_{i=1}^{n} a_{i} p_{i}^{2}-f\right)$ is even, then $\operatorname{deg} h$ is odd, and

$$
\operatorname{deg} h \leq 2(\operatorname{deg} g-1)-\operatorname{deg} g=\operatorname{deg} g-2=[F(\alpha): F]-2 \leq[K: F]-2 .
$$

Hence $S$ has an $L$-rational point, where $L=F[x] / p(x)$, and $p$ is an arbitrary odd-degree prime divisor of $h$. Moreover, $[L: F]<[K: F]$.

If $\operatorname{deg}\left(\sum_{i=1}^{n} a_{i} p_{i}^{2}-f\right)$ is odd, or $h=0$, then, since $f$ is monic of even degree, the form $\left\langle 1,-a_{1}, \ldots,-a_{n}\right\rangle$ is isotropic. Hence $s=2 m+1$, and $\operatorname{deg}\left(\sum_{i=1}^{n} a_{i} p_{i}^{2}\right)=$ $\operatorname{deg} f=2 m$. Therefore, in this case $h=0$, and so $S$ has an $F$-rational point.

Now let us show that in the inequality $[L: F] \leq m$ in the second part of Proposition 1.1, the number $m$ cannot be replaced by a smaller number, provided we consider all fields $F$ and all odd-degree extensions $K / F$. Consider two cases:
Case (a): $m$ is odd. Let $F$ be a field such that there exists an irreducible polynomial $p$ of degree $m$ over $F$. Consider the equation

$$
p(y)^{2}=\sum_{i=1}^{n} a_{i} x_{i}^{2}
$$

Clearly, it has a solution over the field $K=F[y] / p(y)$ with $x_{1}=\cdots=x_{n}=0$. Suppose that $L / F$ is an odd-degree extension, $\alpha, \beta_{i} \in L$, and $p(\alpha)^{2}=\sum_{i=1}^{n} a_{i} \beta_{i}^{2}$. Since the form $\left\langle 1,-a_{1}, \ldots,-a_{n}\right\rangle$ is anisotropic, we get by Springer's theorem applied to the odd-degree extension $K / F$ that $p(\alpha)=\beta_{1}=\cdots=\beta_{n}=0$. Hence $m=\operatorname{deg} p=[F(\alpha): F] \leq[L: F]$.
Case (b): $m$ is even. Let $k$ be a field, let $F=k((t))$ be the Laurent series field, and let the hypersurface $S$ be determined by the equation $\left(y^{m-1}+t\right)\left(y^{m+1}+t\right)=\sum_{i=1}^{n} a_{i} x_{i}^{2}$. Let $L / F$ be an odd-degree extension, $[L: F] \leq m-3$. Obviously, the field $L$ is complete with respect to a discrete valuation $v$ such that $1 \leq v(t) \leq m-3$. It is easy to show that $\left(\alpha^{m-1}+t\right)\left(\alpha^{m+1}+t\right) \in L^{* 2}$ for any $\alpha \in L$. Therefore, by Springer's theorem

$$
\left(\alpha^{m-1}+t\right)\left(\alpha^{m+1}+t\right) \neq \sum_{i=1}^{n} a_{i} \beta_{i}^{2} \quad \text { for any } \beta_{i} \in L
$$

(3) This is obvious, since any element of $F$ is a value of the form $\left\langle a_{1}, \ldots, a_{n}\right\rangle$.

Remark 1.2. The hypothesis that the form $\left\langle 1,-a_{1}, \ldots,-a_{n}\right\rangle$ is anisotropic is essential in the second part of Proposition 1.1, at least for $m=2$. Indeed, consider the equation $y^{4}+2=x^{2}$ over $\mathbb{Q}$. Let $L=F(\delta)$, where $\delta$ is a root of the irreducible polynomial $p(u)=2 u^{3}-u^{2}+2$. Obviously, $x=\delta^{2}-\delta, y=\delta$ is a solution of the equation in question over $L$.

Let us prove now that this equation has no solution over $\mathbb{Q}$. It suffices to show that if $x, y, z \in \mathbb{Z}$, and $y^{4}+2 z^{4}=x^{2}$, then $z=0$. Assume the contrary, so we may suppose that $y^{4}+2 z^{4}=x^{2}, z>0$ and $z$ is as small as possible. In particular, $y$ and $z$ are coprime; hence $y$ is odd. Over $\mathbb{Q}(\sqrt{-2})$ we have $\left(y^{2}+z^{2} \sqrt{-2}\right)\left(y^{2}-z^{2} \sqrt{-2}\right)=x^{2}$, and it is easy to see that the numbers $y^{2}+z^{2} \sqrt{-2}$ and $y^{2}-z^{2} \sqrt{-2}$ are coprime in the Euclidean ring $\mathbb{Z}[\sqrt{-2}]$. Since the group of units of the ring $\mathbb{Z}[\sqrt{-2}]$ consists of 1 and -1 , we get that $y^{2}+z^{2} \sqrt{-2}= \pm(u+v \sqrt{-2})^{2}$ for some $u, v \in \mathbb{Z}, v>0$. If $y^{2}+z^{2} \sqrt{-2}=-(u+v \sqrt{-2})^{2}$, then $y^{2}=2 v^{2}-u^{2}, z^{2}=-2 u v$. The equality $y^{2}=2 v^{2}-u^{2}$ implies that $u$ and $v$ are odd. But then, clearly, the equality $z^{2}=-2 u v$ is impossible.

Thus $y^{2}+z^{2} \sqrt{-2}=(u+v \sqrt{-2})^{2}$, which means that $y^{2}=u^{2}-2 v^{2}, z^{2}=2 u v$. In particular, $u$ is odd. Since $(u-y)(u+y)=2 v^{2}$, and the numbers $\frac{1}{2}(u-y)$,
$\frac{1}{2}(u+y)$ are, obviously, coprime, we may assume, changing if needed the sign of $y$, that $\frac{1}{2}(u-y)=t^{2}, \frac{1}{2}(u+y)=2 s^{2}$ for some coprime $s, t>0$. Therefore, we have

$$
\left\{\begin{array}{l}
u=2 s^{2}+t^{2} \\
y=2 s^{2}-t^{2} \\
v=2 s t
\end{array}\right.
$$

hence $z^{2}=2 u v=4 s t\left(2 s^{2}+t^{2}\right)$, and so $s=\alpha^{2}, t=\beta^{2}, 2 s^{2}+t^{2}=\gamma^{2}$, which implies $\beta^{4}+2 \alpha^{4}=\gamma^{2}$ for some positive integers $\alpha, \beta, \gamma$. Moreover, obviously,

$$
0<\alpha=\sqrt{s}<\sqrt{v}<z
$$

a contradiction to the minimality of $z$.
In fact, there are similar counterexamples for any characteristic. Namely, let $k$ be a field, $t$ indeterminate, and $F=k(t)$. By an argument similar to the one for the equation $y^{4}+2=x^{2}$ over $\mathbb{Q}$, one can easily show that the equation $y^{4}-t=x^{2}$ has no solution in $F$. On the other hand, $x=\alpha^{2}-\alpha, y=\alpha$ is a solution of the same equation over the field $F(\alpha)$, where $\alpha$ is a root of the polynomial $p(u)=2 u^{3}-u^{2}-t$.

However, we do not know if there exists a counterexample for each finite field, and for each number field.

Proposition 1.3. Let $F$ be a field, $a_{1}, \ldots, a_{n} \in F^{*}$, and the form $\left\langle 1,-a_{1}, \ldots,-a_{n}\right\rangle$ be isotropic. Let further $f \in F[y]$ be a monic polynomial of degree $2 m$, where $m$ is not divisible by char $F$. Then the hypersurface $S=S\left(f, a_{1}, \ldots, a_{n}\right)$ has an $L$-rational point for some odd-degree field extension $L / F$ with $[L: F] \leq 2 m-1$.

Proof. Since $1 \in D\left(\left\langle a_{1}, \ldots, a_{n}\right\rangle\right)$, we may assume that $n=1$ and $a_{1}=1$. Replacing if needed $y$ by $y+c$, where $c \in F^{*}$, we may assume that the coefficient $a$ at $y^{2 m-1}$ of the polynomial $f(y)$ is nonzero. Then setting $x=z+y^{m}$, one can see that the equation $f(y)=x^{2}$ is equivalent to the equation $a y^{2 m-1}+\sum_{i=0}^{2 m-2} p_{i}(z) y^{i}=0$, where $p_{i}(z) \in F[z]$. It is clear that the last equation has a required point.

Remark 1.4. We do not know whether Proposition 1.3 remains valid if $m$ is divisible by char $F$.

Another natural question is whether the inequality $[L: F] \leq 2 m-1$ in the first part of Proposition 1.1 is strict for each $m$. In view of Remark 1.2 it is strict for $m=2$.

## 2. A criterion for existence of rational points for certain affine hypersurfaces

We give a criterion in the language of quadratic forms for the existence of a rational point for the hypersurface $S$ in the case where $m=2$ (the polynomial $f$ is quartic) and the form $\left\langle 1,-a_{1}, \ldots,-a_{n}\right\rangle$ is anisotropic. The main ingredient in the sequel is the strong form of the Cassels-Pfister theorem [Pfister 1995, Chapter 1, Generalization 2.3 of Theorem 2.2], which reads as follows:

Theorem. Let $\varphi\left(x_{1}, \ldots, x_{n}\right)=\sum_{1 \leq i, j \leq n} l_{i j}(t) x_{i} x_{j}$ be an anisotropic form over $F(t)$, where $l_{i j}(t) \in F[t]$, and $\operatorname{deg} l_{i j}(t) \leq 1$. Suppose $f \in F[t] \cap D(\varphi)$. Then there exist polynomials $p_{i} \in F[t]$ such that $f=\varphi\left(p_{1}, \ldots, p_{n}\right)$.

In the following statement, using the theorem above, we get a criterion for existence of rational points for the hypersurface $S$ in the case of a quartic polynomial $f$.
Proposition 2.1. Let $F$ be a field, $a_{1}, \ldots, a_{n} \in F^{*}$, and $u_{1}, u_{2}, u_{3} \in F$. Suppose that the form $\psi \simeq\left\langle 1,-a_{1}, \ldots,-a_{n}\right\rangle$ is anisotropic. Then the following two conditions are equivalent:
(1) $-u_{3}^{2} x^{3}+u_{2} x^{2}+u_{1} x+1 \in D(\psi \perp\langle-x\rangle)$, i.e., the form

$$
\psi \perp\left\langle-x, u_{3}^{2} x^{3}-u_{2} x^{2}-u_{1} x-1\right\rangle
$$

is isotropic over $F(x)$.
(2) The affine hypersurface $S$ determined by the equation

$$
y^{4}+2 u_{1} y^{2}-8 u_{3} y+u_{1}^{2}-4 u_{2}=\sum_{i=1}^{n} a_{i} x_{i}^{2}
$$

has a rational point.
Moreover, if, in contrast the form $\psi$ is isotropic, and $u_{3} \neq 0$, then both conditions necessarily hold. If the form $\psi$ is isotropic, and $u_{3}=0$, then condition (1) necessarily holds, but in general condition (2) does not.
Proof. (1) $\Longrightarrow$ (2): Obviously, the form $\psi \perp\langle-x\rangle$ is anisotropic. By the strong form of the Cassels-Pfister theorem

$$
-u_{3}^{2} x^{3}+u_{2} x^{2}+u_{1} x+1 \in D(\psi \perp\langle-x\rangle)
$$

if and only if

$$
-u_{3}^{2} x^{3}+u_{2} x^{2}+u_{1} x+1=p_{0}^{2}-a_{1} p_{1}^{2}-\cdots-a_{n} p_{n}^{2}-x p_{n+1}^{2}
$$

for some $p_{i} \in F[x]$. Since the form $\psi$ is anisotropic, we get $p_{i}(x)=\alpha_{i} x+\beta_{i}$ for each $i$, where $\alpha_{i}, \beta_{i} \in F$. Moreover, $\alpha_{n+1}^{2}=u_{3}^{2}$; hence we may assume that $\alpha_{n+1}=u_{3}$. Therefore, $\alpha_{i}, \beta_{i}$ satisfy the equations

$$
\left\{\begin{align*}
\alpha_{0}^{2}-a_{1} \alpha_{1}^{2}-\cdots-a_{n} \alpha_{n}^{2}-2 u_{3} \beta_{n+1} & =u_{2}  \tag{*}\\
2 \alpha_{0} \beta_{0}-2 a_{1} \alpha_{1} \beta_{1}-\cdots-2 a_{n} \alpha_{n} \beta_{n}-\beta_{n+1}^{2} & =u_{1} \\
\beta_{0}^{2}-a_{1} \beta_{1}^{2}-\cdots-a_{n} \beta_{n}^{2} & =1
\end{align*}\right.
$$

Let $\boldsymbol{u}=\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n}\right)$ and $\boldsymbol{v}=\left(\beta_{0}, \beta_{1}, \ldots, \beta_{n}\right)$. Obviously, the system (*) is equivalent to the system
$(* *)$

$$
\left\{\begin{aligned}
\psi(\boldsymbol{u}) & =u_{2}+2 u_{3} \beta_{n+1}, \\
\psi(\boldsymbol{u}, \boldsymbol{v}) & =\frac{1}{2}\left(u_{1}+\beta_{n+1}^{2}\right), \\
\psi(\boldsymbol{v}) & =1 .
\end{aligned}\right.
$$

If the vectors $\boldsymbol{u}$ and $\boldsymbol{v}$ are linearly dependent, then the system ( $* *$ ) implies

$$
\operatorname{det}\left(\begin{array}{cc}
u_{2}+2 \alpha_{n+1} \beta_{n+1} & \frac{1}{2}\left(u_{1}+\beta_{n+1}^{2}\right) \\
\frac{1}{2}\left(u_{1}+\beta_{n+1}^{2}\right) & 1
\end{array}\right)=u_{2}+2 u_{3} \beta_{n+1}-\frac{1}{4}\left(u_{1}+\beta_{n+1}^{2}\right)^{2}=0 .
$$

Hence $S$ has a rational point $x_{i}=0, y=\beta_{n+1}$.
If the vectors $\boldsymbol{u}$ and $\boldsymbol{v}$ are linearly independent, then the 2 -dimensional form $\tau$ with the matrix

$$
\left(\begin{array}{cc}
u_{2}+2 u_{3} \beta_{n+1} & \frac{1}{2}\left(u_{1}+\beta_{n+1}^{2}\right) \\
\frac{1}{2}\left(u_{1}+\beta_{n+1}^{2}\right) & 1
\end{array}\right)
$$

is a subform of $\psi$ with the underlying linear space generated by the vectors $\boldsymbol{u}$ and $\boldsymbol{v}$. Obviously,

$$
\tau \simeq\left\langle 1, u_{2}+2 \alpha_{n+1} \beta_{n+1}-\frac{1}{4}\left(u_{1}+\beta_{n+1}^{2}\right)^{2}\right\rangle .
$$

Therefore,

$$
-u_{2}-2 u_{3} \beta_{n+1}+\frac{1}{4}\left(u_{1}+\beta_{n+1}^{2}\right)^{2} \in D\left(\left\langle a_{1}, \ldots, a_{n}\right\rangle\right),
$$

which means that $\left(u_{1}+\beta_{n+1}^{2}\right)^{2}-8 u_{3} \beta_{n+1}-4 u_{2}=\sum_{i=1}^{n} a_{i} x_{i}^{2}$ for some $x_{i} \in F$, and we are done.
(2) $\Rightarrow$ (1): Assume that $S$ has a rational point, say, $y=\beta_{n+1}, x_{i}=c_{i}$. If $c_{1}=\cdots=c_{n}=0$, then $u_{2}+2 \alpha_{n+1} \beta_{n+1}-\frac{1}{4}\left(u_{1}+\beta_{n+1}^{2}\right)^{2}=0$. Put

$$
\left\{\begin{array}{l}
\alpha_{1}=\cdots=\alpha_{n}=0, \\
\alpha_{0}=\frac{1}{2}\left(u_{1}+\beta_{n+1}^{2}\right), \\
\beta_{0}=1, \\
\beta_{1}=\cdots=\beta_{n}=0 .
\end{array}\right.
$$

Since the elements $\alpha_{i}, \beta_{i}$ satisfy the system (*), we get $-u_{3}^{2} x^{3}+u_{2} x^{2}+u_{1} x+1 \in$ $D(\psi \perp\langle-x\rangle)$.

If at least one of $c_{i}$ is not zero, then, since the form $\left\langle a_{1}, \ldots, a_{n}\right\rangle$ is anisotropic,

$$
-\operatorname{det}\left(\begin{array}{cc}
u_{2}+2 u_{3} \beta_{n+1} & \frac{1}{2}\left(u_{1}+\beta_{n+1}^{2}\right) \\
\frac{1}{2}\left(u_{1}+\beta_{n+1}^{2}\right) & 1
\end{array}\right) \in D\left(\left\langle a_{1}, \ldots, a_{n}\right\rangle\right),
$$

or, equivalently, the form with the matrix

$$
\left(\begin{array}{cc}
u_{2}+2 u_{3} \beta_{n+1} & \frac{1}{2}\left(u_{1}+\beta_{n+1}^{2}\right) \\
\frac{1}{2}\left(u_{1}+\beta_{n+1}^{2}\right) & 1
\end{array}\right)
$$

is a subform of the form $\psi$. In other words, there are linearly independent vectors $\boldsymbol{u}=\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n}\right), \boldsymbol{v}=\left(\beta_{0}, \beta_{1}, \ldots, \beta_{n}\right)$ such that the system $(* *)$ holds. Hence in this case we have $-u_{3}^{2} x^{3}+u_{2} x^{2}+u_{1} x+1 \in D(\psi \perp\langle-x\rangle)$ as well.

If the form $\psi$ is isotropic, then, obviously,

$$
-u_{3}^{2} x^{3}+u_{2} x^{2}+u_{1} x+1 \in D(\psi) \subset D(\psi \perp\langle-x\rangle) .
$$

Assume $u_{3} \neq 0$. We may suppose $a_{1}=1$, and put $y=-u_{2} /\left(2 u_{3}\right), x_{1}=u_{2}^{2} /\left(4 u_{3}^{2}\right)+u_{1}$, $x_{2}=\cdots=x_{n}=0$.

Finally, if $\psi$ is isotropic, and $u_{3}=0$, then Remark 1.2 shows that in general $S$ does not always have a rational point.

In the following example we show how Proposition 2.1 can be applied to construct elements from $\operatorname{Br}(F(S) / F)$ in the case $n=1$.
Example 2.2. Let $n=1$ and $a \in F^{*} \backslash F^{* 2}$. Proposition 2.1 claims that

$$
-u_{3}^{2} x^{3}+u_{2} x^{2}+u_{1} x+1 \in D(\langle 1,-a,-x\rangle)
$$

if and only if the equation

$$
a z^{2}=y^{4}+2 u_{1} y^{2}-8 u_{3} y+u_{1}^{2}-4 u_{2}
$$

has a solution over $F$, or, equivalently, multiplying by $4 a$, and setting $t=2 a z$, if and only if the equation

$$
t^{2}=4 a y^{4}+8 a u_{1} y^{2}-32 a u_{3} y+4 a\left(u_{1}^{2}-4 u_{2}\right)
$$

has a solution over $F$. Let us set

$$
a_{4}=4 a, \quad a_{2}=8 a u_{1}, \quad a_{1}=-32 a u_{3}, \quad a_{0}=4 a\left(u_{1}^{2}-4 u_{2}\right)
$$

(here the meaning of the elements $a_{i}$ is different from the previous one). Hence we get that the equation $t^{2}=a_{4} y^{4}+a_{2} y^{2}+a_{1} y+a_{0}$ has a solution over $F$ if and only if

$$
-\left(\frac{a_{1}}{32 a}\right)^{2} x^{3}+\frac{4 a\left(a_{2} /(8 a)\right)^{2}-a_{0}}{16 a} x^{2}+\frac{a_{2}}{8 a} x+1 \in D(\langle 1,-a,-x\rangle) .
$$

A straightforward computation shows that the last condition is equivalent to

$$
z^{3}-2 a_{2} z^{2}+\left(a_{2}^{2}-4 a_{0} a_{4}\right) z+a_{1}^{2} a_{4} \in D\left(\left\langle z, a_{4},-a_{4} z\right\rangle\right),
$$

where $z=-4 a_{4} / x$, which means that $\left(a_{4}, z\right)_{F(z)(\sqrt{g(z)})}=0$, where

$$
g(z)=z^{3}-2 a_{2} z^{2}+\left(a_{2}^{2}-4 a_{0} a_{4}\right) z+a_{1}^{2} a_{4} .
$$

This is the result of [Haile and Han 2007, Propositions 5 and 17], originally obtained by means of algebraic geometry and cohomology groups.

Further, if $\left(a_{4}, z\right)_{F(z)(\sqrt{g(z))}}=0$, by the evaluating argument we get $(a, e)=0$ if $g(e) \in F^{* 2}$ and $e \neq 0$. Therefore, $(a, e) \in \operatorname{Br}(F(S) / F)$ for each $e \in F^{*}$ such that $g(e) \in F^{* 2}$.

Note also that

$$
z^{3}-2 a_{2} z^{2}+\left(a_{2}^{2}-4 a_{0} a_{4}\right) z+a_{1}^{2} a_{4}=-4 \operatorname{det}\left(\begin{array}{ccc}
a_{4} & 0 & \frac{1}{2}\left(a_{2}-z\right) \\
0 & z & \frac{1}{2} a_{1} \\
\frac{1}{2}\left(a_{2}-z\right) & \frac{1}{2} a_{1} & a_{0}
\end{array}\right) .
$$

Later, in Proposition 3.1 we will see why this determinant is involved here.
Example 2.3. Suppose $S$ has the equation $\left(y^{2}-b\right)^{2}=\sum_{i=1}^{n} a_{i} x_{i}^{2}$, where $b \in F^{*}$. Then, since the form $\psi \simeq\left\langle 1,-a_{1}, \ldots,-a_{n}\right\rangle$ is anisotropic, it is easy to see that the surface $S$ has a rational point if and only if $b \in F^{* 2}$. On the other hand, in this case $u_{1}=-b, u_{2}=u_{3}=0$. Hence Proposition 2.1 claims that $S$ has a rational point if and only if the form $\left\langle 1,-a_{1}, \ldots,-a_{n},-x, b x-1\right\rangle$ is isotropic. By Brumer's theorem [1978] this is the case if and only if the forms $\left\langle 1,-a_{1}, \ldots,-a_{n}, 0,-1\right\rangle$ and $\langle 0,0, \ldots, 0,-1, b\rangle$ have a common nontrivial zero. It is easy to verify independently that this is equivalent to $b \in F^{* 2}$.

In the algebraic theory of quadratic forms over fields, there are many results concerning splitting of forms by the function field of a quadric. In the following statements (Corollaries 2.4-2.7) we consider the similar questions for the hypersurface $S$ from Proposition 2.1. In particular, we assume that $a_{1}, \ldots, a_{n} \in F^{*}$, and the form $\left\langle 1,-a_{1}, \ldots,-a_{n}\right\rangle$ is anisotropic.

Let $W(k)$ be the Witt group of a field $k$. It is well known, see, for example, [Scharlau 1985], that the sequence of abelian groups

$$
0 \rightarrow W(k) \xrightarrow{\mathrm{res}} W(k(t)) \xrightarrow{\amalg^{\partial_{p}}} \coprod_{p \in A_{k}^{1}} W\left(k_{p}\right) \rightarrow 0
$$

is split exact. We consider here a point $p \in \mathbb{A}_{k}^{1}$ as a monic irreducible polynomial over $k$. We denote by $k_{p}=k[t] / p$ the corresponding residue field and by $\partial_{p}$ : $W(k(t)) \rightarrow W\left(k_{p}\right)$ the residue homomorphism well defined by the rule

$$
\partial_{p}(\langle f\rangle)= \begin{cases}0 & \text { if } v_{p}(f)=0, \\ \left\langle\overline{f p^{-1}}\right\rangle & \text { if } v_{p}(f)=1 .\end{cases}
$$

There is a splitting map $W(k(t)) \rightarrow W(k)$ defined by the rule $\langle f\rangle \rightarrow\langle l(f)\rangle$, where $l(f)$ is the leading coefficient of the polynomial $f \in k[t]$.

Corollary 2.4. In the notation of Proposition 2.1, assume that the hypersurface $S$ has no $F$-rational point, $n=1$, and $\varphi$ is a 3-dimensional form over $F$. Then $S$ has no $F(\varphi)$-rational point.

Proof. Let $\pi$ be the 2-fold Pfister form corresponding to $\varphi$. We may assume that $\pi \neq 0$. Suppose that $S$ determined by the equation

$$
a z^{2}=y^{4}+2 u_{1} y^{2}-8 u_{3} y+u_{1}^{2}-4 u_{2}
$$

has an $F(\varphi)$-rational point. In view of Example 2.2 we have $\langle\langle a, z\rangle\rangle_{F(\pi)(\sqrt{g(z))}}=0$, where $g(z)=z^{3}-2 a_{2} z^{2}+\left(a_{2}^{2}-4 a_{0} a_{4}\right) z+a_{1}^{2} a_{4}$. Then, since $S$ has no rational point, i.e., $\langle\langle a, z\rangle\rangle_{F(\sqrt{g(z)})} \neq 0$, we get $\langle\langle a, z\rangle\rangle=\langle\langle g(z)\rangle\rangle \tau+\pi$ for some $\tau \in W(F(z))$. Therefore,

$$
0=l(\langle a, z\rangle\rangle)-l(\langle\langle g(z)\rangle \tau \tau)=l(\pi)=\pi,
$$

a contradiction.
Corollary 2.5. Assume $S$ has no $F$-rational point, $n=2$, and $\varphi$ is a 4 -dimensional anisotropic form over $F$, disc $\varphi=d \neq 1$. The following conditions are equivalent:
(1) $S$ has an $F(\varphi)$-rational point.
(2) $u_{3}^{2} x^{3}-u_{2} x^{2}-u_{1} x-1=h(x) q(x)$, where $h, q \in F[x], \operatorname{deg} h \leq 1, \operatorname{deg} q=2$, $q$ is monic and irreducible, $-\overline{a_{1} a_{2} x} \in F_{q}^{* 2}$, $\operatorname{disc} q=d$, and $\varphi$ is similar to the form $\left\langle 1,-a_{1},-a_{2}, a_{1} a_{2} d\right\rangle$.
Proof. (2) $\Rightarrow$ (1): Consider first the case $u_{3} \neq 0$. Since $-\overline{a_{1} a_{2} x} \in F_{q}^{* 2}$, we have $N_{F_{q} / F}(\bar{x}) \in F^{* 2}$; hence $q(x)=x^{2}+c x+b^{2}$ for some $c, b \in F, b \neq 0$. Therefore, $h(x)=u_{3}^{2} x-b^{-2}$, in particular, $h \in D(\langle-1, x\rangle)$. Hence $u_{3}^{2} x^{3}-u_{2} x^{2}-u_{1} x-1=$ $h(x) q(x) \in D(\langle-q, q x\rangle)$. It follows that
(2-1) $\left\langle 1,-a_{1},-a_{2},-x, h q\right\rangle \subset\left\langle 1,-a_{1},-a_{2},-x,-q, q x\right\rangle \subset\left\langle 1,-a_{1},-a_{2},-x\right\rangle\langle\langle q\rangle\rangle$.
On the other hand,

$$
\begin{equation*}
\left\langle 1,-a_{1},-a_{2},-x\right\rangle\langle\langle q\rangle\rangle=\left\langle\left\langle a_{1}, a_{2}, q\right\rangle\right\rangle+\left\langle-a_{1} a_{2},-x\right\rangle\langle\langle q\rangle\rangle=\left\langle\left\langle a_{1}, a_{2}, q\right\rangle\right\rangle, \tag{2-2}
\end{equation*}
$$

as $-\overline{a_{1} a_{2} x} \in F_{q}^{* 2}$.
Finally, $\varphi\langle\langle q\rangle\rangle\left\langle 1,-a_{1},-a_{2}, a_{1} a_{2} d\right\rangle\left\langle\langle q\rangle=\left\langle\left\langle a_{1}, a_{2}, q\right\rangle\right\rangle\right.$, since $\langle\langle d, q\rangle\rangle=0$. We conclude that $\left\langle\left\langle a_{1}, a_{2}, q\right\rangle\right\rangle_{F(x)(\varphi)}=0$. In view of (2-1) and (2-2), the form

$$
\left\langle 1,-a_{1},-a_{2},-x, h q\right\rangle_{F(x)(\varphi)}=\left\langle 1,-a_{1},-a_{2},-x, u_{3}^{2} x^{3}-u_{2} x^{2}-u_{1} x-1\right\rangle_{F(x)(\varphi)}
$$

is isotropic, which implies by Proposition 2.1 that $S$ has an $F(\varphi)$-rational point.
The case $u_{3}=0$ is similar. In this case

$$
-u_{2} x^{2}-u_{1} x-1=-u_{2} q=-u_{2}\left(x^{2}+c x+b^{2}\right) ;
$$

hence $u_{2} \in F^{* 2}$, and obviously,

$$
\left.\left\langle 1,-a_{1},-a_{2},-x,-u_{2} q\right\rangle \subset\left\langle 1,-a_{1},-a_{2},-x\right\rangle\langle q\rangle\right\rangle .
$$

Now we can finish the proof as in the case $u_{3} \neq 0$.
$(1) \Rightarrow(2)$ : Assume that $S$ has an $F(\varphi)$-rational point. Then by Proposition 2.1 the form $\Phi \simeq\left\langle 1,-a_{1},-a_{2},-x, u_{3}^{2} x^{3}-u_{2} x^{2}-u_{1} x-1\right\rangle$ is anisotropic over $F(x)$, but isotropic over $F(x)(\varphi)$. Consider two possible cases:

Case (a): $\operatorname{ind}(\Phi)=4$. Then by [Hoffmann 1995] there exists a squarefree $p \in F[x]$ such that $p \varphi \subset \Phi$. Comparing the determinants we get

$$
\begin{equation*}
\Phi \simeq p \varphi \perp\left\langle-a_{1} a_{2} \operatorname{disc}(\varphi) x\left(u_{3}^{2} x^{3}-u_{2} x^{2}-u_{1} x-1\right)\right\rangle . \tag{2-3}
\end{equation*}
$$

Note that $p$ is not divisible by $x$, for otherwise (2-3) would imply $\operatorname{dim} \partial_{x}(\Phi) \geq 3$, a contradiction. Comparing the residues at $x$ of the left-hand and the right-hand parts of (2-3), we get $a_{1} a_{2} \operatorname{disc}(\varphi)=-1$; hence

$$
\begin{equation*}
\Phi \simeq p \varphi \perp\left\langle x\left(u_{3}^{2} x^{3}-u_{2} x^{2}-u_{1} x-1\right)\right\rangle . \tag{2-4}
\end{equation*}
$$

Applying the "leading coefficient" homomorphism $l: W(F(x)) \rightarrow W(F)$ to both sides of (2-4), we get

$$
\left\langle 1,-a_{1},-a_{2},-1,1\right\rangle \simeq l(p) \varphi \perp\langle 1\rangle
$$

if $u_{3} \neq 0$, or

$$
\left\langle 1,-a_{1},-a_{2},-1,-u_{2}\right\rangle \simeq l(p) \varphi \perp\left\langle-u_{2}\right\rangle
$$

if $u_{3}=0$ (if $u_{3}=0$, then it easily follows that $u_{2} \neq 0$ ). Hence in any case $l(p) \varphi \simeq\left\langle 1,-a_{1},-a_{2},-1\right\rangle$, so $\varphi$ is isotropic, a contradiction.
Case (b): $\operatorname{ind}(\Phi)=2$. Then $\Phi$ is a Pfister neighbor of some anisotropic 3-fold Pfister form $\pi$ over $F(x)$, say, $\pi \simeq \Phi \perp \sigma$. Since $\pi_{F(x)(\varphi)}$ is isotropic (or, equivalently, hyperbolic), $\pi \simeq\left\langle\left\langle a_{1}, a_{2}, P\right\rangle\right\rangle$ for some squarefree $P \in F[x]$. We claim that $P$ does not have any odd-degree irreducible divisor $p$. Indeed, otherwise, taking into account that $\pi \simeq \varphi\langle\langle h(x)\rangle$ for some $h(x) \in F[x]$ [Wadsworth 1975], we get that $\left\langle\left\langle a_{1}, a_{2}\right\rangle\right\rangle_{F_{p}}=\partial_{p}\left(\left\langle\left\langle a_{1}, a_{2}, P\right\rangle\right\rangle\right)$ either equals 0 or is similar to $\varphi_{F_{p}}$. But since $\left\langle 1,-a_{1},-a_{2}\right\rangle$ is anisotropic, $\operatorname{disc}(\varphi) \neq 1$, and $\operatorname{deg} p$ is odd, both cases are impossible.

Furthermore, if $s \neq x$ is a monic irreducible divisor of $P$, which is not a divisor of $u_{3}^{2} x^{3}-u_{2} x^{2}-u_{1} x-1$, then

$$
\left\langle\left\langle a_{1}, a_{2}\right\rangle\right\rangle \sim \partial_{s}(\pi)=\partial_{s}(\Phi)+\partial_{s}(\sigma)=\partial_{s}(\sigma) .
$$

Since $\operatorname{dim} \partial_{s}(\sigma) \leq 3$, we get $\left\langle\left\langle a_{1}, a_{2}\right\rangle\right\rangle_{F_{s}}=0$; hence $\left\langle\left\langle a_{1}, a_{2}, s\right\rangle\right\rangle=0$, and so we can replace $P$ by $P / s$.

Thus, we may assume that $P$ divides $u_{3}^{2} x^{3}-u_{2} x^{2}-u_{1} x-1$, and $P$ is an irreducible quadratic polynomial. Therefore, $u_{3}^{2} x^{3}-u_{2} x^{2}-u_{1} x-1=h q$, where $h, q \in F[x], \operatorname{deg} h \leq 1\left(\operatorname{deg} h=0\right.$ if and only if $\left.u_{3}=0\right), \operatorname{deg} q=2$, and $q$ is monic irreducible. Obviously, $P=\lambda q$ for some $\lambda \in F^{*}$. We have $\operatorname{dim} l(\Phi) \leq 3$; hence $\operatorname{dim} l(\pi) \leq 3+\operatorname{dim} l(\sigma) \leq 6$, which implies that $\operatorname{dim} l(\pi)=0$. Therefore, we can replace $P$ by $q$, so $\pi \simeq\left\langle\left\langle a_{1}, a_{2}, q\right\rangle\right.$. In particular, $\left\langle\left\langle a_{1}, a_{2}\right\rangle\right\rangle_{F_{q}} \neq 0$. Since $\left\langle 1,-a_{1},-a_{2},-x\right\rangle$ is a subform of $\pi$, we have $\left\langle 1,-a_{1},-a_{2},-x\right\rangle\left\langle\langle R\rangle \simeq\left\langle\left\langle a_{1}, a_{2}, q\right\rangle\right.\right.$
for some squarefree $R \in F[x]$ [Wadsworth 1975]. In other words,

$$
\left\{\begin{align*}
\left\langle\left\langle a_{1}, a_{2}, q\right\rangle\right\rangle & =\left\langle\left\langle a_{1}, a_{2}, R\right\rangle,\right.  \tag{2-5}\\
\left\langle\left\langle-a_{1} a_{2} x, R\right\rangle\right\rangle & =0 .
\end{align*}\right.
$$

From the first equality of (2-5) we get that $q$ divides $R$, since $\partial_{q}\left(\left\langle\left\langle a_{1}, a_{2}, q\right\rangle\right\rangle\right)=$ $\left\langle\left\langle a_{1}, a_{2}\right\rangle_{F_{q}} \neq 0\right.$. Therefore,

$$
\overline{1}=\partial_{q}\left(\left\langle\left\langle-a_{1} a_{2} x, R\right\rangle\right\rangle\right)=-\overline{a_{1} a_{2} x} \in F_{q}^{*} / F_{q}^{* 2} .
$$

Hence $N_{F_{q} / F}(x) \in F^{* 2}$, and $q(x)=x^{2}+c x+b^{2}$ for some $c, b \in F, b \neq 0$. Further, since $\left\langle\left\langle a_{1}, a_{2}, q\right\rangle_{F(x)(\varphi)}=0\right.$, we have $\left\langle\left\langle a_{1}, a_{2}, q\right\rangle\right\rangle \sim \varphi\langle\langle T\rangle\rangle$ for some $T \in F[x]$. This implies that $q$ divides $T$, and $\varphi_{F_{q}} \sim\left\langle\left\langle a_{1}, a_{2}\right\rangle_{F_{q}}\right.$, i.e., $\varphi_{F(\sqrt{\text { disc } q})} \sim\left\langle\left\langle a_{1}, a_{2}\right\rangle\right\rangle_{F(\sqrt{\text { disc } q)}}$. Therefore, $\operatorname{disc} \varphi=\operatorname{disc} q=d$. Finally, by [Wadsworth 1975] we get that $\varphi \sim$ $\left\langle 1,-a_{1},-a_{2}, a_{1} a_{2} d\right\rangle$. The verification of the implication $(1) \Longrightarrow(2)$ is done.
Corollary 2.6. Assume $S$ has no $F$-rational point, $n=2$, and $\varphi$ is a 5 -dimensional anisotropic form over $F$. Then $S$ has no $F(\varphi)$-rational point.
Proof. Let $\sigma \subset \varphi$ be a 4-dimensional subform of $\varphi_{F(t)}$, which does not satisfy condition (2) in Corollary 2.5 (with replacement of the ground field $F$ by $F(t)$ ). Then $S$ has no $F(t)(\sigma)$-rational points; hence $S$ has no $F(t)(\varphi)$-rational points.

Recall that $u$-invariant of the field $k$ is the maximum of dimensions of anisotropic forms over $k$.

Corollary 2.7. In the notation of Proposition 2.1, assume that the hypersurface $S$ has no F-rational point:
(1) If $n=1$, then there exists a field extension $L / F$ such that $S_{L}$ has no rational point, $L$ does not have an odd-degree field extension, and $u(L)=2$. In particular, $\mathrm{cd}_{2} L=1$.
(2) If $n=2$, then there exists a field extension $L / F$ such that $S_{L}$ has no rational point, $L$ does not have an odd-degree field extension, and $u(L)=4$. In particular, $\mathrm{cd}_{2} L=2$.
Proof. (1) By Proposition 1.1 and Corollary 2.4 the field $L$ can be constructed by subsequent splitting of all 2 -fold Pfister forms and passing to a maximal odd-degree extension; see, for instance, [Elman et al. 2008, Theorem 38.4]. Clearly, $u(L)=2$.
(2) Similar to (1), the field $L$ can be constructed by subsequent splitting of all 5-dimensional forms and passing to a maximal odd-degree extension.
Corollary 2.8. In the notation of Proposition 2.1, the following conditions are equivalent:
(1) The polynomial $f(y)=y^{4}+2 u_{1} y^{2}-8 u_{3} y+u_{1}^{2}-4 u_{2}$ has a root in $F$.
(2) Let $p(x)$ be any monic polynomial divisor of $g(x)=-u_{3}^{2} x^{3}+u_{2} x^{2}+u_{1} x+1$ such that $v_{p}\left(-u_{3}^{2} x^{3}+u_{2} x^{2}+u_{1} x+1\right)$ is odd. Then $\bar{x}$ is a square in the field $F_{p}$.

Proof. (1) $\Rightarrow$ (2): Since the polynomial $f(y)$ has a root $\alpha$ in $F$, the affine curve $f(y)=t x^{2}$ has a rational point, namely $(0, \alpha)$, over the Laurent series field $F((t))$. Hence by Proposition 2.1 the form $\langle 1,-t,-x,-g(x)\rangle$ is isotropic, which implies that the form $\langle 1,-x,-g(x)\rangle$ is isotropic as well. This means that the Pfister form $\langle\langle x, g(x)\rangle\rangle$ is trivial. Then $\bar{x}$ is a square in the field $F_{p}$.
$(2) \Longrightarrow(1)$ : In view of the exact sequence for $W(F(x))$ the Pfister form $\langle x, g(x)\rangle$ is trivial; hence the form $\langle 1,-x,-g(x)\rangle$ is isotropic. By Proposition 2.1 the affine curve $f(y)=t x^{2}$ has a rational point over $F((t))$, say $\left(x_{0}, y_{0}\right)$. Suppose $f$ has no root in $F$. Let $v$ be the discrete $F$-valuation on $F((t))$ such that $v(t)=1$. Obviously, $v\left(t x_{0}^{2}\right)$ is odd, but $v\left(y_{0}^{4}+2 u_{1} y_{0}^{2}-8 u_{3} y_{0}+u_{1}^{2}-4 u_{2}\right)$ is even, a contradiction.

## 3. On the Witt kernel $W(F(C) / F)$ for the plane curve $C$ with the equation <br> $$
y^{2}=a_{4} x^{4}+a_{2} x^{2}+a_{1} x+a_{0}
$$

If $C$ is a nonsingular algebraic curve over the field $F$ with a rational point $p \in C$ and the function field $F(C)$, then the composition of the restriction map $W(F) \rightarrow$ $W(F(C))$ and the first residue map $\partial_{p}: W(F(C)) \rightarrow W(F)$ is the identity; hence $W(F(C) / F)=0$. More generally, applying Springer's theorem, it is easy to see that $W(F(C) / F)=0$ if $C$ has a point of odd degree. In the opposite case the computation of $W(F(C) / F)$ can hardly be done in general. In this section we describe all Pfister forms from the ideal $W(F(C) / F)$, with $C$ being the affine plane curve determined by the equation $y^{2}=f(x)$, where $f(x)=a_{4} x^{4}+a_{2} x^{2}+a_{1} x+a_{0} \in F[x]$ is a squarefree quartic polynomial, $a_{4} \neq 0$. Obviously, the last equation is equivalent to the equation $y^{4}+2 u_{1} y^{2}-8 u_{3} y+u_{1}^{2}-4 u_{2}=a x^{2}, a \neq 0$, under an invertible change of the coefficients. As a consequence, we compute $W(F(C) / F)$ if the $u$-invariant of the field $F$ is at most 10 .

The description of 2-fold Pfister forms in $W(F(C) / F)$, or, equivalently quaternion algebras in $\operatorname{Br}(F(C) / F)$, was made in [Shick 1994; Haile and Han 2007] correspondingly. The proof of Proposition 3.1 below, is, in fact, very similar to that in [Shick 1994, Theorem 9], but we give it here for the sake of completeness, and because we need it in Proposition 3.2.

Let $e \in F$. Set

$$
M=\left(\begin{array}{ccc}
a_{4} & 0 & \frac{1}{2}\left(a_{2}-e\right) \\
0 & e & \frac{1}{2} a_{1} \\
\frac{1}{2}\left(a_{2}-e\right) & \frac{1}{2} a_{1} & a_{0}
\end{array}\right),
$$

and $d(e)=-\operatorname{det}(M)$.
Proposition 3.1. Assume that $0 \neq Q \in \operatorname{Br}(F(C) / F)$. Then either $Q=\left(a_{4}, e\right)$, where $e \neq 0, d(e) \in F^{* 2} \cup\{0\}$, or $a_{1}=0$ and $Q=\left(a_{4}, a_{2}^{2}-4 a_{0} a_{4}\right)$. Conversely, any quaternion algebra of the types above belongs to $\operatorname{Br}(F(C) / F)$.

Proof. Let $0 \neq Q \in \operatorname{Br}(F(C) / F)$, let $\pi$ be the 2-fold Pfister form corresponding to $Q$, and let $-\varphi$ be the pure subform of $\pi$, i.e., $\pi \simeq\langle 1\rangle \perp-\varphi$. Let $V$ be the underlying vector space of $\varphi$. Assume that $Q_{F(C)}=0$. Since $\varphi$ is anisotropic, by the CasselsPfister theorem there exist $v_{0}, v_{1}, v_{2} \in V$ such that $\varphi\left(x^{2} v_{2}+x v_{1}+v_{0}\right)=f(x)$. Comparing the coefficients on the left-hand and the right-hand sides of the last equality, we get the system
( $)$

$$
\left\{\begin{aligned}
\varphi\left(v_{2}, v_{2}\right) & =a_{4}, \\
\varphi\left(v_{1}, v_{2}\right) & =0, \\
\varphi\left(v_{1}, v_{1}\right)+2 \varphi\left(v_{0}, v_{2}\right) & =a_{2}, \\
\varphi\left(v_{0}, v_{1}\right) & =\frac{1}{2} a_{1}, \\
\varphi\left(v_{0}, v_{0}\right) & =a_{0} .
\end{aligned}\right.
$$

If $d(e) \neq 0$, then $M$ is the matrix of $\varphi$ with respect to the basis ( $v_{2}, v_{1}, v_{0}$ ), and so $d(e) \in F^{* 2}$.

If $e \neq 0$, then $\left\langle a_{4}, e\right\rangle$ is a regular subform of the form $\left.\varphi\right|_{\left\langle v_{0}, v_{1}, v_{2}\right\rangle}$. Since det $\varphi=-1$, we get $\varphi \simeq\left\langle a_{4}, e,-a_{4} e\right\rangle$, which implies $\pi \simeq\left\langle\left\langle a_{4}, e\right\rangle\right\rangle$ and $Q=\left(a_{4}, e\right)$. If $e=0$, then

$$
M=\left(\begin{array}{ccc}
a_{4} & 0 & \frac{1}{2} a_{2} \\
0 & 0 & \frac{1}{2} a_{1} \\
\frac{1}{2} a_{2} & \frac{1}{2} a_{1} & a_{0}
\end{array}\right) .
$$

If additionally $a_{1} \neq 0$, then

$$
\mathbb{H}=\left(\begin{array}{cc}
0 & \frac{1}{2} a_{1} \\
\frac{1}{2} a_{1} & a_{0}
\end{array}\right)
$$

is a regular subform of $\varphi$; hence $Q=0$, a contradiction. If $e=a_{1}=0$, then, since $f$ is squarefree, $a_{2}^{2}-4 a_{0} a_{4} \neq 0$. Hence

$$
\left(\begin{array}{ll}
a_{4} & \frac{1}{2} a_{2} \\
\frac{1}{2} a_{2} & a_{0}
\end{array}\right)
$$

is a regular subform of $\varphi$, so $\varphi \simeq\left\langle a_{4},-a_{4}\left(a_{2}^{2}-4 a_{0} a_{4}\right), a_{2}^{2}-4 a_{0} a_{4}\right\rangle, \pi \simeq\left\langle\left\langle a_{4}\right.\right.$, $\left.a_{2}^{2}-4 a_{0} a_{4}\right\rangle$, and $Q=\left(a_{4}, a_{2}^{2}-4 a_{0} a_{4}\right)$.

Conversely, assume that $d(e) \in F^{* 2}, e \neq 0$. Consider the form $\varphi$ with the matrix

$$
M=\left(\begin{array}{ccc}
a_{4} & 0 & \frac{1}{2}\left(a_{2}-e\right) \\
0 & e & \frac{1}{2} a_{1} \\
\frac{1}{2}\left(a_{2}-e\right) & \frac{1}{2} a_{1} & a_{0}
\end{array}\right)
$$

with respect to a certain basis $v_{2}, v_{1}, v_{0}$. Then $\varphi \simeq\left\langle a_{4}, e,-a_{4} e\right\rangle$. Hence system ( $\star$ ) implies

$$
f=\varphi\left(x^{2} v_{2}+x v_{1}+v_{0}\right) \in D(\varphi)=D\left(\left\langle a_{4}, e,-a_{4} e\right\rangle\right),
$$

so $\left(a_{4}, e\right)_{F(C)}=0$. Assume now that $d(e)=0, e \neq 0$. Then $\varphi$ is degenerate, and $\left\langle a_{4}, e\right\rangle$ is a regular subform of $\varphi$; hence $\varphi \simeq\left\langle a_{4}, e, 0\right\rangle$. Therefore, $f \in$ $D\left(\left\langle a_{4}, e, 0\right\rangle\right)=D\left(\left\langle a_{4}, e\right\rangle\right)$, so again $\left(a_{4}, e\right)_{F(C)}=0$.

Finally, if $a_{1}=0$, then

$$
f(x)=a_{4} x^{4}+a_{2} x^{2}+a_{0}=a_{4}\left(x^{2}+\frac{a_{2}}{2 a_{4}}\right)^{2}+\left(a_{0}-\frac{a_{2}^{2}}{4 a_{4}}\right) \in D\left\langle a_{4}, a_{0}-\frac{a_{2}^{2}}{4 a_{4}}\right\rangle,
$$

so $\left(a_{4}, a_{2}^{2}-4 a_{0} a_{4}\right)_{F(C)}=\left(a_{4}, a_{0}-a_{2}^{2} /\left(4 a_{4}\right)\right)_{F(C)}=0$.
Let $n \geq 3$. Let $P_{n}(f)$ be the set of $n$-fold Pfister forms $\pi$ over $F$ such that $\pi_{F(C)}=0$, where $f$ and $C$ are as in Proposition 3.1. We say that $\pi \in P_{n}(f)$ is standard if $\rho \subset \pi$ for some $\rho \in P_{2}(f)$. Otherwise we say that $\pi \in P_{n}(f)$ is nonstandard.

Proposition 3.2. Assume $n \geq 3, \pi \in P_{n}(f)$ is nonstandard, and $d(e)$ has the same meaning as in Proposition 3.1. Then there exist e, $r \in F, e \neq 0, r^{2}-d(e) \neq 0$, such that $\left\langle\left\langle a_{4}, e, r^{2}-d(e)\right\rangle\right\rangle \subset \pi$. Moreover, $\left\langle\left\langle a_{4}, e, r^{2}-d(e)\right\rangle\right\rangle \in P_{3}(f)$ for any $e, r \in F$, $e \neq 0, r^{2}-d(e) \neq 0$.

Proof. Assume that $\pi \in P_{n}(f)$, or, equivalently, $f \in D\left(-\pi^{\prime}\right)$. Then the proof of Proposition 3.1 shows there is some $e \in F$ such that one of the following cases holds:
(1) $e \neq 0, d(e) \neq 0$,

$$
\left(\begin{array}{ccc}
a_{4} & 0 & \frac{1}{2}\left(a_{2}-e\right) \\
0 & e & \frac{1}{2} a_{1} \\
\frac{1}{2}\left(a_{2}-e\right) & \frac{1}{2} a_{1} & a_{0}
\end{array}\right) \subset-\pi^{\prime},
$$

where $\pi^{\prime}$ is the pure subform of $\pi$.
(2) $e \neq 0, d(e)=0,\left\langle a_{4}, e\right\rangle \subset-\pi^{\prime}$.
(3) $a_{1}=0$,

$$
\left(\begin{array}{cc}
a_{4} & \frac{1}{2} a_{2} \\
\frac{1}{2} a_{2} & a_{0}
\end{array}\right) \subset-\pi^{\prime}
$$

In the second case, $\left\langle\left\langle a_{4}, e\right\rangle\right\rangle \subset \pi$ and $d(e)=0$. In the third case $\left\langle\left\langle a_{4}, a_{2}^{2}-4 a_{0} a_{4}\right\rangle \subset \pi\right.$. In both cases, $\pi$ is standard.

In the first case, $\left\langle a_{4}, e,-a_{4} e d(e)\right\rangle \subset-\pi^{\prime}$. Set $\tau \simeq\left\langle 1,-a_{4},-e, a_{4} e d(e)\right\rangle$. Hence $\tau \subset \pi$, which implies $\pi_{F(\tau)}=0$. By [Fitzgerald 1983, Corollary 1.5] there is a 3-fold Pfister form $\rho$ such that $\tau \subset \rho \subset \pi$. In particular, by [Wadsworth 1975] there is $s \in F^{*}$ such that $\rho \simeq \tau \otimes\left\langle\langle s\rangle\right.$. Since $\rho \in I^{3}(F)$, we have $\langle\langle d(e), s\rangle\rangle=0$; i.e., $\left\langle\langle s\rangle \simeq\left\langle\left\langle r^{2}-d(e)\right\rangle\right\rangle\right.$ for some $r \in F$. Therefore, $\rho \simeq\left\langle\left\langle a_{4}, e, r^{2}-d(e)\right\rangle\right\rangle$.

Conversely, let $\delta \simeq\left\langle\left\langle a_{4}, e, r^{2}-d(e)\right\rangle\right\rangle \neq 0$ for some $e, r \in F, e \neq 0, r^{2}-d(e) \neq 0$. In particular, $d(e) \neq 0$. Then $\delta \simeq \tau \otimes\left\langle\left\langle r^{2}-d(e)\right\rangle\right.$, where $\tau \simeq\left\langle 1,-a_{4},-e, a_{4} e d(e)\right\rangle$
as earlier. The form $\left\langle a_{4}, e,-a_{4} e d(e)\right\rangle \subset-\delta^{\prime}$ is isomorphic to the form $\varphi$ with the matrix

$$
M_{\varphi}=\left(\begin{array}{ccc}
a_{4} & 0 & \frac{1}{2}\left(a_{2}-e\right) \\
0 & e & \frac{1}{2} a_{1} \\
\frac{1}{2}\left(a_{2}-e\right) & \frac{1}{2} a_{1} & a_{0}
\end{array}\right)
$$

with respect to a certain basis $v_{2}, v_{1}, v_{0}$, which implies that $f=\varphi\left(x^{2} v_{2}+x v_{1}+v_{0}\right) \in$ $D\left(-\delta^{\prime}\right)$. Therefore, $\delta_{F(C)}=0$, and we are done. Certainly, $\delta$ is not necessarily nonstandard.

Corollary 3.3. Let $\pi \in P_{n}(f), n \geq 3$. Then there are $s_{1}, \ldots, s_{n-3} \in F^{*}$ and $\rho \in P_{3}(f)$ such that $\pi \simeq \rho \otimes\left\langle\left\langle s_{1}, \ldots, s_{n-3}\right\rangle\right\rangle$.
Proof. This follows at once from the definition of standard Pfister forms and Proposition 3.2.

If the $u$-invariant of $F$ is small enough, then one can give a complete description of the ideal $W(F(C) / F)$.

Proposition 3.4. Let $F$ be a field with $u(F) \leq 10$ (for instance, $F$ is the function field of a 3 -dimensional variety over an algebraically closed field). Then any element of $W(F(C) / F)$ is a sum of an element from $P_{2}(f)$ and an element from $P_{3}(f)$.
Proof. Let $\varphi \in W(F(C) / F)$. Since $\operatorname{disc}(\varphi)_{F(x)(\sqrt{f(x)})}=1, a_{4} \neq 0$, and $f(x)=$ $a_{4} x^{4}+a_{2} x^{2}+a_{1} x+a_{0}$ is squarefree, we have $\operatorname{disc}(\varphi)=1$. Since $C(\varphi)_{F(x)(\sqrt{f(x))}}=0$, we get that $C(\varphi)$ is a quaternion. Let $\pi \in P_{2}(f)$ be a 2 -fold Pfister form associated with $C(\varphi)$. If $\pi=0$, then $C(\varphi)=0$. Since $\operatorname{dim}(\varphi) \leq 10$, a result of Pfister implies that $\varphi \in I^{3}(F)$ [Scharlau 1985, Chapter 2, Theorem 14.4] (also this follows from Merkurjev's theorem, but we do not need this profound result here). Since $u(F) \leq 10$, it follows that $\varphi$ is a 3-fold Pfister form [Lam 2005, Chapter XII, Proposition 2.8].

If $\pi \neq 0$, then similarly $\varphi-\pi \in I^{3}(F)$; hence $\varphi=\pi+(\varphi-\pi)$ is a sum of a 2-fold Pfister form and a 3-fold one from $W(F(C) / F)$.
Open Question. Is the ideal $W(F(C) / F)$ generated by 2-fold and 3-fold Pfister forms in general?

A natural question arises as to whether nonstandard Pfister forms exist. The following statement shows that this is really the case.
Proposition 3.5. Let $f(x)=a_{4} x^{4}+a_{2} x^{2}+a_{1} x+a_{0}$ be a squarefree polynomial over a field $k$. Let $C$ be the curve with the equation $y^{2}=f(x)$. The following conditions are equivalent:
(1) The curve C has no rational point over $k$.
(2) There exists a field extension $F / k$ with a nonstandard 3-fold Pfister form over $F$ for the curve $C_{F}$.
(3) There exist a field extension $K / k$ such that $\operatorname{cd}_{2} K=1$, and a nonstandard 3-fold Pfister form over the rational function field $F=K(u, v)$ for the curve $C_{F}$. Moreover, in this example $\operatorname{Br}(F(C) / F)=0$.
Proof. (2) $\Rightarrow(1)$ : This is obvious, since if $C$ had a $k$-rational point, then $W(F(C) / F)$ would be trivial for any field extension $F / k$.
(3) $\Rightarrow$ (2): This is also obvious.
$(1) \Rightarrow(3)$ : In view of Corollary 2.7, there is a field extension $K / k$ such that $\operatorname{cd}_{2} K=1$ and $C$ has no $K$-rational point. Set $F=K(u, v)$ and consider the Pfister form $\pi \simeq\left\langle\left\langle a_{4}, u, v^{2}-d(u)\right\rangle \in W(F(C) / F)\right.$. Since $C$ has no $K$-rational point, we get by Example 2.2 that $\partial_{v^{2}-d(u)}(\pi)=\left\langle\left\langle a_{4}, u\right\rangle_{K(u)(\sqrt{d(u))}} \neq 0\right.$. Therefore, $\pi \neq 0$. Now to check that $\pi$ is nonstandard, it suffices to show that $\operatorname{Br}(F(C) / F)=0$. Since ${ }_{2} \operatorname{Br}(K)=0$, this is a direct consequence of the following:
Lemma 3.6. The restriction map $\operatorname{Br}(L(C) / L) \rightarrow \operatorname{Br}(L(u)(C) / L(u))$ is an isomorphism for any field extension $L / k$.
Proof. Obviously, the map in question is injective. By Proposition 3.1 any element of $\operatorname{Br}(L(u)(C) / L(u))$ equals ( $a_{4}, p(u)$ ) for some $p \in L[u]$. Let $q$ be a prime divisor of $p$. We have

$$
\bar{a}_{4}=\partial_{q}\left(a_{4}, p\right) \in \operatorname{ker}\left(L_{q}^{*} / L_{q}^{* 2} \rightarrow L_{q}(C)^{*} / L_{q}(C)^{* 2}\right)
$$

Since $f(x)=a_{4} x^{4}+a_{2} x^{2}+a_{1} x+a_{0}$ is squarefree, $a_{4} \in L_{q}^{* 2}$; that is, $\partial_{q}\left(a_{4}, p\right)=\overline{1}$. Therefore, $\left(a_{4}, p\right) \in \operatorname{Br}(L(C) / L)$, so the lemma is proven, which completes also the proof of the implication $(1) \Longrightarrow(3)$.
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