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CONGRUENCE SUBGROUPS AND
SUPER-MODULAR CATEGORIES

PARSA BONDERSON, ERIC C. ROWELL,
ZHENGHAN WANG AND QING ZHANG

A super-modular category is a unitary premodular category with Müger
center equivalent to the symmetric unitary category of super-vector spaces.
Super-modular categories are important alternatives to modular categories
as any unitary premodular category is the equivariantization of a either a
modular or super-modular category. Physically, super-modular categories
describe universal properties of quasiparticles in fermionic topological phases
of matter. In general one does not have a representation of the modular
group SL(2,Z) associated to a super-modular category, but it is possible to
obtain a representation of the (index 3) θ -subgroup: 0θ < SL(2,Z). We study
the image of this representation and conjecture a super-modular analogue of
the Ng–Schauenburg congruence subgroup theorem for modular categories,
namely that the kernel of the 0θ representation is a congruence subgroup. We
prove this conjecture for any super-modular category that is a subcategory of
modular category of twice its dimension, i.e., admitting a minimal modular
extension. Conjecturally, every super-modular category admits (precisely 16)
minimal modular extensions and our conjecture would be a consequence.

1. Introduction

A key part of the data for a modular category C is the S and T matrices encoding
the nondegeneracy of the braiding and the twist coefficients, respectively. We will
denote by S̃ the unnormalized matrix obtained as the invariants of the Hopf link
so that S̃0,0 = 1, while S = S̃/D will denote the (unitary) normalized S-matrix
where D2

= dim(C) is the categorical dimension and D > 0. Later, we will use the
same conventions for any premodular category (for which S may not be invertible).
The diagonal matrix T := θiδi, j has finite order (Vafa’s theorem, see [Bakalov and
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Kirillov 2001]) for any premodular category. For a modular category the S and T
matrices satisfy (see, e.g., [Bakalov and Kirillov 2001, Theorem 3.1.7]):

(1) S2
= C where Ci, j = δi, j∗ (so S4

= C2
= I ).

(2) (ST )3 = D+
D S2 where D+ =

∑
i S̃2

0,iθi .

(3) T C = CT.

These imply that from any modular category C of rank r (i.e., with r isomorphism
classes of simple objects) one obtains a projective unitary representation of the
modular group ρ : SL(2,Z)→ PSU(r) defined on generators by s=

( 0
1
−1
0

)
→ S

and t=
(1

0
1
1

)
→ T composed with the canonical projection πr :U(r)→PSU(r). By

rescaling the S and T matrices, ρ may be lifted to a linear representation of SL(2,Z),
but these lifts are not unique. This representation has topological significance: one
identifies the modular group with the mapping class group Mod(61,0) of the torus
(t and st−1s−1 correspond to Dehn twists about the meridian and parallel) and this
projective representation is the action of the mapping class group on the Hilbert
space associated to the torus by the modular functor obtained from C.

A subgroup H < SL(2,Z) is called a congruence subgroup if H contains a
principal congruence subgroup 0(n) := {A ∈ SL(2,Z) : A ≡ I (mod n)} for some
n ≥ 1. Since 0(n) is the kernel of the reduction modulo n map SL(2,Z) →

SL(2,Z/nZ), any congruence subgroup has finite index. The level of a congruence
subgroup H is the minimal n so that 0(n) < H. More generally, for G < SL(2,Z)

we say H < G is a congruence subgroup if G ∩ 0(n) < H with the level of H
defined similarly.

The connection between topology and number theory found through the repre-
sentation above is deepened by the following congruence subgroup theorem:

Theorem 1.1 [Ng and Schauenburg 2010]. Let C be a modular category of rank r
with T -matrix of order N. Then the projective representation ρ :SL(2,Z)→PSU(r)
has ker(ρ) a congruence subgroup of level N.

In particular the image of ρ factors over SL(2,Z/NZ) and hence is a finite
group. This fact has many important consequences: for example, it is related to
rank-finiteness [Bruillard et al. 2016a] and can be used in classification problems
[Bruillard et al. 2016b].

A super-modular category is a unitary ribbon fusion category whose Müger
center is equivalent, as a unitary symmetric ribbon fusion category, to the category
sVec of super-vector spaces (equipped with its unique structure as a unitary spherical
symmetric fusion category). Super-modular categories (or slight variations) have
been studied from several perspectives; see [Bonderson 2007; Davydov et al. 2013a;
Bruillard et al. 2017; Lan et al. 2016] for a few examples. An algebraic motivation
for studying these categories is the following: any unitary braided fusion category
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is the equivariantization [Drinfeld et al. 2010] of either a modular or super-modular
category (see [Sawin 2002, Theorem 2]). Physically, super-modular categories
provide a framework for studying fermionic topological phases of matter [Bruillard
et al. 2017]. Topological motivations include the study of spin 3-manifold invariants
[Sawin 2002; Blanchet 2005; Blanchet and Masbaum 1996] and (3+1)-TQFTs
[Walker and Wang 2012].

Remark. We restrict to unitary categories both for mathematical convenience and
for their physical significance. On the other hand, there is a nonunitary version sVec−

of sVec: the underlying (non-Tannakian) symmetric fusion category is the same,
but with the other possible spherical structure, which leads to negative dimensions.
We could define super-modular categories more generally as premodular categories
B with Müger center equivalent to either of sVec or sVec−. However, we do not
know of any examples B with B′∼= sVec− that are not simply of the form C�sVec−

for some modular category C (A. Bruguières asked Rowell and Wang for such an
example in 2016).

One interesting feature of super-modular categories B is that their S and T
matrices have tensor decompositions [Bonderson et al. 2013, Appendix; Bruillard
et al. 2017, Theorem III.5]):

(1-1) S = 1
√

2

(
1 1
1 1

)
⊗ Ŝ, T =

(
1 0
0 −1

)
⊗ T̂ ,

where Ŝ is unitary and T̂ is a diagonal (unitary) matrix, depending on r/2− 1
sign choices. Two naive questions motivated by the above are whether Ŝ and a
choice of T̂ provide a (projective) representation of SL(2,Z), and whether the group
generated by Ŝ and a choice of T̂ is finite. Of course if B = sVec�D for some
modular category D (split super-modular) then the answer to both is “yes”. More
generally, as Example 2.1 below illustrates, the answer to both questions is “no”.

The physical and topological applications of super-modular categories motivate a
more refined question as follows. The consideration of fermions on a torus [Alvarez-
Gaumé et al. 1986] leads to the study of spin structures on the torus 61,0: there
are three even spin structures (A, A), (A, P), (P, A) and one odd spin structure
(P, P), where A, P denote antiperiodic and periodic boundary conditions. The
full mapping class group Mod(61,0)= SL(2,Z) permutes the even spin structures:
s interchanges (P, A) and (A, P), and preserves (A, A), whereas t interchanges
(A, A) and (P, A) and preserves (A, P). Note that both s and t2 preserve (A, A),
so that the index 3 subgroup 0θ := 〈s, t2〉 < SL(2,Z) is the spin mapping class
group of the torus equipped with spin structure (A, A). The spin mapping class
group of the torus with spin structure (A, P) or (P, A) is similarly generated
by s2 and t, which is projectively isomorphic to Z. On the other hand, 0θ is
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projectively the free product of Z/2Z with Z [Rademacher 1929]. Now the matrix
T̂ 2 is unambiguously defined for any super-modular category B, and in [Bruillard
et al. 2017, Theorem II.7] it is shown that s→ Ŝ and t2→ T̂ 2 define a projective
representation ρ̂ of 0θ . We propose the following:

Conjecture 1.2. Let B be a super-modular category of rank 2k and Ŝ and T̂ 2 the
corresponding matrices as in (1-1). Then the kernel of the projective representation
ρ̂ : 0θ → PSU(k) given by ρ̂(s) = πk(Ŝ) and ρ̂(t2) = πk(T̂ 2) is a congruence
subgroup.

In particular if this conjecture holds then ρ̂(0θ ) is finite. We do not know what
to expect the level of ker ρ̂ to be (in terms of, say, the order of T̂ 2), but we provide
some examples below.

An important outstanding conjecture [Davydov et al. 2013b, Question 5.15;
Bruillard et al. 2017, Conjecture III.9; Müger 2003, Conjecture 5.2] is that every
super-modular category B has a minimal modular extension, that is, B can be
embedded in a modular category C of dimension dim(C) = 2 dim(B). One may
characterize such C: they are called spin modular categories [Beliakova et al. 2017];
see Section 3A below. Our main result proves Conjecture 1.2 for super-modular
categories admitting minimal modular extensions.

2. Preliminaries

2A. Super-modular categories. Though one may always define an S-matrix for
any ribbon fusion category B, it may be degenerate. This failure of modularity is
encoded in the subcategory of transparent objects called the Müger center B′. Here
an object X is called transparent if all the double braidings with X are trivial:

cY,X cX,Y = IdX⊗Y .

By Proposition 1.1 of [Bruguières 2000], the simple objects in B′ are those X with
S̃X,Y =dX dY for all simple Y, where dY =dim(Y )= S̃1,Y is the categorical dimension
of the object Y. The Müger center is obviously symmetric, that is, cY,X cX,Y = IdX⊗Y

for all X, Y ∈ B′. Symmetric fusion categories have been classified by Deligne
[1990], in terms of representations of supergroups. In the case that B′∼=Rep(G) (i.e.,
is Tannakian), the modularization (de-equivariantization) procedure of Bruguières
[2000] and Müger [2004] yields a modular category BG of dimension dim(B)/|G|.
Otherwise, by taking a maximal Tannakian subcategory Rep(G) ⊂ B′, the de-
equivariantization BG has Müger center (BG)

′∼= sVec, the symmetric fusion category
of super-vector spaces. Generally, a braided fusion category B with B′ ∼= sVec as
symmetric fusion categories is called slightly degenerate [Drinfeld et al. 2010].

The symmetric fusion category sVec has a unique spherical structure compatible
with unitarity and has S- and T -matrices: SsVec =

1
√

2

( 1
1

1
1

)
and TsVec =

( 1
0

0
−1

)
.
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From this point on we will assume that all our categories are unitary, so that
sVec is a unitary symmetric fusion category. A unitary slightly degenerate ribbon
category will be called super-modular. In other terminology, we say B is super-
modular if its Müger center is generated by a fermion, that is, an object ψ with
ψ⊗2 ∼= 1 and θψ =−1.

Equation (1-1) shows that the S and T matrices of any super-modular category
can be expressed as (Kronecker) tensor products: S = SsVec⊗ Ŝ and T = TsVec⊗ T̂
with Ŝ uniquely determined and T̂ determined by some sign choices. The projective
group generated by Ŝ and T̂ may be infinite for all choices of T̂ as the following
example illustrates:

Example 2.1. Consider the modular category SU(2)6. The label set is

I = {0, 1, 2, 3, 4, 5, 6}.

The subcategory PSU(2)6 is generated by four simple objects with even labels:
X0 = 1, X2, X4, X6. We have

Ŝ =
1√

4+ 2
√

2

(
1 1+

√
2

1+
√

2 −1

)
and T̂ =

(
1 0
0 ±i

)
.

For either choice of T̂ the eigenvalues of ŜT̂ are not roots of unity: one checks
that they satisfy the irreducible polynomial x16

− x12
+

1
4 x8
− x4
+ 1, which has

nonabelian Galois group and is not monic over Z.

2B. The θ -subgroup of SL(2,Z). The index 3 subgroup 0θ < SL(2,Z) generated
by s and t2 has a uniform description (see, e.g., [Köhler 1988]):

0θ =

{(
a b
c d

)
∈ SL(2,Z) : ac ≡ bd ≡ 0 (mod 2)

}
.

The notation 0θ comes from the fact that Jacobi’s θ series θ(z) :=
∑
∞

n=−∞ en2π i z is
a modular form of weight 1

2 on 0θ . Moreover, 0θ is isomorphic to 00(2), the Hecke
congruence subgroup of level 2 defined as those matrices in SL(2,Z) that are upper
triangular modulo 2, and 0(2) is a subgroup of both 00(2) and 0θ . In particular,
00(2) and 0θ are distinct, yet isomorphic, congruence subgroups of level 2. An
explicit isomorphism ϑ :0θ→00(2) is given by ϑ(g)=MgM−1 where M =

(1
0

1
2

)
.

This can be verified directly, via:

M
(

a b
c d

)
M−1
=

(
a+ c d+b−a−c

2
2c d − c

)
.

Observe that ϑ(0(n)) = 0(n) for any n, and for n even 0(n)C0θ . In particular,
we see that 0θ/0(n) < SL(2,Z)/0(n) is isomorphic to an index 3 subgroup of
SL(2,Z/nZ) that is not normal. Suppose ϕ : 0θ → H has a kernel which is a
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congruence subgroup, i.e., 0(n) < ker(ϕ). The congruence level of ker(ϕ), i.e., the
minimal n with 0(n) < ker(ϕ), is the minimal n so that 0θ/0(n)� ϕ(0θ ). The
following provides a characterization of such quotients:

Lemma 2.2. Suppose that n = 2kq with k ≥ 1 and q odd. Denote by Pk a 2-Sylow
subgroup of SL(2,Z/2kZ). Then,

0θ/0(n)∼= Pk ×SL(2,Z/qZ).

Proof. By the Chinese remainder theorem, nonnormal index 3 subgroups of

SL(2,Z/nZ)∼=
∏
p|n

SL(2,Z/p`p Z)

correspond to nonnormal index 3 subgroups of SL(2,Z/p`p Z) where n =
∏

p|n p`p

is the prime factorization of n. Any 2-Sylow subgroup of SL(2,Z/2kZ) has index 3
and is not normal (since reduction modulo 2 gives a surjection to SL(2,Z/2Z)∼=S3)
so it is enough to show that this fails for SL(2,Z/pkZ) with p > 2.

In general, if H <G is a nonnormal subgroup of index 3 then the (transitive) left
action of G on the coset space G/H provides a homomorphism to the symmetric
group on three letters, i.e., φ : G→S3. If φ(G) = A3 (the alternating group on
three letters) then we would have ker(φ)= H CG. Thus φ(G)=S3, so that any
such group G must have an irreducible 2-dimensional representation with character
values 2,−1, 0.

By [Nobs 1976; Eholzer 1995], we see that for p > 2, the groups SL(2,Z/pkZ)

only have 2-dimensional irreducible representations for p = 3, 5, and each of
these representations factor over the reduction modulo p map SL(2,Z/pkZ)�
SL(2,Z/pZ). By inspection neither SL(2,Z/3Z) nor SL(2,Z/5Z) have S3 as
quotients. �

3. Main results

In this section we prove Conjecture 1.2 for any super-modular category that admits
a minimal (spin) modular extension.

3A. Spin modular categories. A spin modular category C is a modular category
with a (chosen) fermion. Let C be a spin modular category, with fermion ψ ,
(unnormalized) S-matrix S̃ and T -matrix T. Proposition II.3 of [Bruillard et al.
2017] provides a number of useful symmetries of S̃ and T :

(1) S̃ψ,α = εαdα, where εα =±1 and εψ = 1.

(2) θψα =−εαθα.

(3) S̃ψα,β = εβ S̃α,β .

We have a canonical Z/2Z-grading C0⊕C1 with simple objects X ∈ C0 if εX = 1
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and X ∈ C1 when εX =−1. The trivial component C0 is a super-modular category,
since C′0 = 〈ψ〉 ∼= sVec.

Since θX = −εXθψX it is clear that ψX 6∼= X for X ∈ C0. However, objects in
C1 may be fixed by −⊗ψ or not. This provides another canonical decomposition
C1 = Cv ⊕ Cσ as abelian categories, where a simple object X ∈ Cv ⊂ C1 if Xψ 6∼= X
and X ∈ Cσ ⊂ C1 if Xψ ∼= X. Finally, using the action of − ⊗ ψ we make a
(noncanonical) decomposition of C0 = C̆0⊕ψ C̆0 and Cv = C̆v ⊕ψ C̆v so that when
X ∈ C̆0 we have Xψ ∈ ψ C̆0 and similarly for Cv. Notice that for X ∈ C0 we have
X∗ 6∼= ψ ⊗ X since θX = θX∗ , so that we may ensure X and X∗ are both in C̆0 or
both in ψ C̆0. On the other hand, for Y ∈ Cv it is possible that X∗ ∼= ψ ⊗ X — for
example, this occurs for SO(2)1.

We choose an ordered basis

5=50 tψ50 t5v tψ5v t5σ

for the Grothendieck ring of C that is compatible with the above partition C =
C̆0⊕ψ C̆0⊕ C̆v ⊕ψ C̆v ⊕ Cσ . Using [Bruillard et al. 2017, Proposition II.3] we have
the block matrix decomposition for the S and T matrices:

S =


1
2 Ŝ 1

2 Ŝ A A X
1
2 Ŝ 1

2 Ŝ −A −A −X
AT
−AT B −B 0

AT
−AT

−B B 0
X T
−X T 0 0 0

 T =


T̂ 0 0 0 0
0 −T̂ 0 0 0
0 0 T̂v 0 0
0 0 0 T̂v 0
0 0 0 0 Tσ

 .

Here B and Ŝ are symmetric matrices, and each of T̂ , T̂v and Tσ are diagonal
matrices.

Now consider the following ordered partitioned basis:

(1) 5+0 := {X i +ψX i : X i ∈50},

(2) 5−0 := {X i −ψX i : X i ∈50},

(3) 5+v := {Yi +ψYi : Yi ∈5v},

(4) 5σ := {Zi ∈5σ } and

(5) 5−v := {Yi −ψYi : Yi ∈5v}.

With respect to this partitioned basis, the S and T matrices have the block form:

S′ =


Ŝ 0 0 0 0
0 0 2A X 0
0 2AT 0 0 0
0 2X T 0 0 0
0 0 0 0 2B

 T ′ =


0 T̂ 0 0 0
T̂ 0 0 0 0
0 0 T̂v 0 0
0 0 0 Tσ 0
0 0 0 0 T̂v

.
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From this choice of basis one sees that the representation ρ restricted to 0θ = 〈s, t2〉
has three invariant (projective) subspaces, spanned by 5+0 , 5−0 ∪5

+
v ∪5σ and

5−v , respectively. In particular, we have a surjection ρ(0θ )� ρ̂(0θ ), mapping the
image of S in PSU(|5|) to the image of Ŝ in PSU(|5+0 |). We can now prove:

Theorem 3.1. Suppose that B is a super-modular category with minimal modular
extension C so that B= C0. Assume further that the T -matrix of C has order N. Then
ρ̂ : 0θ → PSU(k) has ker(ρ̂) which is a congruence subgroup of level at most N.

Proof. Let S and T be the S-matrix and T -matrix of C. Consider the projective
representation ρ of SL(2,Z) defined by ρ(s)= S and ρ(t)= T. By Theorem 1.1,
ker(ρ) is a congruence subgroup of level N, i.e., 0(N )<ker(ρ). Now the restriction
of ρ|0θ to 0θ has

ker(ρ|0θ )= ker(ρ)∩0θ ⊃ 0(N )∩0θ .

However, since C contains a fermion N is even, so 0(N ) < 0(2) < 0θ hence
0(N )∩0θ = 0(N ). It follows that 0(N ) < ker(ρ|0θ ). The discussion above now
implies 0(N ) < ker(ρ|0θ ) < ker(ρ̂) as we have a surjection ρ(0θ )� ρ̂(0θ ). Thus,
we have shown that ker(ρ̂) is a congruence subgroup of level at most N, and in
particular, ρ̂ has finite image. �

3B. Further questions. The charge conjugation matrix C in the basis above has
the form C ′i, j =±δi, j∗ . Since we have arranged that X i ∈ 50 implies X∗i ∈50,
C ′i, j =−1 can only occur for i = j ∈5−v : if (W −ψW )∗ =−(W −ψW ) for some
simple object W, then W ∗ = ψW. We see that this can only happen if W ∈ Cv by
comparing twists. Under this change of basis, we have

(S′)2 = dim(C)C ′ and (S′T ′)3 =
D+
D
(S′)2.

It would be interesting to explore the extra relations among the various submatrices
of S′ and T ′.

The 16 spin modular categories of dimension 4 are of the form SO(n)1 (where
SO(n)1 ∼= SO(m)1 if and only if n ∼= m (mod 16)). For n odd SO(n)1 has rank 3
whereas for n even SO(n)1 has rank 4. For example, the Ising modular category
corresponds to n = 1 and SO(2)1 has fusion rules like the group Z4. For any
modular category D and 1≤ n ≤ 16 the spin modular category SO(n)1�D with
fermion (ψ, 1) has either Cσ =∅ or Cv =∅. An interesting problem is to classify
spin modular categories with either Cσ =∅ or Cv =∅, particularly those with no
�-factorization.

4. A case study

Our result gives an upper bound on the level of ker(ρ̂) for super-modular categories
B with minimal modular extensions C: the level of ker(ρ̂) is at most the order of
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the T -matrix of C. The actual level can be lower: for a trivial example we consider
the super-modular category sVec. In this case Ŝ = T̂ 2

= I so the level ker(ρ̂)
is 1, yet the order of the T matrix for its (sixteen) minimal modular extensions
can be 2, 4, 8 or 16. More generally for any split super-modular category B =
D� sVec ⊂ D� SO(n)1 = C (with fermion (1, ψ)) the ratio of the levels of the
kernels of the SL(2,Z) (for C) and 0θ (for B, i.e., D) representations can be 2k for
0≤ k ≤ 4.

To gain further insight we consider a family of nonsplit super-modular categories
obtained from the spin modular category (see [Bruillard et al. 2017, Lemma III.7])
SU(2)4m+2. This has modular data:

S̃i, j :=

sin
(i + 1)( j + 1)π

4m+ 4

sin π
4m+ 4

, T j, j := eπ i( j2
+2 j)/(8m+8),

where 0≤ i, j ≤ 4m+ 2. Since T has order 16(m+ 1), Theorem 1.1 implies that
the image of the projective representation ρ : SL(2,Z)→ PSU(4m+3) defined via
the normalized S-matrix S and T factors over SL(2,Z/NZ) where N = 16(m+1).

The super-modular subcategory PSU(2)4m+2 has simple objects labeled by
even i, j. The factorization (1-1) yields

(4-1) Ŝi, j =

sin
(2i + 1)(2 j + 1)π

4m+ 4

4 sin π
4m+ 4

, T̂ j, j = eπ i( j2
+ j)/(2m+2)

for 0≤ i, j ≤ m, where

4=

√
m+ 1

2

/
sin

π

4m+ 4
.

In [Bruillard et al. 2017] all 16 minimal modular extensions of PSU(2)4m+2 are
explicitly constructed and each has T -matrix of order 16(m+ 1) so that the kernel
of the corresponding projective SL(2,Z) representation is a congruence subgroup
of level 16(m+ 1). Our computations suggest the following conjecture, with cases
verified using Magma indicated in parentheses. A sample of the results of these
computations are found in Table 1. The notation 〈n, k〉 indicates the kth group of
order n in the GAP library of small groups [Besche et al. 2002]. In the last column,
we sometimes give a slightly different description than is indicated in part (f) below.
We include the groups ρ̂(0θ ), A′m := [Am, Am] and Am := Am/Z(Am). As ρ̂ is
not necessarily irreducible, we have ρ̂(0θ )� Am . The congruence level of ker ρ̂ is
computed using Lemma 2.2.
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m |Am | Am A′m ρ̂(0θ )

1 24 D16 Z8 D16 = A′1oZ2

2 12 PSL(2,Z3) Q8 SL(2,Z3)oZ2

3 27
〈128,71〉 〈64,184〉 〈128,71〉

4 60 PSL(2,Z5) SL(2,Z5) A′4oZ2

5 24
·12 D16×PSL(2,Z3) Z8×Q8 (Z8×SL(2,Z3))oZ2

6 168 PSL(2,Z7) SL(2,Z7) A′6oZ2

7 210 A7 |·| = 29 A7

8 324 PSL(2,Z9) (Z3)
3oQ8 (A′8oZ3)oZ2

9 24
·60 D16×PSL(2,Z5) Z8×SL(2,Z5) A′9oZ2

10 660 PSL(2,Z11) SL(2,Z11) A′10oZ2

11 27
·12 〈128,71〉×PSL(2,Z3) 〈64,184〉×Q8 SL(2,Z3)o〈128,71〉

12 1092 PSL(2,Z13) SL(2,Z13) SL(2,Z13)oZ2

13 24
·168 D16×PSL(2,Z7) Z8×SL(2,Z7) A′13oZ2

14 720 PSL(2,Z15) Q8×SL(2,Z5) SL(2,Z15)oZ2

Table 1. A sample of PSU(2)4k+2 results.

Conjecture 4.1. Let Am be the subgroup of SU(k) generated by Ŝ and T̂ 2 as-
sociated with PSU(2)4m+2, the quotient Am := Am/Z(Am) and the commutator
subgroup A′m := [Am, Am]. Then:

(a) When m+1= q is odd, Am = Aq−1∼=PSL(2,Z/qZ) (verified for 2≤m≤ 18).

(b) When m+ 1= 2n we have |Am | = |A2n−1| = 23n+1 (verified for 1≤ n ≤ 5).

(c1) If we write m + 1 = 2nq where q is odd, then Am ∼= A2n−1× Aq−1 (verified
for 1≤ m ≤ 14).

(c2) If we write m+ 1= 2nq where q is odd, |Am | = 23n+1q3∏
p|q(p

2
− 1)/2p2

( primes p) (verified for 1≤ m ≤ 21).

(d) For 5≤ m+ 1= p prime, A′p−1
∼= SL(2,Z/pZ) (verified for 4≤ m ≤ 12).

(e) If we write m + 1 = 2nq where q is odd, then A′m ∼= A′2n−1× A′q−1 (verified
for 1≤ m ≤ 14).

(f) For m+ 1 6≡ 0 (mod 4), we have A′m C ρ̂(0θ ) and ρ̂(0θ ) is an iterated semi-
direct product of A′m with cyclic group actions (verified for 1 ≤ m ≤ 14).
In general, ker(ρ̂) is a congruence subgroup of level 4(m + 1) (verified for
1≤ m ≤ 12).
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Appendix: Magma code

For our computational experiments we used the symbolic algebra software Magma
[Bosma et al. 1997]. In this appendix we give some basic pseudo-code and some
sample Magma code to illustrate how we found the image of ρ̂(0θ ) in our case
study, so that the interested reader can do similar explorations. Given an integer m,
the (m + 1)× (m + 1) Ŝ and T̂ 2 matrices obtained from PSU(2)4m+2 are given
in (4-1). In order to use the Magma software we express the entries of Ŝ and T̂ 2

in the cyclotomic field Q(ω), where ω is an (8m+8)-th root of unity. For this we
must write

sin
(2i + 1)(2 j + 1)π

4m+ 4
and

√
2(m+ 1)

in terms of ω, for which we use the result of generalized form of quadratic Gauss
sums [Berndt and Evans 1981].

Here is the pseudocode to find ρ̂(0θ ) for PSU(2)4m+2:

Algorithm: projective image
input: an integer m
output: ρ̂(0θ ) for PSU(2)4m+2

set K to the cyclotomic field Q(ω), where ω is an (8m+8)-th root of unity.
set M = 2(m+ 1).
initialize S and T2 to be (m+ 1)× (m+ 1) zero matrices over K .

Step 1: calculate auxiliary factor α.
if M ≡ 0 (mod 4)

set α =
∑M−1

n=0 ω
4n2
/(1+ωM)

else
set α =

(
(ωm+1

−ω−(m+1))
∑m

n=0 ω
8n2)

/ω2m+2

if m+ 1≡ 3 (mod 4)
set α = α/ωM

set α = 2/α

Step 2: define the entries of S and T2.
for 1≤ i, j ≤ m+ 1

set Si, j = α
(
ω(2i−1)(2 j−1)

−ω−(2i−1)(2 j−1)
)
/(2ωM)

for 1≤ j ≤ m+ 1
set T2 j, j = ω

(2( j−1))2+4( j−1)

Step 3: find the projective image.
set A to the matrix group generated by S and T2
set Z K to the group of scalar matrices over K
return A/(Z K ∩ A), the projective image of A.
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The following code can be used in Magma [Bosma et al. 1997] to find the ρ̂(0θ )
in this case, and slight modifications will give the other headings of Table 1:

m:=1;
K<w>:=CyclotomicField(8*m+8);
GL:=GeneralLinearGroup(m+1,K);
M:=2*(m+1);
alpha:=0;
if M mod 4 eq 0 then

for n:=0 to M-1 do
alpha:=alpha + w^(4*(n^2));

end for;
alpha:=alpha/(w^M+1);

else
for n:=0 to m do

alpha:= alpha + w^(8*(n^2));
end for;
if (m+1) mod 4 eq 3 then

alpha:=alpha/(w^M);
end if;
alpha:=((w^(m + 1) - w^(-(m + 1)))/(w^(2*m + 2)))*alpha;

end if;
alpha:=2/alpha;
S:=ZeroMatrix(K,m+1,m+1);
for i:=1 to m+1 do

for j:=1 to m+1 do
S[i,j]:=(w^((2*i-1)*(2*j-1))-w^(-(2*i-1)*(2*j-1)))/(2*(w^M));
S[i,j]:=S[i,j]*alpha;

end for;
end for;
T2:=ZeroMatrix(K,m+1,m+1);
for j:=1 to m+1 do

T2[j,j]:=w^((2*(j-1))^2+4*(j-1));
end for;
A:=MatrixGroup<m+1,K|S,T2>;
ZK:=MatrixGroup<m+1,K|w*IdentityMatrix(K,m+1)>;
F:=(A/(A meet ZK));
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ON THE CHOW RING OF THE STACK OF
TRUNCATED BARSOTTI–TATE GROUPS

DENNIS BROKEMPER

We determine the Chow ring of the stack of truncated displays and more
generally the Chow ring of the stack of G-zips. We also investigate the
pullback morphism of the truncated display functor. From this we can
determine the Chow ring of the stack of truncated Barsotti–Tate groups
over a field of characteristic p up to p-torsion.
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Introduction

Edidin and Graham [1998] developed an equivariant intersection theory for actions
of linear algebraic groups G on algebraic spaces X. For such G-spaces they defined
G-equivariant Chow groups AG

∗
(X) generalizing Totaro’s definition [1999] of the

G-equivariant Chow ring of a point. They are an invariant of the corresponding
quotient stack [X/G], i.e., they are independent of the choice of presentation.
Hence they can be used to define the integral Chow group of a quotient stack.
If X is smooth these groups carry a ring structure making them into commutative
graded rings. Edidin and Graham used their theory to compute the Chow ring of
the stacks M1,1 and M̄1,1 of elliptic curves. In an appendix to that paper, Vistoli
computed the Chow ring of M2. Edidin and Fulghesu [2009] computed the integral
Chow ring of the stack of hyperelliptic curves of even genus. In this article we
investigate the Chow ring of the stack of truncated Barsotti–Tate groups over a field
of characteristic p > 0.

Let us denote the stack of level-n Barsotti-Tate groups by BTn . A level-n BT
group has a height and a dimension, which are locally constant functions on the
base. If BTh,d

n denotes the stack of level-n BT groups of constant height h and
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dimension d we obtain a decomposition BTn =
∐

0≤d≤h BTh,d
n into open and closed

substacks. For example, if A is an abelian scheme of relative dimension g then its
pn-torsion subscheme A[pn

] is a level-n BT group of height 2g and dimension g.
Although BTh,d

n has a natural presentation [X/GLpnh ] as a quotient stack with
quasiaffine and smooth X (see [Wedhorn 2001]), it seems unlikely that this presen-
tation can be used directly to compute the Chow ring. Instead we compare the stack
of truncated Barsotti–Tate groups to a stack whose Chow ring is easier to compute,
but still closely related to the Chow ring of BTn .

Our choice for this stack is the stack Dispn of truncated displays introduced in
[Lau 2013]. Displays were first introduced in [Zink 2002] to provide a Dieudonné
theory that is valid not only over perfect fields but more generally over Fp-algebras
or p-adic rings. While displays are given by an invertible matrix with entries in the
ring of Witt vectors W (R), if a basis of the underlying modules is fixed, a truncated
display is given by an invertible matrix over the truncated Witt ring Wn(R).

Using crystalline Dieudonné theory one can associate to every p-divisible group
a display. This induces a morphism φ : BT→Disp from the stack of Barsotti–Tate
groups to the stack of displays, which in turn induces a morphism,

φn : BTn→ Dispn,

compatible with the truncations on both sides. By [Lau 2013], this morphism
is a smooth morphism of smooth algebraic stacks over k and an equivalence on
geometric points.

Theorem A. The pullback φ∗n : A∗(Dispn)→ A∗(BTn) is injective and an isomor-
phism after inverting p.

Let us sketch the proof. Consider a field L and a morphism Spec L→BTn . After
base change to a finite field extension of p-power degree the fiber φ−1

n (Spec L)
is equal to the classifying space of an infinitesimal group scheme necessarily of
p-power degree. It follows that the pullback map of Bloch’s higher Chow groups
A∗(Spec L ,m)→ A∗(φ−1

n (Spec L),m) becomes an isomorphism after inverting p.
Using the long localization exact sequence the theorem follows from a limit argu-
ment and noetherian induction similar to that in [Quillen 1973, Proposition 4.1].
The injectivity assertion follows since A∗(Dispn) is p-torsion free.

Thus to compute the Chow ring of BTn at least up to p-torsion it suffices
to compute the Chow ring of Dispn , which is much easier due to the simpler
presentation as a quotient stack. More precisely, if Disph,d

n denotes the open and
closed substack in Dispn of truncated displays with constant dimension d and height
h we have

Disph,d
n = [GLh(Wn( · ))/Gh,d

n ],

where Wn refers to the ring of truncated Witt vectors and Gh,d
n is an extension of



ON THE CHOW RING OF THE STACK OF TRUNCATED BARSOTTI–TATE GROUPS 273

GLd ×GLh−d by a unipotent group. The following result reduces the calculation
of A∗(Dispn) to the case n = 1.

Theorem B. The pullback τ ∗n : A∗(Disp1)→ A∗(Dispn) of the truncation map
τn : Dispn→ Disp1 is an isomorphism.

This is proved using the factorization

[GLh(Wn( · ))/Gh,d
n ] → [GLh/Gh,d

n ] → [GLh/Gh,d
1 ]

of τn and the fact that the first map is an affine bundle and that Gh,d
n is an extension

of Gh,d
1 by a unipotent group.

In a similar way one shows that the Chow ring of Disph,d
1 coincides with that of

the quotient stack
[GLh /(GLd ×GLh−d)],

where the action is given by conjugation with the Frobenius. This situation is a
special case of Proposition 2.3.2.

Theorem C. The following equation holds:

A∗(Disph,d
1 )= A∗GLd ×GLh−d

(GLh)

= Z[t1, . . . , th]Sd×Sh−d/((p− 1)c1, . . . , (ph
− 1)ch),

where c1, . . . ,ch are the elementary symmetric polynomials in the variables t1, . . . , th .

Moreover, t1, . . . , td and td+1, . . . , th are the Chern roots of the vector bundle
Lie and tLie∨, respectively, over Disph,d

1 . Here Lie is a vector bundle of rank d
assigning to a display its Lie algebra, and tLie∨ is of rank h − d assigning to a
display the dual Lie algebra of its dual display.

It follows that the Q-vectorspace A∗(Disph,d
1 )Q is finite-dimensional of dimen-

sion
(h

d

)
, which also equals the number of isomorphism classes of truncated displays

of level 1 with height h and dimension d over an algebraically closed field. We
show that a basis is given by the cycles of the closures of the respective EO strata.
We prove this fact in greater generality for the stack of G-zips [Pink et al. 2011]
in Section 2.4. In that section we will also compute the Chow ring of the stack
of G-zips for a connected algebraic zip datum. As in the case of displays the
computation can be reduced to the situation of Proposition 2.3.2. In fact, truncated
displays of level 1 are a special case of G-zips.

To state our result we recall that an algebraic zip datum Z is a 4-tuple (G, P, Q, ϕ)
consisting of a split reductive group G, parabolic subgroups P and Q, and an isogeny
ϕ : P/Ru(P)→ Q/Ru(Q). To Z one associates the stack of G-zips [G/EZ ], where
EZ is the group {(p, q) ∈ P × Q | ϕ(πP(p)) = πQ(q)} acting on G by the rule
((p, q), g) 7→ pgq−1. We also recall that an algebraic group is called special if
every principal G-bundle is locally trivial for the Zariski topology.
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Theorem D. Let Z = (G, P, Q, ϕ) be an algebraic zip datum, where G is con-
nected. Let WG =W (G, T ) be the Weyl group of G and WL =W (L , T ) be the Weyl
group of a Levi component L of P with respect to a split maximal torus T ⊂ L of G.
Let g0 ∈ G(k) be such that ϕ(T )= g0 T and let ϕ̃ : T → T denote the composition
of ϕ followed by conjugation with g−1

0 . Then ϕ̃ induces an action on S = Sym(T̂ ),
which we will also denote by ϕ̃. We then have

A∗([G/EZ ])Q = SWL
Q
/( f − ϕ̃ f | f ∈ SWG

+ )Q.

If G is special we have

A∗([G/EZ ])= SWL/( f − ϕ̃ f | f ∈ SWG
+ ).

(Note that the action of ϕ̃ on SWG is independent of the choice of g0 since two
choices differ by an element of NG(T ).)

Gathering the above results we gain the following information on the Chow ring
of the stack of truncated Barsotti–Tate groups.

Theorem E. (i) We have

A∗(BTh,d
n )p = Z[p−1

][t1, . . . , th]Sd×Sh−d/((p− 1)c1, . . . , (ph
− 1)ch),

where ci denotes the i-th elementary symmetric polynomial in the variables
t1, . . . , th , and t1, . . . , td and td+1, . . . , th are the Chern roots of Lie and tLie∨,
respectively.

(ii) We have dimQ A∗(BTh,d
n )Q =

(h
d

)
and a basis is given by the cycles of the

closures of the EO strata.

(iii) (Pic BTh,d
n )p =

{
Z[p−1

]/(p− 1) if d = 0, h,
Z[p−1

]×Z[p−1
]/(p− 1) otherwise,

where the generators for the free and torsion parts are, respectively, det(Lie)
and det(Lie⊗ tLie∨).

It would be interesting to know if the Chow ring of BTn has p-torsion, and more
specifically if the Picard group of BTn has p-torsion. However, since φ∗n is injective
and the Chow ring of Dispn is p-torsion free, p-torsion in the Chow ring of BTn

cannot be constructed using displays.

Terminology and notation. Every scheme is assumed to be of finite type and sepa-
rated over the base field k. In Section 2, we assume k to be of characteristic p > 0.
Algebraic groups are affine smooth group schemes over k. We call an algebraic group
G unipotent if G admits a filtration G = G0 ⊃ G1 ⊃ · · · ⊃ Ge = {1} by subgroups
such that Gi is normal in Gi−1 with quotient isomorphic to Ga . The character
group of an algebraic group G will be denoted by Ĝ. If X is a scheme, A∗(X) will
always denote the operational Chow ring of X [Fulton 1998, Chapter 17]. A∗(X)
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and CH∗(X) will be the Chow group of X graded by dimension and codimension,
respectively. If X is an algebraic space over k with a left action of an algebraic
group G we will refer to X as a G-space. We write [X/G] for the corresponding
quotient stack. If G acts freely on X, i.e., the stabilizer of every point is trivial, then
[X/G] is an algebraic space. In this case we will write X/G instead of [X/G] and
call X→ X/G the principal bundle quotient of X with structure group G.

1. Equivariant intersection theory

1.1. Equivariant Chow groups. Consider an algebraic group G over k. By [Edidin
and Graham 1998, Lemma 9], we can find a representation V of G, and an open
subset U in V such that the complement of U has arbitrary high codimension, and
such that the principal bundle quotient U/G exists in the category of schemes. If X
is an algebraic space on which G acts then G acts diagonally on X ×U and we
will denote the principal bundle quotient (X ×U )/G by XG .

Convention 1.1.1. We call a pair (V,U ) consisting of a G-representation V and
an open subset U a good pair for G if G acts freely on U, i.e., the stabilizer of every
point is trivial. Sometimes we will call the quotient XG = (X ×U )/G a mixed
space for the G-space X. If (V,U ) is a good pair for G with codim(U c, V ) > i we
will also call (X ×U )/G an approximation of [X/G] up to codimension i .

If X has dimension n the i-th equivariant Chow group AG
i (X) is defined in the

following way. Choose a good pair (V,U ) for G such that the complement of U
has codimension greater than n− i . Then one defines

AG
i (X)= Ai+l−g(XG),

where l denotes the dimension of V and g is the dimension of G. The definition
is independent of the choice of the pair (V,U ) as long as codim(U c, V ) > n− i
holds [Edidin and Graham 1998, Definition-Proposition 1].

The equivariant Chow groups have the same functorial properties as ordinary
Chow groups [Edidin and Graham 1998, Section 2]. In particular, we have an
operational equivariant Chow ring A∗G(X) [Edidin and Graham 1998, Section 2.6],
i.e., an element c ∈ Ai

G(X) consists of operations c(Y → X) : AG
∗
(Y )→ AG

∗−i (Y )
for each G-equivariant map Y → X that are compatible with flat pullback, proper
pushforward and Gysin homomorphisms.

We will denote by CH∗G(X) the G-equivariant Chow group of X graded by
codimension. If X is a pure dimensional G-scheme and (V,U ) a good pair for G
with codim(U c, V ) > i then

CH j
G(X)= CH j ((X ×U )/G)

for all j ≤ i . This motivates the term “approximation of [X/G] up to codimension i”
in Convention 1.1.1.
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If X is smooth then CH∗G(X) carries a ring structure which makes it into a com-
mutative graded ring with unit element. Moreover, there is a natural isomorphism
A∗G(X)∼= CH∗G(X) of graded rings [Edidin and Graham 1998, Proposition 4].

By [Edidin and Graham 1998, Proposition 16], the equivariant Chow groups do
not depend on the presentation as a quotient, meaning if X is a G-space and Y is an
H -space such that [X/G]∼=[Y/H ], then AG

i+g(X)= AH
i+h(Y ), where g=dim G and

h = dim H. Hence one can define the Chow group of a quotient stack [X/G] to be

Ai ([X/G])= AG
i+g(X)

with g = dim G. By [Edidin and Graham 1998, Proposition 19], one has

A∗([X/G])∼= A∗([X/G]),

whenever X is smooth.

1.2. Higher equivariant Chow groups. The reason we shall need higher Chow
groups is that they extend the localization exact sequence to the left. Higher Chow
groups were introduced by Bloch [1986]. For a scheme X , higher Chow groups
Ai (X,m) are defined as the homology of the complex zi (X, ∗), where zi (X,m) is
the group of cycles of dimension m+ i in X ×1m meeting all faces properly. For
m = 0 one gets back the usual Chow group A∗(X), and Ai (X,m) may be nontrivial
for −m ≤ i ≤ dim X. The definition of these higher Chow groups also works for
algebraic spaces.

In order to define G-equivariant versions AG
∗
(X,m) of higher Chow groups we

need the homotopy property for the mixed spaces XG , i.e., the pullback map

A∗(XG,m)→ A∗(E,m)

for a vector bundle E over XG is an isomorphism. This is true for any scheme
if E is trivial by [Bloch 1986, Theorem 2.1]. To prove the assertion for arbitrary
vector bundles one needs the localization exact sequence of higher Chow groups
proved by Bloch in the case of quasiprojective schemes: if X is an equidimensional,
quasiprojective scheme over k and Y ⊂ X is a closed subscheme with complement
U = X − Y, then there is a long exact sequence of higher Chow groups

· · · → A∗(Y,m)→ A∗(X,m)→ A∗(U,m)→ A∗(Y,m− 1)→

· · · → A∗(Y )→ A∗(X)→ A∗(U )→ 0.

For a proof see [Edidin and Graham 1998, Lemma 4] and [Bloch 1986, Theo-
rem 3.1].

Remark 1.2.1. Levine extended Bloch’s proof of the existence of the long local-
ization exact sequence to all separated schemes of finite type over k [Levine 2001,
Theorem 1.7]. Hence for the equivariant higher Chow groups to be well defined
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it suffices that we can choose the mixed spaces to be separated schemes over k.
However, in all applications we have in mind the conditions of Lemma 1.2.2 will
be satisfied.

Lemma 1.2.2. Let G be an algebraic group and X a normal, quasiprojective G-
scheme. Then for any i > 0 there is a representation V of G and an invariant
open subset U ⊂ V whose complement has codimension greater than i such that
G acts freely on U and the principal bundle quotient (X ×U )/G is a quasipro-
jective scheme. In other words, the quotient stack [X/G] can be approximated by
quasiprojective schemes.

Proof. Embed G into GLn for some n. Then there is a representation V of GLn

and an open subset U ⊂ V, whose complement has codimension greater than i
such that U/GLn is a Grassmannian (see [Edidin and Graham 1998, Lemma 9]).
Since GLn is special the GLn /G-bundle π :U/G→U/GLn is locally trivial for
the Zariski topology, and we will first show that π is quasiprojective.

Since GLn /G is quasiprojective and normal there is an ample GLn-linearizable
line bundle L→ GLn /G [Thomason 1988, Section 5.7]. Then

(U × L)/GLn→ (U × (GLn /G))/GLn =U/G

is a line bundle relatively ample for π . This shows that π is quasiprojective. The
same holds then for U/G. Again by [Thomason 1988, Section 5.7], there is an ample
G-linearizable line bundle on X. The pullback to X ×U is then relatively ample
for the projection X ×U→U. Applying [Mumford et al. 1994, Proposition 7.1] to
this situation yields the claim. �

Definition 1.2.3. (i) A pair (V,U ) will be called an admissible pair for a G-
scheme X if (V,U ) is a good pair for G and if the mixed space XG is
quasiprojective and (locally) equidimensional over k. X will be called an
admissible G-scheme if for any i there is an admissible pair (V,U ) for X with
codim(U c, V ) > i .

(ii) If X is an admissible G-scheme we define its higher equivariant Chow groups
to be

AG
i (X,m)= Ai+l−g(XG,m),

where g = dim G and XG is formed from an l-dimensional admissible pair
(V,U ) such that codim(U c, V ) > dim X +m− i .

(iii) We will say that a stack X admits an admissible presentation if there exists
an admissible G-scheme X such that X = [X/G].

(iv) Let X be a quotient stack that admits a presentation X = [X/G] by an ad-
missible G-scheme X. We define the higher equivariant Chow groups of X as

A∗(X ,m)= AG
∗+g(X,m),

where g = dim G.
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Remark 1.2.4. The proof that (ii) and (iv) of Definition 1.2.3 are independent of
the choice of the admissible pair (V,U ) and the presentation [X/G], respectively, is
the same as for ordinary equivariant Chow groups (see Definition-Proposition 1 and
Proposition 16, respectively, in [Edidin and Graham 1998]) by using the homotopy
property for the mixed spaces.

Remark 1.2.5. We will frequently encounter the situation of a morphism T → X
of G-schemes such that T is open in a G-equivariant vector bundle over X. We
remark that, if X is an admissible G-scheme, so is T. This follows since a vector
bundle over a quasiprojective scheme is again quasiprojective.

Lemma 1.2.6. Let f :X → Y be a flat map of quotient stacks of relative dimen-
sion r. Then there is a flat pullback map f ∗ : A∗(Y )→ A∗+r (X ) between the
Chow groups. If X and Y admit admissible presentations the same assertion holds
for the higher Chow groups.

Furthermore, if X and Y are smooth then under the identification A∗(X ) =

A∗(X ), the above morphism is just the natural pullback map between the opera-
tional Chow rings.

Proof. Consider presentations X =[X/G] and Y =[Y/H ]. By definition Ai (X )=

AG
i+g(X) with g = dim G and similarly for Ai (Y ). Choose a good pair (V1,U1)

for G and a good pair (V2,U2) for H. Let li = dim Vi . As usual we will write XG

and YH for the mixed spaces (X ×U1)/G and (Y ×U2)/H, respectively. Consider
the following fiber square:

Z ′

��

// Z //

��

YH

��

XG // X // Y

Then Z ′ is a bundle over XG and Z with fibers U2 and U1, respectively, and
Z ′→ YH is a flat map of algebraic spaces of relative dimension l1+ r . Hence

Ai+l1+l2+r (Z ′)= Ai+l1+r (XG)= Ai+r (X )

and we define f ∗ to be the ordinary pullback of the flat map Z ′→ YH . The exact
same construction works for the higher equivariant Chow groups if X and Y admit
admissible presentations.

For the last part we recall that the isomorphism Ai (X )∼= AG
dim X−i (X) maps

c ∈ Ai (X ) to c(XG → X ) ∩ [XG] ∈ AG
dim X−i (X). Thus we need to check the

equality
f ∗(d(YH → Y )∩ [YH ])= d(XG→X → Y )∩ [XG]

for d ∈ Ai (Y ). This follows from the compatibility of d with flat pullbacks. �
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1.3. Auxiliary results.

Lemma 1.3.1. Let X→ Y be a flat morphism of schemes and Y ′→ Y be a finite,
flat and surjective map of degree d. Let X ′→Y ′ be the base change of X→Y along
Y ′→ Y. Assume the pullback A∗(Y ′,m)→ A∗(X ′,m) becomes an isomorphism
after inverting some integer d ′. Then the pullback A∗(Y,m)→ A∗(X,m) is an
isomorphism after inverting dd ′.

Proof. The injectivity of the pullback A∗(Y,m)dd ′ → A∗(X,m)dd ′ follows from
the exact diagram:

0 // A∗(Y,m)dd ′ //

��

A∗(Y ′,m)dd ′

∼=

��

0 // A∗(X,m)dd ′ // A∗(X ′,m)dd ′

and the surjectivity from the exact diagram

A∗(Y ′,m)dd ′ //

∼=

��

A∗(Y,m)dd ′

��

// 0

A∗(X ′,m)dd ′ // A∗(X,m)dd ′ // 0

where the horizontal maps in the first diagram are induced by pullback and in
the second diagram by pushforward. The commutativity of the second diagram is
shown by [Fulton 1998, Proposition 1.7]. �

Lemma 1.3.2. Let T → X be a morphism of quasiprojective schemes over k. We
assume that X is equidimensional and that T → X is flat of relative dimension a.
Let d, i ∈ Z and for x ∈ X let h(x) denote the dimension of the closure of {x} in X.
If the pullback Ai−h(x)(Spec k(x),m)d→ Ai−h(x)+a(Tx ,m)d is an isomorphism for
every x ∈ X and for any m, then Ai (X,m)d → Ai+a(T,m)d is an isomorphism.

Proof. We follow Quillen’s proof of the analogous result in higher K-theory [1973,
Proposition 4.1]. First we may assume that X is irreducible for if X=W1∪· · ·∪Wr is
a decomposition into irreducible components we may consider the long localization
exact sequence of the pair (W1, X −W1). By induction we are thus reduced to the
irreducible case. Since the Chow groups only depend on the reduced structure, we
may also assume that X is reduced. Let K denote the function field of X. We have

Ai−n(Spec K ,m)= lim
−−→
U

Ai (U,m),

Ai−n+a(TK ,m)= lim
−−→
U

Ai+a(TU ,m),

where the limit goes over all nonempty open subsets of X and n denotes the
dimension of X. In fact, it suffices to go over all nonempty open subsets with
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equidimensional complement, since for all nonempty open U in X there exists a
nonempty open subset U ′ contained in U with equidimensional complement. We
obtain a commutative diagram

Ai−n(Spec K ,m+ 1) //

��

Ai−n+a(TK ,m+ 1)

��

lim
−−→Y Ai (Y,m) //

��

lim
−−→Y Ai+a(TY ,m)

��

Ai (X,m)

��

// Ai+a(T,m)

��

Ai−n(Spec K ,m) //

��

Ai−n+a(TK ,m)

��

lim
−−→Y Ai (Y,m− 1) // lim

−−→Y Ai+a(TY ,m− 1)

with exact rows, where the limit goes over all proper closed equidimensional subsets
of X. After inverting d the first and fourth vertical maps become isomorphisms and
we conclude by noetherian induction. �

Corollary 1.3.3. Let T → X be a flat morphism of quasiprojective schemes over k
with fibers being affine spaces of some dimension n. Then the pullback A∗(X,m)→
A∗+n(T,m) is an isomorphism.

Proof. This is an immediate consequence of Lemma 1.3.2. �

Remark 1.3.4. The assertion of the above corollary in the case m = 0 also holds
without the quasiprojective assumption. One can use the same proof but using
Gillet’s higher Chow groups. For his higher Chow groups a long localization exact
sequence exists for arbitrary schemes. For details see Chapter 8 in [Gillet 1981].

Lemma 1.3.5. Let K be a unipotent subgroup of an algebraic group G such that
the quotient G/K is finite of degree d. Then the pullback A∗G(m)→ A∗

{0}(m) is an
isomorphism after inverting d.

Proof. Let (V,U ) be an admissible pair for G. Then U/K → U/G is a G/K -
bundle locally trivial for the flat topology. By assumption on G/K the morphism
U/K →U/G is therefore finite, flat and surjective of degree d . It follows that the
pullback A∗(U/G,m)→ A∗(U/K ,m) ∼= A∗(U,m) is injective after inverting d.
Also for sufficiently high degree we know that A∗(Spec k,m) → A∗(U,m) is
surjective. Since we can assume the codimension of U c in V to be arbitrarily high,
we obtain the surjectivity of A∗G(m)→ A∗

{0}(m). �
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Lemma 1.3.6. Let K/k be a Galois extension with Galois group G and let X
be a scheme over k. Then pulling back along X K → X induces an isomorphism
A∗(X,m)Q ∼= A∗(X K ,m)G

Q
. If K/k is a finite Galois extension of degree d it

suffices to invert d.

Proof. We first assume that K/k is finite of degree d. Then on the level of cycles
we have an injection z∗(X, ·)d ↪→ z∗(X K , ·)

G
d since X K → X is finite and flat

of degree d. We claim that this map is also surjective. Let W ⊂ X K ×K 1
r
K

be a subvariety meeting all faces properly. Let S ⊂ G be the isotropy group
of W. It suffices to see that

∑
g∈G/S[gW ] lies in z∗(X, ·)d . For this consider the

closed subscheme V = ∪g∈G/SgW (equipped with the reduced structure). Then
V is a G-invariant equidimensional subscheme of X K ×K 1

r
K that meets all faces

properly. Thus it has a model Ṽ over k also meeting all faces properly. Finally
all components gW have the same multiplicity 1 in the cycle [V ] and therefore∑

g∈G/S[gW ]= [ṼK ]. To complete the proof in the finite case it suffices now to note
that taking G-invariants is an exact functor on the category of Z

[ 1
d

]
-modules with

G-action, hence Hi (z∗(X K , ·)
G
d )= Hi (z∗(X K , ·))

G
d . The general case follows from

the finite case and the fact that A∗(X K ,m)G = lim
−−→L/k A∗(X L ,m)G(L/k), where the

limit goes over all finite Galois subextensions L/k of K. �

1.4. A pullback lemma. Throughout we consider the situation of an exact sequence

0 // A // G // H // 0

of algebraic groups and an admissible H -scheme X such that the induced G-action
on X makes X also into an admissible G-scheme. These conditions are always
satisfied if X is quasiprojective and normal by Lemma 1.2.2. We are then interested
in properties of the pullback homomorphism (Lemma 1.2.6),

A∗([X/H ],m)→ A∗([X/G],m).

Proposition 1.4.1. Let

0 // A // G // H // 0

be an exact sequence of algebraic groups and X an admissible H-scheme such that
the induced G-action makes X also into an admissible G-scheme. We also assume
H to be special.

Let d ∈ Z be such that A∗AL
(m) → A∗

{0}(m) becomes an isomorphism after
inverting d for every field extension L of k and every m. Then the pullback
A∗([X/H ],m)→ A∗([X/G],m) becomes an isomorphism after inverting d.

Proof. First note that the natural map [X/G] → [X/H ] is flat of relative di-
mension −a with a = dim A. We can choose for any i ∈ Z an admissible pair
(V,U ) for the H -action such that A j+l([(X ×U )/G],m) = A j ([X/G],m) and
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A j+l((X×U )/H,m)= A j ([X/H ],m) for all j > i . Here l denotes the dimension
of V. Note that X × U is again an admissible G-scheme (see Remark 1.2.5).
Replacing X by X × U we may thus assume that [X/H ] is a quasiprojective
scheme.

Now, let (X ×U )/G be a quasiprojective mixed space for G. Let U be the
quotient U/A. Then we can identify (X ×U )/G with the quotient (X ×U )/H
and under this identification the map (X × U )/G → X/H corresponds to the
U -bundle (X × U )/H → X/H. It is Zariski locally trivial since H is special.
We are left to show that the pullback of this map is an isomorphism after invert-
ing d. This will follow from Lemma 1.3.2 once we have seen that the pullback
A j−h(x)(Spec k(x),m)d → A j−h(x)+l−a(U k(x),m)d is an isomorphism for every
x ∈ X/H. Here h(x) is the dimension of the closure of {x} in X/H. Let us write
L = k(x). Assuming the codimension of U c in V to be sufficiently large we obtain
by assumption

A j−h(x)(Spec L ,m)d = A j−h(x)+l(UL ,m)d = A j−h(x)+l−a(U L ,m)d .

For this recall A j+l−a(U L ,m)= AAL
j (m) and A j+l(UL ,m)= A{0}j (m). This proves

the claim. �

The above proposition applies to the following cases.

Corollary 1.4.2. In the situation of Proposition 1.4.1 the following assertions hold.

(i) If A is unipotent then A∗([X/H ],m)→ A∗([X/G],m) is an isomorphism.

(ii) If A is finite of degree d then A∗([X/H ],m)→ A∗([X/G],m) becomes an
isomorphism after inverting d.

Proof. The first part follows from Corollary 1.3.3 and the second part follows from
Lemma 1.3.5 applied to the case K = {0}. �

The assumption on H to be special is crucial for the proof of Proposition 1.4.1,
since we need to know that the fibers of the U -bundle (X×U )/H→ X/H appearing
in the proof are given by U in order to apply Lemma 1.3.2. However, we have the
following version when H is finite.

Proposition 1.4.3. Let
0 // A // G // H // 0

be an exact sequence of algebraic groups and X an admissible H-scheme such that
the induced G-action makes X also into an admissible G-scheme. We assume that
H is finite of degree d.

Let d ′ ∈ Z be such that A∗AL
(m) → A∗

{0}(m) becomes an isomorphism af-
ter inverting d ′ for every field extension L of k and any m. Then the pullback
A∗([X/H ],m)→ A∗([X/G],m) becomes an isomorphism after inverting dd ′.
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Proof. We argue the same way as in Proposition 1.4.1 and then have to see that the
pullback of (X ×U )/H → X/H becomes an isomorphism after inverting dd ′. As
mentioned earlier we cannot apply Lemma 1.3.2 since the above U -bundle is not
locally trivial for the Zariski topology. Instead it becomes trivial after the finite, flat
and surjective base change X→ X/H of degree d , i.e., there is a cartesian diagram

X ×U //

��

X

��

(X ×U )/H // X/H

The claim thus follows from Lemma 1.3.1. �

Corollary 1.4.4. In the situation of Proposition 1.4.3 the following assertions hold.

(i) If A is unipotent then A∗([X/H ],m)d → A∗([X/G],m)d is an isomorphism.

(ii) If A is finite of degree d ′ then A∗([X/H ],m)dd ′ → A∗([X/G],m)dd ′ is an
isomorphism.

In the next proposition we show that the assertion of Proposition 1.4.1 is valid
over Q for arbitrary H.

Proposition 1.4.5. Let

0 // A // G // H // 0

be an exact sequence of algebraic groups and X an admissible H-scheme such that
the induced G-action makes X also into an admissible G-scheme.

Assume A∗AL
(m)Q → A∗

{0}(m)Q is an isomorphism for every field extension L
of k and any m. Then the pullback A∗([X/H ],m)Q → A∗([X/G],m)Q is an
isomorphism.

Proof. Using the notation of the proof of Proposition 1.4.1 we need to see that the
pullback of the U -bundle T := (X ×U )/H → X/H is an isomorphism over Q.
It suffices to see that A∗(Spec k(x),m)Q → A∗(Tx ,m)Q is an isomorphism for
x ∈ X/H. The above U -bundle may not be trivial for the Zariski topology, but we
still have Tx̄ =U x̄ and thus A∗(Spec k(x)sep,m)Q→ A∗(Tx̄ ,m)Q is an isomorphism
by assumption. The claim then follows from Lemma 1.3.6 and the fact that the
Galois action is compatible with pullback. �

Corollary 1.4.6. In the situation of Proposition 1.4.5 the following assertions hold.

(i) If A is unipotent then A∗([X/H ],m)Q→ A∗([X/G],m)Q is an isomorphism.

(ii) If A is finite then A∗([X/H ],m)Q→ A∗([X/G],m)Q is an isomorphism.
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Lemma 1.4.7. Let G be a split extension

0 // K // G // H // 0

of an algebraic group H by a unipotent group K. Choose a splitting H ↪→ G and
let X be a normal, quasiprojective G-scheme. Then the pullback map

AG
∗
(X,m)Q→ AH

∗
(X,m)Q

is an isomorphism. If G is special, this above map is an isomorphism over Z.

Proof. Let (V,U ) be an admissible pair for the G-action on X. It follows from the
proof of Lemma 1.2.2 that (V,U ) is then also admissible for the induced H -action.
The morphism (X ×U )/H → (X ×U )/G is a G/H -bundle. If G is special this
bundle is locally trivial for the Zariski topology. Hence the lemma follows from
Corollary 1.3.3 in the special case and Lemmas 1.3.2 and 1.3.6 in the general case. �

1.5. The restriction map. We want to describe properties of the restriction map
resG

T : AG
∗
(X)→ AT

∗
(X), where T is a split torus in G. This map is defined via flat

pullback of the natural map XT → XG between the mixed spaces. Note that more
generally one has a restriction map resG

H : A
G
∗
(X)→ AH

∗
(X) for every subgroup H

of G. We will need the following result.

Theorem 1.5.1. Let G be a connected reductive group with split maximal torus T
and Weyl group W =W (G, T ). Let X be a G-scheme.

(i) W acts on AT
∗
(X). Furthermore, the restriction morphism AG

∗
(X)→ AT

∗
(X)

induces a map r : AG
∗
(X)→ AT

∗
(X)W.

(ii) Assume X is smooth. Then r is an isomorphism after tensoring with Q.

(iii) Assume X is smooth and that G is special. Then r is injective. Moreover, r is
an isomorphism if A∗T (X) is Z-torsion free (e.g., if X = Spec k).

Part (iii) is basically proved in [Edidin and Graham 1997], where the case
X = Spec k is considered. However, there seems to be no complete proof of part (ii)
in the literature. We therefore give a proof.

In the following A∗(X;Q) will denote the operational Chow ring of X consisting
of characteristic classes with values in rational Chow groups, i.e., an element
c ∈ A∗(X;Q) assigns to each T → X a morphism

c(T → X) : A∗(T )Q→ A∗(T )Q

satisfying the usual compatibility conditions [Fulton 1998, Section 17.1]. A proper
map π : X̃→ X is called an envelope if for each irreducible subspace V ⊂ X there
exists an irreducible subspace Ṽ ⊂ X̃ such that π maps Ṽ birationally onto V.
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Remark 1.5.2. There is a natural map A∗(X)Q→ A∗(X;Q) and this map is an
isomorphism if X is smooth. This follows from

A∗(X)Q ∼=

∩[X ]
//

��

A∗(X)Q

A∗(X;Q)
∼=

∩[X ]
// A∗(X)Q

We recall the following easy lemma.

Lemma 1.5.3. (i) Let π : X̃→ X be a proper surjective map. Then

π∗ : A∗(X̃)Q→ A∗(X)Q

is surjective and π∗ : A∗(X;Q)→ A∗(X̃;Q) is injective.

(ii) Let π : X̃ → X be a birational envelope. Then π∗ : A∗(X̃) → A∗(X) is
surjective and π∗ : A∗(X)→ A∗(X̃) is injective.

Proof. The first part of (i) is [Kimura 1992, Proposition 1.3]. The first part of (ii)
follows immediately from the definition of an envelope. The second part of (i) and
(ii) are formal consequences of their first parts. �

In order to prove Theorem 1.5.1 we consider the following situation: Let G
be a connected reductive group with split maximal torus T and Weyl group W =
W (G, T ). Let M be smooth and E → M be a principal G-bundle. Consider
a Borel subgroup B ⊃ T. Now W acts on A∗(E/B) in the following way. We
identify W = NG(T )/T and choose w ∈ NG(T ). Then w induces an automorphism
w : E/T → E/T and hence an automorphism w∗ : A∗(E/T )→ A∗(E/T ). This
defines an action of W on A∗(E/T ) = A∗(E/B). The following lemma is also
mentioned (without proof) in [Vistoli 1989, Section 2.5].

Lemma 1.5.4. Pullback induces an isomorphism A∗(M)Q ∼= A∗(E/B)W
Q

.

Proof. Let w ∈ NG(T ). Since w lies in G the diagram

E/T //

w

��

E/G = M

E/T

99

commutes and this implies that the image of the pullback A∗(M)→ A∗(E/B) lies
in A∗(E/B)W. We are left to show that

A∗(M)Q→ A∗(E/B)WQ

is an isomorphism. Let us first show that A∗(M)Q→ A∗(E/B)W
Q

is surjective. For
this the smoothness assumption on M is not needed. We recall that every G-torsor
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is locally isotrivial by [Raynaud 1970, XIV, Lemma 1.4]. This means that there
exists a covering of M by open subsets U with the property that for each U there is
a finite, étale and surjective map U ′→U such that EU ′ = E×M U ′→U ′ becomes
a trivial G-torsor. Let V denote the complement of such a U in M and consider the
commutative diagram

A∗(V )Q //

��

A∗(M)Q //

��

A∗(U )Q //

��

0

A∗(EV /B)W
Q

// A∗(E/B)W
Q

// A∗(EU/B)W
Q

// 0

with exact rows. An easy diagram chase shows that if the first and last vertical map
are surjective so is A∗(M)Q → A∗(E/B)W

Q
. Using noetherian induction we are

thus reduced to the case that there exists a proper surjective map M ′→ M such
that EM ′→ M ′ is trivial. Since the diagram

A∗(M ′)Q //

��

A∗(EM ′/B)W
Q

��

A∗(M)Q // A∗(E/B)W
Q

commutes [Fulton 1998, Proposition 1.7], and since A∗(EM ′/B)W
Q
→ A∗(E/B)W

Q

is surjective by part (i) of the previous lemma we are further reduced to the
case of a trivial G-torsor E = G × M → M. Now G/B has a decomposi-
tion into affine cells and therefore we obtain in the case of a trivial G-torsor
A∗(E/B)Q= A∗(G/B)Q⊗ A∗(M)Q by [Totaro 2014, Section 3]. From [Demazure
1973, Section 8] we get A∗(G/B)Q = SQ/(SW

+
), where S = Sym(T̂ ) and SW

+

denotes the submodule generated by homogeneous W -invariant elements of positive
degree. Since (SQ/(SW

+
))W =Q we obtain A∗(E/B)W

Q
= A∗(M) as wanted.

By the previous lemma we know that A∗(M;Q)→ A∗(E/B;Q) is injective
but since M (and therefore E) is smooth we obtain the injectivity of A∗(M)Q→
A∗(E/B)Q. �

Proof of Theorem 1.5.1. The assertions (i) and (ii) are immediate consequences of
Lemma 1.5.4. Under the assumption that A∗T (X) is Z-torsion free the surjectivity
of r follows from part (ii) by using the argumentation of the proof of Lemma 5 in
[Edidin and Graham 1997]. �

2. The Chow ring of the stack of level-n Barsotti–Tate groups

2.1. The stack of truncated displays. Let R be an Fp-algebra. We denote by
Wn(R) the ring of truncated Witt vectors of length n. Let In,R⊂Wn(R) be the image



ON THE CHOW RING OF THE STACK OF TRUNCATED BARSOTTI–TATE GROUPS 287

of the Verschiebung Wn−1(R)→ Wn(R) and Jn,R ⊂ Wn(R) be the kernel of the
projection Wn(R)→Wn−1(R). The Frobenius on R induces a ring homomorphism
σ : Wn(R) → Wn(R) and the inverse of the Verschiebung induces a bijective
σ -linear map σ1 : In+1,R → Wn(R). Note that pR = 0 implies In,R Jn,R = 0,
hence we may view In+1,R as a Wn(R)-module. We call a σ -linear map f :
M → N between Wn(R)-modules a σ -linear isomorphism, if its linearization
f ] :Wn(R)⊗σ,Wn(R) M→ M is an isomorphism of Wn(R)-modules.

Truncated displays were introduced in [Lau 2013]. Let us recall the necessary
notation. We are only going to need the following description of truncated displays.

Definition 2.1.1. A truncated display of level n over an Fp-algebra R is a triple
(L , T, 9) consisting of projective Wn(R)-modules L and T of finite rank and a
σ -linear automorphism 9 : L ⊕ T → L ⊕ T.

A morphism between truncated displays is defined as follows. First we can use
9 to define σ -linear maps

F : L ⊕ T →L ⊕ T, l + t 7→ p9(l)+9(t),

F1 : L ⊕ (T ⊗Wn(R) In+1,R)→L ⊕ T, l + (t ⊗ω) 7→9(l)+ σ1(ω)9(t).

Then a morphism between two truncated displays (L , T, 9) and (L ′, T ′, 9 ′) of
level n is given by a matrix

( A
C

B
D

)
, where A ∈ Hom(L , L ′), B ∈ Hom(T, L ′),

C ∈ Hom(L , T ′⊗Wn(R) In+1,R) and D ∈ Hom(T, T ′) such that

L ⊕ T F
//

��

L ⊕ T

��

L ′⊕ T ′ F ′
// L ′⊕ T ′

and

L ⊕ (T ⊗Wn(R) In+1,R)
F1
//

��

L ⊕ T

��

L ′⊕ (T ′⊗Wn(R) In+1,R)
F ′1
// L ′⊕ T ′

commute.
The height of a truncated display is defined as the rank of L ⊕ T and the

dimension as the rank of T. Both are locally constant functions on Spec R. Let
Dispn→ Spec Fp denote the stack of truncated displays of level n. That is, for R
an Fp-algebra, Dispn(Spec R) is the groupoid of truncated displays of level n. It
is proved in [Lau 2013, Proposition 3.15] that Dispn is a smooth Artin algebraic
stack of dimension zero over Fp with affine diagonal.

For h ∈ N and 0≤ d ≤ h we denote by Disph,d
n the open and closed substack of

truncated displays of level n with constant height h and constant dimension d . Then

Dispn =
∐
h,d

Disph,d
n .

A presentation of Disph,d
n . We will adopt the notation of the proof of Proposi-

tion 3.15 in [Lau 2013]. Let Xh,d
n be the functor on affine Fp-schemes with
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Xh,d
n (R)= GLh(Wn(R)). This is an affine open subscheme of Anh2

. Further-
more, let Gh,d

n be the functor such that Gh,d
n (R) is the group of invertible ma-

trices
( A

C
B
D

)
with A ∈ GLh−d(Wn(R)), B ∈ Hom(Wn(R)d ,Wn(R)h−d), C ∈

Hom(Wn(R)h−d , I d
n+1,R) and T ∈ GLd(Wn(R)). Then Gh,d

n is a connected al-
gebraic group of dimension nh2.

Remark 2.1.2. Since I2,R is in bijection to R via σ1 we may view Gh,d
1 (R) as the

group of invertible matrices with entries in R with respect to the multiplication
given by (

A B
C D

)(
A′ B ′

C ′ D′

)
=

(
AA′ AB ′+ B D′

Cσ(A′)+ σ(D)C ′ DD′

)
,

where in the four blocks we have the usual matrix multiplication.

Let πh,d
n : Xh,d

n → Dispn,d be the functor that assigns to an invertible matrix
9 ∈GLh(Wn(R)) the truncated display (Wn(R)h−d ,Wn(R)d , 9), where we view9
as a σ -linear map Wn(R)h→Wn(R)h via x 7→9 · σ x . Now if we let Gh,d

n act on
Xh,d

n via
G ·9 = G9σ1(G)−1

where

σ1(G)=
(
σ(A) pσ(B)
σ1(C) σ (D)

)
,

then every G ∈ Gh,d
n defines an isomorphism πh,d

n (9)→ πh,d
n (G ·9) of truncated

displays. On the other hand, if G defines an isomorphism πh,d
n (9)→ πh,d

n (9 ′)

then necessarily 9 ′ = G9σ1(G)−1. We thus obtain the following theorem.

Theorem 2.1.3. The functor πh,d
n induces an isomorphism of stacks

[Xh,d
n /Gh,d

n ]
∼= Disph,d

n .

There are the following two obvious vector bundles on Disph,d
n .

Definition 2.1.4. Let Spec R → Disph,d
n be a map corresponding to a truncated

display P = (L , T, 9).

(i) We denote by Lie the vector bundle of rank d over Disph,d
n that assigns to

Spec R→ Disph,d
n the vector bundle Lie(P)= T/In,RT of rank d over R.

(ii) We denote by tLie∨ the vector bundle of rank h− d that assigns to Spec R→
Disph,d

n the vector bundle L/In,R L of rank h− d over R.

Remark 2.1.5. The notation tLie∨ in the above definition stems from the fact that
the dual of L/In,R L gives the Lie algebra of the dual display P t. For the definition
of the dual display see [Zink 2002, Definition 19].
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The truncated display functor. As mentioned in the introduction the strategy for
computing the Chow ring of the stack of truncated Barsotti–Tate groups is to relate
it to the stack of truncated displays. This happens via the truncated display functor

φn : BTn→ Dispn

constructed in [Lau 2013]. Let us briefly sketch the construction.
Let G be a p-divisible group over an Fp-algebra R. The ring of Witt vectors

W (R) is p-adically complete and the ideal IR in W (R) carries natural divided
powers compatible with the canonical divided powers of p. Let D(G) denote the
covariant Dieudonné crystal of G. We can evaluate D(G) at W (R)→ R and set
P =D(G)W (R)→R and Q =Ker(P→ Lie(G)). Furthermore, let F] : Pσ→ P and
V ]
: P→ Pσ be the maps induced by the Frobenius and Verschiebung of G. One

can show that there are σ -linear maps F : P→ P and Ḟ : Q→ P compatible with
base change in R such that (P, Q, F, Ḟ) is a display which induces the maps F]

and V ]. See [Lau 2013, Proposition 2.4] for the precise statement. This construction
yields a 1-morphism

φ : BT→ Disp

from the stack of Barsotti–Tate groups to the stack of displays. It is clear from the
construction that the Lie algebra of G is equal to the Lie algebra of φ(G) defined
by P/Q.

Moreover, one can prove that for all n there are maps φn :BTn→Dispn compat-
ible with the truncation maps on both sides such that φ is the projective limit of the
system (φn)n≥1. The central result in [Lau 2013] is that φn is a smooth morphism
of smooth algebraic stacks over Fp which is an equivalence on geometric points.

2.2. Group theoretic properties of Gh,d
n . We denote by K h,d

(n,m) the kernel of the
projection Gh,d

n → Gh,d
m for m < n and by K̃ h,d

n the kernel of the projection
Gh,d

n →GLh−d ×GLd . Note that Gh,0
n =GLh(Wn( · )). We recall the following well

known facts about the Witt ring. For an Fp-algebra R we denote by [ · ] : R→Wn(R)
the map r 7→ (r, 0, . . . , 0) and V( · ) :W (R)→W (R) is the Verschiebung.

Lemma 2.2.1. Let R be an Fp-algebra and x, y ∈ R. Then [x + y]− [x]− [y] lies
in VW (R). Furthermore, V r

W (R) · V
s
W (R)⊂ V r+s

W (R).

Proof. The first part follows immediately from the fact that VW (R) is the kernel of
the ring homomorphism W0 :W (R)→ R and the fact W0([x])= x for all x ∈ R.

For the second part we may assume r ≥ s. We then write

V r
x V s

y = V r
(x Fr V s

y)= ps
·

V r
(x Fr−s

y).

Since pR = 0 we have p(x0, x1, . . .) = (0, x p
0 , x p

1 , . . .) in W (R) and the lemma
follows. �
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Lemma 2.2.2. (i) K h,d
(n,m) is unipotent.

(ii) K̃ h,d
n is unipotent.

Proof. (i) First note that K h,0
(n,n−1) = ker(GLh(Wn( · ))→ GLh(Wn−1( · ))) is unipo-

tent. To see this we consider the Verschiebung V( · ) as a map Wn(R)→ Wn(R).
Then by the above lemma the map

Gh2

a → K h,0
(n,n−1), A 7→ Ih +

V n−1
[A]

is an isomorphism of algebraic groups.
Next we show that K h,d

(n,n−1) is unipotent. This is the group of matrices
( A

C
B
D

)
with

A ∈ K h−d,0
(n,n−1), B ∈ J (h−d)×d

n , C ∈ J d×(h−d)
n+1 and D ∈ K d,0

(n,n−1). The multiplication
in this group is given by(

A B
C D

)(
A′ B ′

C ′ D′

)
=

(
AA′ AB ′+ B D′

C A′+ DC ′ DD′

)
.

Starting with the normal subgroup(
Ih−d J (h−d)×d

n

J d×(h−d)
n+1 Id

)
,

which is isomorphic to G
2d(h−d)
a , and then using the fact that K h−d,0

(n,n−1) and K d,0
(n,n−1)

are isomorphic to G(h−d)2
a and Gd2

a , respectively, one obtains a filtration of K h,d
(n,n−1)

by normal subgroups, whose successive quotients are isomorphic to a product of
copies of Ga . Now we have an exact sequence

0 // K h,d
(n,n−1)

// K h,d
(n,m)

// K h,d
(n−1,m)

// 0

and by induction we may assume that K h,d
(n−1,m) is unipotent. It follows that K h,d

(n,m)
is unipotent.
(ii) For n = 1 the assertion is obvious in view of Remark 2.1.2. For n > 1 we use
the exact sequence

0 // K h,d
(n,n−1)

// K̃ h,d
n

// K̃ h,d
n−1

// 0.

By induction and part (i) it follows that K̃ h,d
n is unipotent. �

Corollary 2.2.3. (i) Gh,d
n is special.

(ii) K̃ h,d
n is the unipotent radical of Gh,d

n .

(iii) The projection Xh,d
n → Xh,d

1 is a trivial K h,0
(n,1)-torsor.

Proof. We have the exact sequence

0 // K̃ h,d
n

// Gh,d
n

// GLh−d ×GLd // 0.

Now K̃ h,d
n is unipotent, and thus special. Since GLh−d ×GLd is also special part (i)

follows.
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Clearly the projection Xh,d
n → Xh,d

1 is a K h,0
(n,1)-torsor by definition of K h,0

(n,1). It
is trivial since K h,0

(n,1) is unipotent and Xh,d
1 is affine. �

2.3. The Chow ring of Dispn. We start with the following result which reduces
the calculation of A∗(Dispn) to the case n = 1.

Theorem 2.3.1. The pullback

τ ∗n : A∗(Disph,d
1 )→ A∗(Disph,d

n )

of the truncation τn : Disph,d
n → Disph,d

1 is an isomorphism.

Proof. Under the presentation Disph,d
n = [X

h,d
n /Gh,d

n ] the truncation τn is induced
by the natural projections Xh,d

n → Xh,d
1 and Gh,d

n → Gh,d
1 . Thus τn factors as

[Xh,d
n /Gh,d

n ] → [X
h,d
1 /Gh,d

n ] → [X
h,d
1 /Gh,d

1 ].

By Lemma 2.2.2 and Corollary 1.4.2, the pullback of the second map is an isomor-
phism. To show that the pullback of the first map is also an isomorphism let us
abbreviate X = Xh,d

1 and G = Gh,d
n . By part (iii) of Corollary 2.2.3 we know that

Xh,d
n = X × K with K = K h,0

(n,1), and the projection X × K → X is G-equivariant.
Moreover, K is an affine space by Lemma 2.2.2. After replacing [X/G] by an
appropriate mixed space (see Convention 1.1.1), i.e., replacing X by X ×U where
(V,U ) is an admissible pair with high codimension, we may assume that [X/G]
is a quasiprojective scheme. We claim that (X × K )/G → X/G is a Zariski
locally trivial affine bundle. Since G is special by part (i) of Corollary 2.2.3 the
principal G-bundle X→ X/G is locally trivial for the Zariski topology and after
replacing X/G by an appropriate open subset we may assume X = G × (X/G).
We then have an isomorphism (G × (X/G)× K )/G ∼= (X/G)× K given by the
assignment (g, x, k) 7→ (x, k ′), where k ′ is defined by g−1(g, x, k) = (1, x, k ′).
This proves the claim and hence the pullback of the first map is also an isomorphism
by Corollary 1.3.3. �

The main ingredient of the computation of A∗Disph,d
1 is the following proposition.

Proposition 2.3.2. Let G be a connected split reductive group over a field k with
split maximal torus T. Consider an isogeny ϕ : L→ M, where L and M are Levi
components of parabolic subgroups P and Q of G. Assume T ⊂ L and let g0 ∈G(k)
such that ϕ(T )= g0 T. Let ϕ̃ : T → T denote the isogeny ϕ followed by conjugation
with g−1

0 . We write S = Sym(T̂ ) = A∗T and S+ = A≥1
T . We have a natural action

of ϕ̃ on S, that we will also denote by ϕ̃.
Consider the action of L on G by ϕ-conjugation. If WG =W (G, T ) and WL =

W (L , T ) denote the respective Weyl groups we have

A∗L(G)Q = SWL
Q
/( f − ϕ̃ f | f ∈ SWG

+ )Q.
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If G is special we have
A∗L(G)= SWL/( f − ϕ̃ f | f ∈ SWG

+ ).

(Note that the action of ϕ̃ on SWG is independent of the choice of g0 since two
choices differ by an element of NG(T ).)

Proof. The case of special G is proven in [Brokemper 2016, Proposition 1.1].
Let I denote the ideal ( f −ϕ f | f ∈ SWG

+ )Q in SWG
Q

. It remains to show A∗L(G)Q =
SWL

Q
/I SWL

Q
in the nonspecial case. Using the same argumentation as in the special

case we arrive at
A∗T (G)Q = SQ/I SQ.

Now by Theorem 1.5.1 we know A∗L(G)Q = A∗T (G)
WL
Q

. Since SWL
Q
↪→ SQ is finite

free [Demazure 1973, Theorem 2(d)], it is also faithfully flat. Hence we obtain
SWL

Q
∩ I SQ = I SWL

Q
and the assertion follows. �

In the following we will write ci for the i-th elementary symmetric polynomial in
the variables t1, . . . , th and c( j,k)

i will denote the i-th elementary symmetric polyno-
mial in the variables t j , . . . , tk , where 1≤ j < k ≤ h and 1≤ i ≤ k− j+1. We then
have Z[t1, . . . , tn]Sh−d×Sd = Z[c(1,h−d)

1 , . . . , c(1,h−d)
h−d , c(h−d+1,h)

1 , . . . , c(h−d+1,h)
d ].

Theorem 2.3.3. A∗(Disph,d
1 )= A∗GLh−d×GLd

(GLh)

= Z[t1, . . . , tn]Sh−d×Sd/((p− 1)c1, . . . , (ph
− 1)ch),

where the c(1,h−d)
i and c(h−d+1,h)

i are the Chern classes of tLie∨ and Lie, respec-
tively.

Proof. We have that Gh,d
1 is a split extension of the group GLh−d ×GLd by the

unipotent group {(
Ih−d ∗

∗ Id

)}
,

where ∗ denotes an arbitrary matrix (see Remark 2.1.2). The splitting is given by
the canonical inclusion GLh−d ×GLd ↪→ Gh,d

1 . Hence by Lemma 1.4.7 we know

A∗(Disph,d
1 )= A∗GLh−d ×GLd

(GLh),

where the action of GLh−d ×GLd on GLh is given by σ -conjugation. Since
GLh−d ×GLd is special with Weyl group Sh−d×Sd we obtain from Proposition 2.3.2

A∗GLh−d ×GLd
(GLh)= Z[t1, . . . , tn]Sh−d×Sd/((p− 1)c1, . . . , (ph

− 1)ch).

For this, note that the Frobenius σ acts on S=Z[t1, . . . , tn] via σ ti = pti and that ci

is a homogenous polynomial in t1, . . . , tn of degree i .
The assertion that the c(1,h−d)

i and c(h−d+1,h)
i are the Chern classes of Lie

and tLie∨, respectively, follows from the following simple fact. Let us write Ed
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(resp. Eh−d ) for the vector bundle over [∗/GLd ] (resp. [∗/GLh−d ]) that corresponds
to the canonical representation of GLd (resp. GLh−d). Then Lie is the pullback
of Ed under the natural map

Disph,d
1 = [GLh/Gh,d

1 ]
// [∗/(GLd ×GLh−d)] // [∗/GLd ]

and similarly for tLie∨. �

Corollary 2.3.4. Pic(Disph,d
1 )=

{
Z/(p− 1)Z if d = 0, h,
Z×Z/(p− 1)Z otherwise.

A generator for the free part is det(Lie) and a generator for the torsion part is
det(Lie⊗ tLie∨).

Proof. Note PicDisph,d
n = A1Disph,d

n by [Edidin and Graham 1998, Corollary 1]. �

Remark 2.3.5. There is also a more direct approach to compute the above Picard
groups. By using a theorem of Rosenlicht, namely that for irreducible varieties X
and Y the natural map

O(X)∗×O(Y )∗→O(X × Y )∗

is surjective, it is not difficult to establish the exact sequence

O(X)∗/k∗ // Ĝ // PicG(X) // Pic(X)

for G connected and X an irreducible G-scheme. The first map assigns to a
nonvanishing regular function on X its eigenvalue. In our case we have G =
GLh−d ×GLd and X = GLh . Then O(GLh)

∗/k∗ = Z with generator given by the
determinant and eigenvalue given by the character (p− 1)(detGLh−d + detGLd ) ∈ Ĝ.
Since Pic(GLh)= 0 we again obtain the result of the above Corollary.

Remark 2.3.6. The fact that (detLie⊗ det tLie∨)p−1 is trivial can also be seen
directly as follows: (detLie ⊗ det tLie∨)p−1 being trivial means that detLie ⊗
det tLie∨ is fixed under the pullback of the Frobenius map Frob :Disp2,1

1 →Disp2,1
1

assigning to a display P over an Fp-algebra R the display Pσ obtained by base
change via the Frobenius σ : R→ R. But by definition of a truncated display we
have an isomorphism

9 : L ⊕ T ∼= Lσ ⊕ T σ

of R-modules. Taking the determinant of 9 yields the desired isomorphism

det L ⊗ det T ∼= det Lσ ⊗ det T σ.

Remark 2.3.7. Let us put this result into context by relating it to the corresponding
result for elliptic curves. Let M1,1→ Spec k denote the moduli stack of elliptic
curves. A morphism Spec R→M1,1 corresponds to a pair (C→ Spec R, σ ) where
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C → Spec R is a smooth projective curve of genus 1 and σ : Spec R → C is a
smooth section. We now have the diagram

M1,1 // BTh=2,d=1

��

φ
// Disph=2,d=1

��

BTh=2,d=1
n=1 φ1

// Disph=2,d=1
n=1

where M1,1→ BTh=2,d=1 sends an elliptic curve C to its associated Barsotti–Tate
group C[p∞]. Let us consider the pullback map A∗(Disp2,1

1 )→ A∗(M1,1). In
characteristic p different from 2 and 3, Edidin and Graham computed A∗(M1,1)=

Z[t]/(12t), where t is given by the first Chern class of the Hodge bundle on M1,1

[Edidin and Graham 1998, Proposition 21].
By construction of the truncated display functor the pullback of Lie to M1,1 is

the dual of the Hodge bundle on M1,1. Since the dual of an elliptic curve is the
elliptic curve itself, it follows from Remark 2.1.5 that the pullback of tLie∨ is given
by the Hodge bundle. Hence A∗(Disp2,1

1 )→ A∗(M1,1) is the map

Z[t1, t2]/((p− 1)c1, (p2
− 1)c2)→ Z[t]/(12t)

that sends t1 to −t and t2 to t . Note that p2
− 1 is divisible by 12 if and only if

p ≥ 5. In particular, there can be no such map for p = 2, 3, and we deduce that the
description A∗(M1,1)= Z[t]/(12t) does not hold in characteristic 2 and 3.

2.4. The Chow ring of the stack of G-zips. Let us first consider the case of F-zips
introduced in [Moonen and Wedhorn 2004]. We denote by F-zip the stack of
F-zips over a field k of characteristic p > 0. For S a k-scheme F-zip(S) is the
groupoid of F-zips over S. If τ : Z→ Z≥0 is a function with finite support we
denote by F-zipτ the open and closed substack of F-zips of type τ . Note that

F-zip=
∐
τ

F-zipτ .

The stacks F-zipτ are smooth Artin algebraic stacks over k which follows for
example from the following representation as a quotient stack. Let Xτ denote the
k-scheme whose S-valued points are given by

Xτ (S)= {M = (M,C•, D•, ϕ•) | M is an F-zip of type τ,M =Oh
S}.

This is a smooth scheme of dimension h2. Here h =
∑

i∈Z τ(i) is also called the
height of M . The group GLh acts on Xτ by

G ·M = (Oh
S,G(C•),G(D•),Gϕ•(G−1)σ ).

It is easy to see that two F-zips over S of the above form are isomorphic if and
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only if they lie in the same GLh(S)-orbit. Thus

F-zipτ = [Xτ/GLh].

An F-zip M of type τ with support in {0, 1} over an Fp-algebra R is just a tuple

M = (M,C, D, ϕ0, ϕ1),

where M is a projective R-module with submodules C and D, which are direct
summands of M and isomorphisms

ϕ0 : Cσ
→ M/D, ϕ1 : (M/C)σ → D.

Lemma 2.4.1. Let R be an Fp-algebra. Then we have an equivalence of categories

Disp1(R)→
∐

τ,Supp(τ )∈{0,1}

F-zipτ (R)

given by
(L , T, 9) 7→ (L ⊕ T, T, 9σ (Lσ ),9σ

|T σ , 9
σ
|Lσ ).

The above assignment commutes with pulling back. In particular, we get an isomor-
phism of stacks

F-zipτ ∼= Dispτ(0)+τ(1),τ (1)1

for every type τ with support lying in {0, 1}.

Proof. An inverse functor is given by the assignment

(M,C, D, ϕ0, ϕ1) 7→ (C,M/C, ϕ0⊕ϕ1). �

More generally, there is the stack of G-zips introduced in [Pink et al. 2011].
Here G refers to an arbitrary reductive group. It is defined as follows. Let Z be
an algebraic zip datum, i.e., a 4-tuple (G, P, Q, ϕ) consisting of a split reductive
group G, parabolic subgroups P and Q and an isogeny ϕ : P/Ru(P)→ Q/Ru(Q).
To Z one associates the group

EZ = {(p, q) ∈ P × Q | ϕ(πP(p))= πQ(q)}.

Now EZ acts on G by the rule
((p, q), g) 7→ pgq−1

and the quotient stack [G/EZ ] is called the stack of G-zips. If G is connected Z is
called a connected zip datum [Pink et al. 2011, Definition 3.1].

Let us recall how the stack of F-zips is just a special case of this construction.
For this let τ : Z→ Z≥0 be a function with finite support, say i1 ≤ · · · ≤ ir . If we
denote nk = τ(ik), then (n1, . . . , nr ) defines a partition of h =

∑
k nk . We denote

the standard parabolic of type (n1, . . . , nr ) in GLh by Pτ .
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Lemma 2.4.2. Let τ : Z → Z≥0 be a function with finite support and let Z =
(GLh, Pτ , P−τ , σ ) be the algebraic zip datum with P−τ the opposite parabolic of Pτ
and σ the Frobenius isogeny. Then there is an isomorphism of stacks

[GLh /EZ ] −→∼ F-zipτ .

Proof. Let S be an k-scheme. We denote by C•τ the descending filtration

C•τ =Oh
S ⊃On1+···+nr−1

S ⊃ · · · ⊃

in Oh
S given by the standard flag of type (n1, . . . , nr ) and by Dτ−

•
the ascending

filtration
Dτ−

•
= 0⊂Onr

S ⊂ · · · ⊂Onr+···+n2
S ⊂Oh

S

given by the flag of type opposite to (n1, . . . , nr ). To g ∈ GLh(S) we assign the
F-zip

Mg = (Oh
S,C•τ , g(Dτ−

•
), ϕ•),

where ϕ is given by the restriction of g to the successive quotients of C•τ . Note that
we can consider g as a σ -linear map.

If (p, q) is an element of EZ we get an isomorphism Mg→ Mpgq−1 of F-zips
induced by p. The fact that p commutes with the ϕi is exactly the condition
σ(π(p))= π(q). On the other hand if an isomorphism p : Mg→ Mg′ of F-zips is
given, we see that g′−1 pg preserves the flag of type opposite to (n1, . . . , nr ). Thus
q = g′−1 pg ∈ P−τ and again the compatibility of p with the ϕi implies the condition
σ(π(p))= π(q). �

We can also use Proposition 2.3.2 to say something about the Chow ring of the
stack of G-zips for an arbitrary connected algebraic zip datum.

Definition 2.4.3. We call an algebraic zip datum Z = (G, P, Q, ϕ) special, if G is
special.

Theorem 2.4.4. Let Z = (G, P, Q, ϕ) be a connected algebraic zip datum. Let
WG =W (G, T ) be the Weyl group of G and WL =W (L , T ) be the Weyl group of
a Levi component L of P with respect to a split maximal torus T ⊂ L of G. Let
g0 ∈ G(k) be such that ϕ(T )= g0 T and let ϕ̃ : T → T denote the composition of ϕ
followed by conjugation with g−1

0 . Then ϕ̃ induces an action on S = Sym(T̂ ) that
we will also denote by ϕ̃. We then have

A∗([G/EZ ])Q = SWL
Q
/( f − ϕ̃ f | f ∈ SWG

+ )Q.

If Z is special we have

A∗([G/EZ ])= SWL/( f − ϕ̃ f | f ∈ SWG
+ ).

(Note that the action of ϕ̃ on SWG is independent of the choice of g0 since two
choices differ by an element of NG(T ).)
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Proof. By definition of the group EZ we have a split exact sequence

0 // Ru(P)× Ru(Q) // EZ // L // 0,

where the splitting is given by L ↪→ EZ , l 7→ (l, ϕ(l)). From Lemma 1.4.7 we
deduce

A∗([G/EZ ])Q = A∗L(G)Q,

where the action of L on G is given by ϕ-conjugation. If G is special the above
equality holds over Z. We conclude by Proposition 2.3.2. �

Example 2.4.5. We consider the case Z= (Sp(2n), P, P−, σ ), where σ denotes the
q-th power Frobenius. Recall that Sp(2n) is special and the Weyl group of Sp(2n) is
the wreath product Sn o(Z/2Z)= Snn(Z/2Z)n. It acts on Sym(T̂ )=Z[t1, . . . , tn] in
the following way. Sn acts by permuting the variables t1, . . . , tn and after identifying
Z/2Z= {±1} an element (ε1, . . . , εn) ∈ Z/2Zn acts by (ε1, . . . , εn) · ti = εi ti .

If P is a Borel we obtain from the above theorem that

A∗([Sp(2n)/EZ ]))= Z[t1, . . . , tn]/((q2
− 1)c1(t2), . . . , (q2n

− 1)cn(t2)).

If P is the maximal parabolic subgroup fixing a maximal isotropic subspace then
L = GLn and WL = Sn and therefore

A∗([Sp(2n)/EZ ])= Z[c1, . . . , cn]/((q2
− 1)c1(t2), . . . , (q2n

− 1)cn(t2)).

It turns out that a Q-basis of the Chow ring of the stack of G-zips is given by
the closures of the orbits of the action of EZ on G. To prove this let us introduce
the naive Chow group of a quotient stack.

Definition 2.4.6. Let G be an algebraic group and let X be a G-scheme. Let
Z∗([X/G]) be the free abelian group generated by the set of G-invariant closed
subvarieties of X graded by dimension. Let Wi ([X/G]) be the group

⊕
Y k(Y )G,

where the sum goes over all G-invariant closed subvarieties of X of dimension i+1.
There is the usual divisor map div : Wi ([X/G])→ Zi ([X/G]) and we define the
i-th naive Chow group of [X/G] to be

Ao
i [X/G] = Zi ([X/G])/ div(Wi ([X/G])).

Remark 2.4.7. There is more generally a definition of naive Chow groups for
arbitrary algebraic stacks ([Kresch 1999, Definition 2.1.4]) which in the case of
a quotient stack agrees with the one given above. Thus the above definition is
independent of the presentation as a quotient stack.

Remark 2.4.8. There is a natural map Ao
∗
[X/G]→ A∗[X/G]. When X is Deligne–

Mumford, i.e., the stabilizer of every point is finite and geometrically reduced,
the induced map Ao

∗
[X/G]Q→ A∗[X/G]Q is an isomorphism of groups and an

isomorphism of rings if [X/G] is smooth [Kresch 1999, Theorem 2.1.12(ii)].
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The stack of G-zips is not Deligne–Mumford. However, we still have the
following proposition.

Proposition 2.4.9. Let G be a connected algebraic group and X be an admissi-
ble G-scheme (see Definition 1.2.3) with finitely many orbits such that the stabi-
lizer of every point is an extension of a finite group by a unipotent group. Then
Ao
∗
[X/G]Q→ A∗[X/G]Q is an isomorphism.

Proof. We prove this by induction on the number of orbits. Let U denote the open
G-orbit and W its complement. We have a commutative diagram

0 // Ao
∗
[W/G]Q //

��

Ao
∗
[X/G]Q

��

// Ao
∗
[U/G]Q //

��

0

0 // A∗[W/G]Q // A∗[X/G]Q // A∗[U/G]Q // 0

and we claim that the rows of this diagram are exact. Since there are only finitely
many orbits every G-invariant subvariety Y of X is the closure of a G-orbit. Since
Y admits a dense G-invariant subset every G-invariant rational function on Y
is constant. It follows that Ao

∗
[X/G] =

⊕
Z Z[Z ] where the sum goes over all

G-orbits Z of X. From this we obtain the exactness of the top row. For the
exactness of the lower row we need to see that the pullback map A∗([X/G], 1)Q→
A∗([U/G], 1)Q is surjective. But [U/G] is isomorphic to the classifying space of
the stabilizer group scheme of U. By assumption and Corollary 1.4.4 we get that
A∗([U/G],m)Q→ A∗(B{0},m)Q is an isomorphism. Equivalently the pullback
of the structure morphism [U/G]→ Spec k is an isomorphism for the higher Chow
groups with rational coefficients and hence the claim follows.

Now the right vertical arrow is an isomorphism since both groups are isomorphic
to Q. By induction we may assume that the first vertical arrow is also an isomor-
phism. �

Recall that an algebraic zip datum Z is called orbitally finite if G has finitely
many EZ -orbits [Pink et al. 2011, Definition 7.2].

Theorem 2.4.10. Let Z be an orbitally finite connected algebraic zip datum and
[G/EZ ] be the corresponding stack of G-zips. Then the following assertions hold.

(i) Ao
∗
[G/EZ ]Q→ A∗[G/EZ ]Q is an isomorphism.

(ii) Ao
∗
[G/EZ ] =

⊕
Z Z[Z ] where the sum goes over all orbits Z.

In particular, the dimension of A∗[G/EZ ]Q as a Q-vector space is equal to the
number of orbits.

Proof. The assumption of the previous proposition on the stabilizer group schemes
hold by [Pink et al. 2011, Theorem 8.1]. �
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Corollary 2.4.11. Let Z = (G, P, Q, ϕ) be a connected algebraic zip datum and T
be a split maximal torus of G in a Levi component L of P. If Z is orbitally finite the
Q-vectorspace A∗([G/EZ ])Q is finite dimensional of dimension |WG/WL |, where
as usual WG = W (G, T ) is the Weyl group of G and WL = W (L , T ) is the Weyl
group of L.

Proof. By the above theorem dimQ A∗([G/EZ ])Q equals the number of EZ -orbits
in G. This number equals |WG/WL | by [Pink et al. 2011, Theorem 7.5]. �

In the case of F-zips the above results read as follows.

Corollary 2.4.12. Let τ : Z→ Z≥0 be a function with finite support i1 ≤ · · · ≤ ir

and nk = τ(ik). Let h =
∑

i ni be its height. Then:

(i) A∗F-zipτ = Z[t1, . . . , th]Sn1×···×Snr /((p− 1)c1, . . . , (ph
− 1)ch),

with ci the i-th elementary symmetric polynomial in the variables t1, . . . , th .

(ii) Pic(F-zipτ )= Zr−1
×Z/(p− 1)Z.

(iii) dimQ A∗(F-zipτ )Q =
h!

n1!×· · ·×nr !
.

2.5. The Chow ring of BTn. The goal of this section is to prove the following
result.

Theorem 2.5.1. The pullback φ∗n : A∗(Dispn) → A∗(BTn) is injective and an
isomorphism after inverting p.

We know that Dispn =
∐

d≤h Disph,d
n is a decomposition into open and closed

substacks. The same holds for BTn and the morphism φn maps BTh,d
n to Disph,d

n .
It suffices to prove the theorem for the restriction of φn to BTh,d

n . The following
proposition is the crucial point in the proof of Theorem 2.5.1.

Proposition 2.5.2. Let L be a field extension of k and Spec L→ Dispn be a mor-
phism. Then there is a finite field extension L ′ of L of p-power degree and an
infinitesimal commutative group scheme A over L ′ such that the fiber φ−1

n (Spec L ′)
is the classifying space of A.

Proof. The diagonal 1 : BTn → BTn ×Dispn
BTn is flat and surjective by [Lau

2013, Theorem 4.7]. This means that two Barsotti–Tate groups of level n having
the same associated display become isomorphic when pulled back to a suitable
fppf-covering. It follows that the fiber (BTn)L of a display P over some field L is
a gerbe over L . If L is perfect there is a truncated Barsotti–Tate group G over L
with φn(G)= P, i.e., (BTn)L is a neutral gerbe. In this case (BTn)L = BAuto(G)
where Auto(G)= Ker(AutG→ AutP) is commutative and infinitesimal again by
[Lau 2013, Theorem 4.7]. If L is not perfect we may consider the perfect hull
L p−∞ in an algebraic closure of L . Then L ⊂ L p−∞ is purely inseparable and
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(BTn)L(L p−∞) is nonempty. Since (BTn)L(L p−∞)= lim
−−→L ′(BTn)L(L ′), where the

limit goes over all finite subextensions L ⊂ L ′ ⊂ L p−∞, we find some L ′ such that
(BTn)L ′ has a section corresponding to a truncated Barsotti–Tate group G over L ′.
Thus A = Auto(G) and L ′ have the desired properties. �

Remark 2.5.3. Over the open and closed substack of BTn consisting of level-n
BT-groups of constant dimension d and codimension c the degree of Auto(Guniv)

is pncd. See Remark 4.8 in [Lau 2013].

Note that Disph,d
n and BTh,d

n both admit admissible presentations in the sense
of Definition 1.2.3. In the case of Disph,d

n this follows from Theorem 2.1.3 and
Lemma 1.2.2. To obtain the assertion for BTh,d

n we use [Wedhorn 2001, Proposi-
tion 1.8] which yields a presentation BTh

n = [Y
h
n /GLpnh ] with Y h

n quasiaffine and
of finite type over k. Now BTh

n is smooth over Spec k [Lau 2013]. Hence Y h
n is

also smooth and in particular normal and equidimensional.
We now consider the flat pullback map

φ∗n : A∗(Disph,d
n ,m)→ A∗(BTh,d

n ,m)

from Lemma 1.2.6.

Proposition 2.5.4. φ∗n : A∗(Disph,d
n ,m)→ A∗(BTh,d

n ,m) is an isomorphism after
inverting p.

Proof. Let us write X = BTh,d
n and Y = Disph,d

n . We fix some io ∈ Z and show
that φn : Aio(Disph,d

n ,m)p→ Aio(BTh,d
n ,m)p is an isomorphism.

Consider an approximation of Y (see Convention 1.1.1) by a quasiprojective
scheme Y → Y so that Aio(Y ,m) = Aio(Y,m) and similarly an approximation
X→X of X . Let r denote the relative dimension of X→X . Let Z be the fiber
product X ×Y Y. The morphism Z→ Y is then smooth of relative dimension r and
we need to see that the pullback Aio(Y,m)p→ Aio+r (Z ,m)p is an isomorphism.
Note that Z is again quasiprojective since it is open in a vector bundle over the
quasiprojective scheme X (see Remark 1.2.5). We have the cartesian diagram

Z y

��

// Xk(y)

��

// Spec k(y)

��

Z //

��

XY

��

// Y

��

X // X // Y

By Lemma 1.3.2 it suffices to see that Ai (Spec k(y),m)p→ Ai+r (Z y,m)p with
i = io− dim {y} is an isomorphism. According to the previous proposition there is
a finite field extension K of k(y) of p-power degree such that XK = B A holds for
an infinitesimal group scheme A over K.
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Since Z K is open in a vector bundle over XK of rank r we have Z K = U/A,
where U is open in a representation V of A. Note that V is of dimension r .
Hence by choosing codim X c to be big enough, we may assume Ai (Spec K ,m)→
Ai+r (U,m) is an isomorphism. Since A is of p-power degree it follows that the
map Ai (Spec K ,m)p → Ai+r (Z K ,m)p is an isomorphism. Now since the field
extension K ⊃ k(y) is of p-power degree it follows from Lemma 1.3.1 that

Ai (Spec k(y),m)p→ Ai+r (Z y,m)p

is also an isomorphism. We are done. �

Proof of Theorem 2.5.1. Since BTn and Dispn are smooth the pullback

(φn)
∗

p : A∗(Dispn)p→ A∗(BTn)p

is an isomorphism by Lemma 1.2.6 and the proposition above. We already know
A∗(Dispn) is p-torsion free by Theorems 2.3.1 and 2.3.3. Thus φ∗n is injective. �

Gathering the results of Section 2, we obtain the following theorem:

Theorem 2.5.5. (i) We have

A∗(BTh,d
n )p = Z[p−1

][t1, . . . , th]Sd×Sh−d/((p− 1)c1, . . . , (ph
− 1)ch),

where ci denotes the i-th elementary symmetric polynomial in the variables
t1, . . . , th , and t1, . . . , td and td+1, . . . , th are the Chern roots of Lie and
tLie∨, respectively.

(ii) We have dimQ A∗(BTh,d
n )Q =

(h
d

)
and a basis is given by the cycles of the

closures of the EO strata.

(iii) (Pic BTh,d
n )p =

{
Z[p−1

]/(p− 1) if d = 0, h,

Z[p−1
]×Z[p−1

]/(p− 1) otherwise,

where the generator for the free part is det(Lie) and for the torsion part is
det(Lie⊗ tLie∨).

Proof. By Theorem 2.5.1 we know A∗(Disph,d
n )p ∼= A∗(BTh,d

n )p. Further, we have

A∗(Disph,d
n )∼= A∗(Disph,d

1 )

by Theorem 2.3.1 and A∗(Disph,d
1 ) was computed in Theorem 2.3.3. This proves

part (i). By Lemmas 2.4.1 and 2.4.2 we know that Disph,d
1 is isomorphic to the stack

[GLh /EZ ] corresponding to the Frobenius zip datum Z = (GLh, P, P−, σ ), where
P is the standard parabolic of type (d, h), P− is the opposite parabolic and σ is the
Frobenius isogeny. Now the dimension of A∗(Disph,d

1 )Q as a Q-vectorspace follows
from Corollary 2.4.12 and a basis is given by Theorem 2.4.10. This proves (ii).
Finally (iii) follows from (i) together with the fact that Pic BTh,d

n = A1(BTh,d
n ). �
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HYPERBOLIC MANIFOLDS CONTAINING
HIGH TOPOLOGICAL INDEX SURFACES

MARION CAMPISI AND MATT RATHBUN

If a graph is in bridge position in a 3-manifold so that the graph complement
is irreducible and boundary-irreducible, we generalize a result of Bachman
and Schleimer to prove that the complexity of a surface properly embedded
in the complement of the graph bounds the graph distance of the bridge sur-
face. We use this result to construct, for any natural number n, a hyperbolic
manifold containing a surface of topological index n.

1. Introduction

It has become increasingly common and useful to measure distances in complexes
associated to surfaces between certain important subcomplexes associated with the
surface embedded in a 3-manifold. These techniques provide a means to indicate the
inherent complexity of links in a manifold, decomposing surfaces, or the manifold
itself. Bachman [2010] defined the topological index of a surface as a topological
analogue of the index of an unstable minimal surface. When the distance is small,
the notion of topological index refines this distance, by looking at the homotopy
type of a certain subcomplex.

In the same way that incompressible surfaces share important properties with
strongly irreducible surfaces (distance > 2) despite being compressible, the topolog-
ical index provides a degree of measurement of how similar irreducible, but weakly
reducible (distance = 1) surfaces are to incompressible surfaces. Bachman [2012a;
2012b; 2012c] has shown that surfaces with a well-defined topological index in a
3-manifold can be put into a sort of normal form with respect to a triangulation of
the manifold, generalizing the ideas of normal form introduced by Kneser [1929]
and almost normal form introduced by Rubinstein [1995], and mirroring results
about geometrically minimal surfaces due to Colding and Minicozzi [2004a; 2004b;
2004c; 2004d; 2015].

Lee [2015] has shown that an irreducible manifold containing an incompressible
surface contains topologically minimal surfaces of arbitrarily high genus, but has

MSC2010: primary 55P15, 57M20, 57M27; secondary 57M10, 57M15.
Keywords: topological index, topologically minimal, hyperbolic, bridge position, distance, bridge

distance, graph.
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only shown that the topological index of such surfaces is at least two. Bachman
and Johnson [2010] showed that surfaces of arbitrarily high index exist. These
surfaces are the lifts of Heegaard surfaces in an n-fold cover of a manifold obtained
by gluing together boundary components of the complement of a link in S3. A
byproduct of their construction is that the resulting manifolds are toroidal.

This leaves open the question of whether the much more ubiquitous class of
hyperbolic manifolds can also contain high topological index surfaces. Here we
construct certain hyperbolic manifolds containing such surfaces. We generalize
the construction in [Bachman and Johnson 2010] by gluing along the boundary
components of the complement of a graph in S3 to show:

Theorem 1.1. There is a closed 3-manifold M1, with an index 1 Heegaard surface S,
such that for each n, the lift of S to some n-fold cover Mn of M1 has topological
index n. Moreover, Mn is hyperbolic for all n.

In order to guarantee the hyperbolicity of Mn, we must rule out the existence of
high Euler characteristic surfaces in the graph complement. To that end, we define
the graph distance, dG , of graphs in S3, an analogue of bridge distance of links. In
the spirit of Hartshorn [2002] and Bachman and Schleimer [2005], we show that the
complexity of an essential surface is bounded below by the graph bridge distance:

Theorem 1.2. Let 0 be a graph in a closed, orientable 3-manifold, M, which is in
bridge position with respect to a Heegaard surface, B, so that M r n(0) is irre-
ducible and boundary-irreducible. Let S be a properly embedded, orientable, incom-
pressible, boundary-incompressible, non-boundary-parallel surface in M r n(0).
Then dG(B, 0) is bounded above by 2(2g(S)+ |∂S| − 1).

In Section 2 we lay out the definitions of the various complexes and distances
we will use, and prove Theorem 1.2. In Section 3, we prove Theorem 1.1.

2. Definitions

Given a link L ⊂ S3, a bridge sphere for L is a sphere, B, embedded in S3, inter-
secting the link L transversely, and dividing S3 into two 3-balls, V and W, so that
there exist disks DV and DW properly embedded in V and W, respectively, so that
L∩V ⊂ DV and L∩W ⊂ DW are each a collection of arcs. If there are b arcs, the
link is said to be b-bridge with respect to B.

Goda [1997] introduced the notion of a bridge sphere for a spatial θ -graph, and
this was extended by Ozawa [2012]. A bridge sphere for a (spatial) graph 0 is
a sphere, B, embedded in S3, intersecting 0 transversely in the interior of edges,
and dividing S3 into two 3-balls, V and W, so that there exist disks DV and DW

properly embedded in V and W, respectively, so that 0∩V ⊂ DV and 0∩W ⊂ DW

are each a collection of trees and/or arcs.
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If B is a bridge sphere for a link L, then a bridge disk is a disk properly embedded
in one of the components of (S3 r n(L))r B), whose boundary consists of exactly
two arcs, meeting at their endpoints, with one arc essential in B r n(L), and the
other essential in ∂n(L)r B. We refer to the arc in the boundary of the disk that
is contained in B as a bridge arc. Similarly, if B is a bridge sphere for a graph 0,
then a graph-bridge disk is a disk properly embedded in one of the components
of (S3 r n(0))r B), whose boundary consists of exactly two arcs, meeting at
their endpoints, with one arc essential in B r n(0), and the other essential in
∂n(0)r B. We refer to the arc in the boundary of the disk that is contained in B
as a graph-bridge arc.

Definition 2.1. The curve complex for a surface B with (possibly empty) boundary
is the complex with vertices corresponding to the isotopy classes of essential simple
closed curves in B, so that a collection of vertices defines a simplex if representatives
of the corresponding isotopy classes can be chosen to be pairwise disjoint. We will
denote the curve complex for a surface B by C(B).

Definition 2.2. The arc and curve complex for a surface B ′ with boundary is the
complex with vertices corresponding to the (free) isotopy classes of essential simple
closed curves and properly embedded arcs in B ′. A collection of vertices defines a
simplex if representatives of the corresponding isotopy classes can be chosen to
be pairwise disjoint. We will denote the arc and curve complex for a surface B ′

by AC(B ′).

If B is a surface embedded in a manifold, and a 1-dimensional complex intersects
B transversely, we will refer to the surface obtained by removing a neighborhood
of the 1-complex by B ′. We will often refer to C(B ′) simply by C(B), and AC(B ′)
simply by AC(B).

Definition 2.3. Let B be a surface with at least two distinct, essential curves.
Given two collections X and Y of vertices in the complex C(B) (resp., AC(B)),
the distance between X and Y, denoted dC(B)(X, Y ) (resp., dAC(B)(X, Y )), is the
minimal number of edges in any path in C(B) (resp., AC(B)) from a vertex in X to
a vertex in Y. When the surface is understood, we often just write dC (resp., dAC).

We will be working with four subtly different but closely related subcomplexes,
and some associated notions of distance.

Definition 2.4. Let B be a properly embedded surface separating a manifold M
into two components, V and W. Define the disk set of V (resp., W ), denoted
DV ⊂ C(B), (resp., DW ⊂ C(B)), as the set of all vertices corresponding to essential
simple closed curves in B that bound embedded disks in V (resp., W ). Define the
disk set of B, denoted DB , as the set of all vertices corresponding to essential simple
closed curves in B that bound embedded disks in M.
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Definition 2.5. Let B be a bridge sphere for a link L, bounding 3-balls V and W,
with at least 6 marked points corresponding to the transverse intersections of L
with B. The distance of the bridge surface, denoted dC(B,L), is dC(B ′)(DV ,DW ),
the distance in the curve complex of B ′ between DV and DW .

The fundamental building block in our construction will be the exterior of a graph
that is highly complex as viewed from the arc and curve complex. The existence
of such a block will follow from a result of Blair, Tomova, and Yoshizawa, using
“warped pants decompositions” and Dehn twists to construct gluing maps resulting
in high bridge distance link complements. It is a special case of [Blair et al. 2013,
Corollary 5.3 and the proof of Theorem 4.9].

Theorem 2.6 [Blair et al. 2013]. Given nonnegative integers b1, b2 and d, with
b1 + b2 ≥ 3, there exists a 2-component link L in S3, and a bridge sphere B for
L so that L is (b1+b2)-bridge with respect to B, the components of L are b1- and
b2-bridge with respect to B, and dC(B,L)≥ d.

Definition 2.7. Let B be a bridge sphere for a link L, bounding 3-balls V and W.
Define the bridge disk set of V (resp., W ), denoted BDV ⊂AC(B) (resp., BDW ),
as the set of all vertices either corresponding to essential simple closed curves in
B ′ that bound embedded disks in V rL (resp., W rL), or corresponding to bridge
arcs in B ′ contained in the boundaries of bridge disks in V (resp., W ).

Definition 2.8. Let B be a bridge sphere for a link L, bounding 3-balls V and
W. The bridge distance of the bridge surface B, which we denote by dBD(B,L),
is dAC(B ′)(BDV ,BDW ), the distance in the arc and curve complex of B ′ between
BDV and BDW .

Lemma 2.9 [Blair et al. 2017, Lemma 2]. If B is a bridge surface which is not a
sphere with four or fewer punctures, then dBD(B,L)≤ dC(B,L)≤ 2dBD(B,L).

Definition 2.10. Let B be a bridge sphere for graph 0, bounding 3-balls V and W.
The graph disk set of V (resp., W ) denoted GDV ⊂AC(B) (resp., GDW ⊂AC(B)),
is the set of all vertices either corresponding to essential simple closed curves in
Brn(0) that bound embedded disks in Vrn(0) (resp., Wrn(0)), or corresponding
to graph-bridge arcs in B r n(0) contained in the boundaries of graph-bridge disks
in V (resp., W ).

Definition 2.11. Let B be a bridge sphere for graph 0. The graph distance of the
bridge surface, denoted dG(B, 0) is dAC(B ′)(GDV ,GDW ), the distance in the arc
and curve complex of B ′ = B r n(0) between GDV and GDW .

Lemma 2.12. Let L be a link in bridge position with respect to a bridge sphere B,
bounding 3-balls V and W, and let 0L be a graph in bridge position with respect
to B formed by adding edges to L in V that are simultaneously parallel into B in
the complement of L, and so that 0L ∩ V has at least two components.
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If D ⊂ (V r n(0L)) is a graph-bridge disk for 0L, then there is a bridge disk D′

for L in (V r n(L)) which is disjoint from D.

Proof. Let 01, . . . , 0` be the connected components 0L ∩ V, and let 0i be the
component of 0L ∩ V to which D is incident.

Over all bridge disks E ⊂ V for L disjoint from 0i , choose one which minimizes
|D ∩ E |. Suppose the intersection is nonempty. Any loops of intersection can be
removed because (V rn(0)) is a handlebody and therefore irreducible. Any points
of intersection between ∂D and ∂E are contained in ∂D ∩ B and ∂E ∩ B. Choose
an arc γ of |D ∩ E |. The arc γ cuts D into two disks Dγ1 and Dγ2 . For one of
j = 1 or 2, ∂Dγ j ∩ ∂D is contained in B. Call that disk Dγ . Consider an arc α of
|D ∩ E | outermost in Dγ . If the interior of Dγ is disjoint from E then take α to
be γ . The arc α cuts off a disk Dα from Dγ and cuts E into two disks E1 and E2,
only one of whose (say E2) boundary is incident to L. The disk E2 ∪ Dα = E ′ is a
bridge disk for L and intersects D fewer times than E , contradicting the minimality
of |D ∩ E |. �

The above implies that the distance in the arc and curve complex of B r n(0)
between GDV and BDV is less than or equal to 1.

Corollary 2.13. Let L and 0L be as above. Then dBD(B,L)≤ 1+ dG(B, 0L).

Proof. Since W r n(0) contains no graph-bridge disks, GDW = BDW . Suppose
that the distance in AC(B ′) between GDW = BDW and GDV is realized by a path
between vertices X ∈ GDW and Y ∈ GDV . Then, by Lemma 2.12, there is a
vertex Z of BDV so that the distance between Y and Z is at most 1, and therefore
dAC(B ′)(BDW ,BDV )≤ dAC(B ′)(GDW ,GDV )+ 1. �

Hartshorn [2002] proved that an essential closed surface in a 3-manifold creates
an upper bound on the possible distances of Heegaard splittings of that manifold in
terms of the genus of the essential surface.

Theorem 2.14 [Hartshorn 2002, Theorem 1.2]. Let M be a Haken 3-manifold
containing an incompressible surface of genus g. Then any Heegaard splitting of M
has distance at most 2g.

This idea has been generalized in numerous ways, including in [Bachman and
Schleimer 2005] where it is shown that the distance of a bridge Heegaard surface
in a knot complement is bounded by twice the genus plus the number of boundary
components of an essential properly embedded surface.

Theorem 2.15 [Bachman and Schleimer 2005, Theorem 5.1]. Let K be a knot in
a closed, orientable 3-manifold M which is in bridge position with respect to a
Heegaard surface B. Let S be a properly embedded, orientable, essential surface in
M r n(K ). Then the distance of K with respect to B is bounded above by twice the
genus of S plus |∂S|.
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We will need a yet more general version, since we will be concerned with surfaces
properly embedded in graph complements.

The essence of both results is that the distance of a bridge or Heegaard surface is
bounded above in terms of the complexity of an essential properly embedded surface.
We will generalize this result to link and graph complements, with the additional
benefit of avoiding many of the technical details of [Bachman and Schleimer 2005]
necessary to treat the boundary components. Unfortunately, our bound will be
worse than that obtained by Bachman and Schleimer, though it will be sufficient for
many applications of this type of bound (see, e.g., [Mossessian 2016; Du and Qiu
2016; Ohshika and Sakuma 2016; Bachman 2013; Namazi 2007]). We note also
that our proof requires a minimal starting position similar to that used by Hartshorn,
an assumption Bachman and Schleimer’s method was able to avoid.

We now prove Theorem 1.2.

Theorem 1.2. Let 0 be a graph in a closed, orientable 3-manifold, M, which is in
bridge position with respect to a Heegaard surface, B, so that M r n(0) is irre-
ducible and boundary-irreducible. Let S be a properly embedded, orientable, incom-
pressible, boundary-incompressible, non-boundary-parallel surface in M r n(0).
Then dG(B, 0) is bounded above by 2(2g(S)+ |∂S| − 1).

Proof of Theorem 1.2. In the case that S is closed, we note that the proofs of
Theorems 2.14 and 2.15 both apply to closed surfaces in manifolds with boundary
as long as the manifold is irreducible. In the case that ∂S 6= ∅ we will double
M r n(0) along ∂n(0) to obtain a closed surface and show that the surface can be
made to fulfill all the hypotheses necessary to use the machinery in the proof of
Theorem 2.14 to obtain the bound on distance.

First, isotope S to intersect B minimally, among all isotopy representatives of S.
Let V and W be the handlebodies on either side of B. Double M r n(0) along
∂n(0), and call the resulting manifold M̂ . Let the doubles of S, B, V, and W be Ŝ,
B̂, V̂ , and Ŵ , respectively, and let G be ∂n(0) in M̂ , with respective copies Mi ,
Si , Bi , Vi , and Wi , for i = 1, 2.

Note that B̂ is a Heegaard surface for M̂ . (The proof of this is very similar to
the proof of Proposition 3.2 below.) Also, note that since S is incompressible and
∂-incompressible in M r n(0), Ŝ is an incompressible closed surface in M̂ , for
otherwise an outermost arc of intersection between a compressing disk and G would
show S to have been ∂-compressible in Mrn(0). Since ∂n(0) was incompressible
in M r n(0), G is incompressible in M̂ .

Claim 1. Each of Ŝ ∩ V̂ and Ŝ ∩ Ŵ are incompressible.

Proof. If, say, Ŝ ∩ V̂ had a compressing disk D, then since Ŝ is incompressible
in M̂ , there would have to be a disk D′ in Ŝ with ∂D′ = ∂D, and D′ ∩ B̂ 6=∅. We
may choose D to be a compressing disk which intersects G minimally. Further,
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since G is incompressible, we may choose D to intersect G only in arcs, if at all.
But M̂ is irreducible, so D ∪ D′ bounds a ball and we may isotope Ŝ across this
ball from D′ to D, lowering the number of intersections between Ŝ and B̂.

If D′ ∩G =∅, then this can be viewed as an isotopy of S in M r n(0) which
reduces the number of intersections between S and B, a contradiction.

If D′∩G 6=∅ we still arrive at a contradiction. Consider a loop, `, of intersection
in (D∪D′)∩G, innermost in D∪D′. Since D∩G only contains arcs, ` consists of
two arcs, α and α′ in D and D′ respectively. Thus ` bounds a disk D` in G, α cuts
off a subdisk Dα of D and α′ cuts off a subdisk Dα′ of D′, both of which are in
either M1 or M2, say M1. Now we have an isotopy of S1 from Dα ∪ Dα′ to D`.

Independent of whether Dα′ intersected B, we could have chosen D to have fewer
intersections with G, contradicting our choice of D to minimize intersections. �

Claim 2. Every intersection of Ŝ with B̂ is essential in B̂.

Proof. Curves of intersection in Ŝ ∩ B̂ which are inessential in both surfaces would
either give rise to a reduction in |S ∩ B| or could have come from the doubling of
arcs in S∩ B which would give rise to a reduction in |S∩ B| in a fashion similar to
the previous claim. �

Claim 3. There are no ∂-parallel annular components of Ŝ ∩ Ŵ or Ŝ ∩ V̂ .

Proof. Any such component disjoint from G would have been eliminated when
|S ∩ B| was minimized. The intersection of any such component intersecting G
with M1 would be a ∂-parallel disk which also would have been eliminated when
|S ∩ B| was minimized. �

Now we have satisfied all the hypotheses to obtain the sequence of isotopic
copies of Ŝ described in Lemmas 4.4 and 4.5 of [Hartshorn 2002]. Depending
on whether either of Ŝ ∩ V̂ or Ŝ ∩ Ŵ contains disk components or not, we apply
either Lemma 4.4 or 4.5, respectively, of [Hartshorn 2002] to obtain a sequence
of boundary compressions of Ŝ in V̂ or Ŵ , which gives rise to a path in C(Ŝ).
A priori, this path would not restrict to a path in AC(S), but the following claim
shows that we can choose the compressions to be symmetric across G, and so each
compression will correspond to an edge in AC(S).

Claim 4. If there exists an elementary ∂-compression of Ŝ in V̂ (resp., Ŵ ), then
there exists an elementary compression of Ŝ in V̂ (resp., Ŵ ) which is symmetric
across G in the sense that either

(1) the ∂-compressing disk D1 is disjoint from G in M1, and there is a correspond-
ing ∂-compressing disk D2 in M2, or

(2) the ∂-compression is along a disk that is symmetric across G.
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Proof. Let D be an elementary ∂-compression disk for, say, Ŝ ∩ V̂ chosen to
minimize |D ∩G|. We may restrict attention to such disks with |D ∩G|> 0.

First, we observe that D∩G cannot contain any loops of intersection, for a loop
of D ∩G innermost in D bounds a subdisk of D which would either give rise to a
compression for G or would provide a means of isotoping D so as to lower |D∩G|.
Thus, D ∩G consists only of arcs. These arcs are either

• vertical arcs, with one endpoint on each of Ŝ and B̂,

• Ŝ-arcs, with both endpoints on Ŝ, or

• B̂-arcs, with both endpoints on B̂.

Consider an Ŝ-arc of D ∩G, outermost in D, cutting off subdisk D′ from D,
with boundary consisting of σ in Ŝ and γ in G. Without loss of generality, assume
D′ ⊂ M1. If σ is essential in Ŝ ∩M1, then D′ is a boundary-compression disk for
S in M, which is impossible. If σ is inessential in Ŝ ∩M1, then it must cobound a
disk E in Ŝ ∩M1 together with an arc σ ′ ⊆ ∂(Ŝ ∩M1). The curve γ ∪ σ ′ cannot
be essential in G, else D′ ∪ E would be a compressing disk for G. Thus, γ ∪ σ ′

bounds a disk, F ⊆ G. Now F ∪ D′ ∪ E is a sphere bounding a ball in M1, so
D∪ E is isotopic to F, and replacing D′ with F results in an elementary boundary-
compressing disk for Ŝ ∩ V with fewer intersections with G than D. Thus we may
assume that D ∩G contains no Ŝ-arcs.

Now consider a subdisk D′ of D which is cut off by all the arcs of D ∩ G
and whose boundary consists of no more than one vertical arc. Without loss of
generality, assume D′ ⊆ M1. Suppose ∂D′ has B̂-arcs, β1, β2, . . . , βk . Then all
the βi are disjoint arcs on G. If any of them are inessential in G ∩ V̂ then they
bound disks Bi ⊆ G ∩ V1. If any of the βi are essential in G ∩ V̂ , then they bound
disks Bi ⊆ V1 that are bridge disks for n(0) in V1. In either case, D′ ∪

(⋃k
i=1 Bi

)
results in a boundary-compressing disk for S ∩ V̂ with fewer intersections with G
than D. This boundary-compressing disk is still elementary as the arc in Ŝ remains
unchanged. Thus, we may assume that D ∩G consists solely of vertical arcs.

Let γ be an arc of D ∩ G outermost in D, cutting off a subdisk D1 from D.
Without loss of generality, D1 ⊆ M1. The boundary of D1 consists of three arcs;
γ ⊆ G, σ1 ⊆ S1 and β1 ⊆ B1. By symmetry, there exists disk D2 ⊆ M2 in M2,
so that D1 ∪ D2 is a disk in V̂ with boundary consisting of arcs σ = σ1 ∪ σ2 ⊆ Ŝ
and β = β1 ∪β2 ⊆ B̂, intersecting G in exactly one arc, γ . Finally, we must show
that σ is a “strongly essential” arc in Ŝ ∩ V̂ .

If σ is not strongly essential then it is either the meridian of a boundary-parallel
annulus of Ŝ ∩ V̂ , which is not possible since σ1 was a subarc of the original
elementary compression disk D, or σ is inessential in Ŝ ∩ V̂ . If σ is inessential
then it would cobound a disk E in Ŝ together with an arc σ ′ ⊆ Ŝ ∩ B̂. This disk
provides an isotopy in Ŝ of σ1 to σ2.
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If the disk D′ = D r D1 only intersects D2 in γ then D′ ∪ D2 is a compressing
disk for Ŝ ∩ V̂ with fewer arcs of intersection with G, as the disk can be isotoped
away from γ . This disk is still an elementary compressing disk because σ1 is
isotopic to σ2, and so contradicts our original choice of D.

Thus, σ is strongly essential in Ŝ ∩ V̂ , and D1 ∪ D2 is a new compressing disk
for Ŝ ∩ V̂ that is symmetric across G. �

We may, thus, proceed exactly as in Theorem 2.14. Each elementary boundary
compression of Ŝ towards either of V̂ or Ŵ can be performed in a symmetric way,
demonstrating a path from DV̂ to DŴ in C(Ŝ) of length no greater than twice the
genus of Ŝ, which is 2(g(S)+ |∂S| − 1).

Each time a boundary compression for Ŝ corresponds to a pair of curves ĉi

and ĉi+1 in S1 that contribute an edge in a path in C(Ŝ) from DV̂ to DŴ , there is
immediately a pair of curves ĉi+2 and ĉi+3 in S2 also contributing an edge in a path
from DV to DW , and this pair of paths corresponds to a single pair of curves ci and
ci+1 in S contributing a single edge in AC(S). Each time a boundary compression
for Ŝ corresponds to a pair of curves intersecting G that contributes an edge in a
path in C(Ŝ) from DV̂ to DŴ , the restriction of these curves to S1 is a pair of arcs
contributing an edge in AC(S).

Further, since the boundary compressions (and elimination of boundary-parallel
annuli) are all being performed symmetrically, the resulting disks DV̂ ∈ DV̂ from
Ŝ ∩ V̂ and DŴ ∈ DŴ from Ŝ ∩ Ŵ are symmetric. That is, either DV̂ (resp., DŴ )
is disjoint from G, so that we may assume that it sits in V1 (resp., W1), or it is
symmetric across G so that DV̂ ∩M1 (resp., DŴ ∩M1) is a graph bridge disk for
0 in M. In either case, this demonstrates a path in AC(S) from DGV to DGW of
length no greater than 2(g(S)+ |∂S| − 1). �

3. Theorem 1.1

Bachman [2010] defined the topological index of a surface. In contrast to the
distances between subcomplexes each corresponding to some disks discussed in
Section 2, he exploits the homotopy type of the complex of all disks.

Definition 3.1. The surface B is said to be topologically minimal if either DB is
empty, or if there exists an n ∈N so that πn(DB) 6= 0. If a surface B is topologically
minimal, then the topological index is defined to be the smallest n ∈ N so that
πn−1(DB) 6= 0, or 0 if DB is empty.

Bachman and Johnson [2010] showed that surfaces of arbitrarily high index exist,
but their manifolds all contain essential tori. We prove an analogue of this.

Theorem 1.1. There is a closed 3-manifold M1, with an index 1 Heegaard surface S,
such that for each n, the lift of S to some n-fold cover Mn of M1 has topological
index n. Moreover, Mn is hyperbolic for all n.
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3A. The construction. Let n be a positive integer. We will construct a hyperbolic
manifold containing a Heegaard surface of topological index n.

Using the machinery in Theorem 2.6, let L be a link in S3 with two components,
L and K, that are each 2-bridge with respect to a bridge sphere B of distance at
least 24n+ 7. Let V and W be the two 3-balls bounded by B. Since L is in bridge
position, there exist disks DV and DW properly embedded in V and W, respectively,
with (L∩ V )⊂ DV , and (L∩W )⊂ DW . By modifying DV if necessary, we can
find two arcs τL and τK in the interior of V such that

(1) τL ∪ τK ⊂ DV ,

(2) τL ∩ τK =∅,

(3) τL ∩L= ∂τL ⊂ L and τK ∩L= ∂τK ⊂ K,

(4) the endpoints of τK are on different components of K ∩ V, and the endpoints
of τL are on different components of L ∩ V.

Let L ′= L∪τL , let GL = ∂n(L ′), let K ′= K ∪τK , let G K = ∂n(K ′), and let 0=
L∪τL∪τK = L ′∪K ′. Observe that 0 is a graph in bridge position with respect to B.
Let M ′ = S3 r n(0), let V ′ = V r n(0), and let W ′ =W r n(0)=W r n(L), and
B ′ = B r n(0)= B r n(L).

For each i = 1, 2, . . . , n, let M ′i be homeomorphic to M ′, along with homeomor-
phic copies Li of L, (GL)i of GL , (G K )i of G K , and B ′i of B ′.

Then, for each i = 1, 2, . . . , (n− 1), identify (G K )i with (GL)i+1 and identify
(G K )n with (GL)1, all via the same homeomorphism. Call the resulting closed
3-manifold Mn. Observe that the union of the B ′i is a closed surface that we will
call Bn. We will show that Bn is a Heegaard surface for Mn, that Bn has high
topological index, and that Mn is hyperbolic.

Proposition 3.2. For each n, Bn
⊂ Mn is a genus 3n+ 1 Heegaard surface.

Proof. That the genus of Bn is 3n+ 1 can be verified by an Euler characteristic
count. It suffices, then, to verify that the complement of Bn is two handlebodies,
V n and W n.

Since 0 was in bridge position with respect to B, there are disks DV and DW

properly embedded in V and W, respectively, so that 0∩V ⊂ DV and 0∩W ⊂ DW .
Then DV and DW cut along 0 is a collection of subdisks.

The result of cutting V rn(0) along all these subdisks of DV is a pair of 3-balls,
each with two subdisks, D+1 and D+2 , of n(0) contained in the boundary. Each
identification of (G K )i with (GL)i+1 (indices mod n) glues pairs of these subdisks
along arcs, resulting in disks in V n, and further cutting along (n−1) copies of each
of D+1 and D+2 results in a collection of 3-balls, showing that V n is a handlebody.

Similarly, the result of cutting W rn(0) along all of the subdisks of DW is a pair
of 3-balls, each with four subdisks of n(0) contained in the boundary, D−1 , D−2 , D−3 ,
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and D−4 . Each identification of (G K )i with (GL)i+1 (indices mod n) glues pairs
of these subdisks along arcs, resulting in disks in W n, and further cutting along
(n− 1) copies of each of D−1 , D−2 , D−3 , and D−4 results in a collection of 3-balls,
showing that W n is a handlebody. �

3B. Bounding from above.

Proposition 3.3. The surface Bn has topological index at most n.

Proof. Our proof will follow almost exactly the proof of Proposition 5 from
[Bachman and Johnson 2010]. In each copy M ′i of the manifold M ′, we have the
surface B ′i , a copy of B ′, dividing the manifold into V ′i and W ′i , copies of V ′ and W ′.
Observe that in each V ′i , there is exactly one essential disk, D+i with boundary
contained in B ′i , just as in [Bachman and Johnson 2010]. However, in each W ′i ,
there are several essential disks with boundary contained in B ′i . We will call this
collection of disks D−i . From each D−i , choose a single representative D−i .

Define the subcomplex, P, of DM spanned by the vertices corresponding to⋃
i {D
+

i , D−i }, which is homeomorphic to an (n−1)-sphere. Then, define a map
F :DM → P by the identity on P, and by sending a vertex corresponding to a disk
D 6∈

⋃
i {D
+

i , D−i } to the vertex corresponding to D+j or D−j , where either D ∈D−j ,
or j is the smallest index for which an essential outermost subdisk of D r

(⋃
i Gi

)
is contained in V ′j or W ′j , respectively.

Just as in [Bachman and Johnson 2010], we claim that this map F is a simplicial
map that fixes each vertex of P. To see this, consider any two disks D1 and D2

connected by an edge in DM (so that the disks are realized disjointly in M). Observe
that by our construction of M ′ and Corollary 2.13, any disk contained in V ′j must
intersect any disk contained in W ′j (whether either disk is a bridge disk, a graph-
bridge disk, or the boundary is contained in B ′j ). So, if D±i = F(D1) 6= F(D2)=D±j ,
then i 6= j, and F(D1) is joined to F(D2) in P. Thus, F is a retraction onto the
(n−1)-sphere, P, showing that πn−1(DM) is nontrivial, so the topological index of
Bn is at most n. �

Corollary 3.4. The topological index of Bn is well defined, and Bn is topologically
minimal.

3C. Bounding from below. We make use of an important theorem in the develop-
ment of the topological index by Bachman:

Theorem 3.5 [Bachman 2010, Theorem 3.7]. Let G be a properly embedded, in-
compressible surface in an irreducible 3-manifold M. Let B be a properly embedded
surface in M with topological index n. Then B may be isotoped so that

(1) B meets G in p saddles, for some p ≤ n, and

(2) the sum of the topological indices of the components of B r n(G), plus p, is at
most n.
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Proposition 3.6. The surface Bn has topological index no smaller than n.

Proof. Suppose Bn had topological index ι < n. Let G be the union of all the genus
two surfaces Gn

i := (G K )i = (GL)i+1 (indices mod n) in the manifold Mn. By
Theorem 3.5, Bn can be isotoped to a surface, Bn

+
, so that Bn

+
meets G in σ saddles,

the sum of the topological indices of the components of Bn
+
rn(G) is k, and k+σ ≤ ι.

Observe that χ(Bn
+
r n(G))=−6n+ σ . We may isotope any annular components

of Bn
+
r n(G) that are boundary-parallel into ∂n(G) completely into n(G). Note

that this will have no effect on the Euler characteristic of Bn
+
rn(G), nor any effect

on the topological index, since such a component will have topological index 0.
Any component, Q, of Bn

+
∩n(G) is contained in n(Gn

i ) for some i . Any such Q
is a punctured sphere with, say, d boundary components, has d − 2 saddles, and
we will show that at most d − 2 of its boundary components can bound disks of
Bn
+
r n(G) that are boundary-parallel into ∂n(G) in Mi r n(G) or Mi+1 r n(G).

As Bn
+

is connected and not a sphere, all the boundary curves of Q cannot bound
disks. Suppose, then, that d−1 of the curves bound disks that are boundary-parallel
into ∂n(G) in Mi r n(G) or Mi+1 r n(G), and let c be the remaining boundary
component of Q. As the other curves all bound disks that can be isotoped into
n(Gn

i ), and Gn
i is incompressible in Mn, c must bound a disk in ∂n(Gn

i ). By pushing
this disk slightly into Mi or Mi+1, we have a compressing disk for a component
of Bn

+
r n(G) that is disjoint from all other compressing disks for that component.

Thus, the disk complex for that component is contractible, contrary to the fact that it
is topologically minimal. Thus, at most d−2 of the boundary components of Q can
bound disks that are boundary-parallel into ∂n(G) in Mi r n(G) or Mi+1 r n(G).

Therefore, the total number of disk components of Bn
+
rn(G) that are boundary-

parallel in Mn r n(G) is β ≤ σ . So we may further isotope all β such boundary-
parallel disks into n(G), and call the resulting surface Bn

0 . Still, then, each compo-
nent of Bn

0 rn(G) is topologically minimal, the topological index will be unchanged
as each boundary-parallel disk has topological index 0, Bn

0 rn(G) has no boundary-
parallel disks or annuli, and

χ(Bn
0 r n(G))= χ(Bn

+
r n(G))−β ≥ χ(Bn

+
r n(G))− σ =−6n.

First, suppose that there is some component of Bn
0 r n(G) with Euler character-

istic less than −6n. In this case, because the Euler characteristic of Bn
0 r n(G) is

greater than or equal to−6n, there must be a component of Bn
0 rn(G) with positive

Euler characteristic. But there are no disks, as we have eliminated boundary-parallel
disks and an essential disk would be a compression of G in Mn, and it cannot be a
sphere, so this is impossible.

Thus, we may suppose that the Euler characteristic of each component of
Bn

0 r n(G) is bounded below by −6n. Observe that each component of G is an
incompressible surface, so Bn cannot be made disjoint from any component of G,
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and so (Bn
0 rn(G))∩Mi is nonempty for all i . As the sum of the topological indices

of the components of Bn
0 rn(G) is k < n, there must be at least one index j so that

every component of (Bn
0 rn(G))∩M j has topological index 0. Thus, there is some

component of (Bn
0 r n(G))∩M j , and all such components are incompressible and

have Euler characteristic bounded below by−6n. If necessary, maximally boundary
compress (Bn

0rn(G))∩M j , and isotope any resulting boundary-parallel components
into n(G). As Bn

0 cannot be isotoped away from any copy of Gn
i , there must be some

component remaining that is incompressible, boundary-incompressible, and not
boundary-parallel. Since boundary compressions only increase Euler characteristic,
the resulting component has Euler characteristic bounded below by −6n. Call this
component B ′′.

By Lemma 2.9 and Corollary 2.13, in M j with B j a copy of B ′, we have

dC(B j ,L)≤ 2dBD(B j ,L)≤ 2(1+ dG(B j , 0)).

By Theorem 1.2, dG(B j , 0)≤ 2(2g(B ′′)+ |∂B ′′| − 1). By our choice of L and the
fact that χ(S)= 2− 2g(S)− |∂S|, we have

24n+ 7≤ dC(B j ,L)≤ 2+ 2dG(B j , 0)≤ 8g(B ′′)+ 4|∂B ′′| − 2=−4χ(B ′′)+ 6.

On the other hand we have just shown that −6n ≤ χ(B ′′), a contradiction. Thus,
the topological index of Bn cannot be less than n. �

3D. Hyperbolicity. We have now shown that Mn contains a surface of topological
index n. To prove Theorem 1.1 it remains to show that Mn is hyperbolic.

Proposition 3.7. For all n, Mn is hyperbolic.

Proof. Consider an essential surface S in Mn with Euler characteristic bounded
below by 0, chosen to intersect G minimally. If S ∩ G = ∅, we arrive at a
contradiction to Theorem 1.2 as S would lie in one of the copies of M ′. If S∩G 6=∅,
the incompressibility and boundary-incompressibility of G guarantees that the
curves of S∩G are essential in S. Thus S∩M ′i is a collection of one or more planar
surfaces for some i . This again contradicts Theorem 1.2. Thus, in particular, Mn is
prime and atoroidal for all n. Then, as G is an incompressible surface in Mn, we
conclude that Mn is hyperbolic. �

Now the proof of Theorem 1.1 follows.

Proof of Theorem 1.1. Let Mn and Bn be as in Section 3A. We note that Mn is an
n-fold cover of M1. By Proposition 3.2, Bn is a genus 3n+ 1 Heegaard surface.
By Propositions 3.3 and 3.6, Bn has topological index n, and by Proposition 3.7,
Mn is hyperbolic. �
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LENGTH SPECTRA OF SUB-RIEMANNIAN METRICS ON
COMPACT LIE GROUPS

ANDRÁS DOMOKOS, MATTHEW KRAUEL, VINCENT PIGNO,
COREY SHANBROM AND MICHAEL VANVALKENBURGH

Length spectra for Riemannian metrics have been well studied, while sub-
Riemannian length spectra remain largely unexplored. Here we give the
length spectrum for a canonical sub-Riemannian structure attached to any
compact Lie group by restricting its Killing form to the sum of the root spaces.
Surprisingly, the shortest loops are the same in both the Riemannian and sub-
Riemannian cases. We provide specific calculations for SU(2) and SU(3).

1. Introduction

While much is known about the existence and geometric properties of closed
geodesics on Riemannian manifolds in general [Klingenberg 1978], and Lie groups
in particular, we cannot say the same thing about their connection with the algebraic
structure of Lie groups. Moreover, the sub-Riemannian setting has been mostly
neglected.

In the case of simple, simply connected, compact Lie groups, Helgason [2001,
Proposition 11.9] obtained the length of the shortest Riemannian geodesic loop in
terms of the length of the highest root. We expand upon Helgason’s work using more
algebraic methods, obtaining the sub-Riemannian and Riemannian geodesic loop
length spectra. The sub-Riemannian structure consists of the horizontal distribution
defined by the orthogonal complement of a Cartan subalgebra and the restriction
of the bi-invariant metric defined by the Killing form. To our knowledge, nothing
was previously known about the connection between root systems and lengths of
sub-Riemannian geodesic loops.

In Section 2 we provide the background for the root space decomposition of
semisimple, compact Lie algebras and prove Theorem 2.7, which shows that all
sub-Riemannian geodesics are normal. In Section 3 we work in a simple, simply
connected, compact Lie group. We find connections between the algebraic informa-
tion encoded in the root system of the Lie algebra and properties of Riemannian and
sub-Riemannian geodesic loops. In Theorems 3.3 and 3.6 we describe the entire
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Keywords: sub-Riemannian geometry, geodesics, root systems, compact Lie groups.
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length spectra of the Riemannian and certain sub-Riemannian geodesic loops. In
Theorem 3.9 we find properties that help describe the remaining sub-Riemannian
geodesic loops. In Theorem 3.7, we compute the lengths of the shortest Riemannian
and sub-Riemannian loops, which unexpectedly turn out to be equal. Further, in
Corollary 3.8 we derive a purely algebraic formula for the length of the highest
root. In Sections 4 and 5 we provide relevant examples in SU(2) and SU(3).

Note that the terms length spectrum and geodesic have varying definitions in the
literature. By length spectrum, we mean the set of lengths of all primitive geodesic
loops. A sub-Riemannian geodesic is defined as in [Montgomery 2002] as a locally
length minimizing curve. While in general such curves may not satisfy the geodesic
equations, in our setting we show that the two notions coincide (see Theorem 2.7).

2. General results

In this section, we assume that G is a semisimple, connected, compact matrix Lie
group. This assumption is suited to present and prove some general results about
sub-Riemannian geodesics, and we will use the more restrictive simple and simply
connected assumptions in the following sections, where we prove results about
sub-Riemannian geodesic loops. Our notation and definitions will be geared toward
the presentation of the sub-Riemannian geometry, rather than the algebraic theory
of Lie groups.

The Lie algebra of G can be defined in terms of the matrix exponential:

G = {X ∈Mn : et X
∈ G for all t ∈ R},

where Mn is the linear space of n × n real or complex matrices in which G is
included. Then G is a real Lie algebra endowed with the commutator operator

[X, Y ] = XY − Y X.

A Lie algebra is called simple if it is noncommutative and does not have any
nontrivial ideals, and it is called semisimple if it is the direct sum of simple Lie
algebras. A Lie group is simple or semisimple if its Lie algebra has the corresponding
property.

The adjoint representation of G is the group homomorphism

Ad : G→ Aut(G), Ad(g)(X)= gXg−1,

while its differential at the identity is the adjoint representation of its Lie algebra

ad : G→ End(G), ad X (Y )= [X, Y ].

Note that, among semisimple Lie algebras, Ad is an irreducible representation of G

if and only if G is simple.
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The Killing form,
K (X, Y )= trace(ad X · ad Y ),

is negative definite and nondegenerate on the Lie algebra of a semisimple, compact
Lie group, and hence we can define an inner product on G as

(2-1) 〈X, Y 〉 = −ρ K (X, Y ),

where ρ > 0 is a constant which can be adjusted according to our normalization
preferences. The inner product (2-1) generates a bi-invariant metric on G. The
Killing form is Ad-invariant, so Ad(g) is a unitary linear transformation of G for
all g ∈ G and ad X is skew-symmetric for all X ∈ G.

Let T be a maximal torus in G and T be its Lie algebra. In this case, T is a
maximal commutative subalgebra of G called the Cartan subalgebra. Its dimension
is called the rank of G, and also the rank of G. Consider an orthonormal basis
BT = {T1, . . . , Tr } of T , which will be fixed throughout the paper.

We extend the inner product (2-1) on G bilinearly to the complexified Lie algebra
GC = G ⊕ iG. The mappings ad T : GC → GC, T ∈ T , commute and are skew-
symmetric, so they share eigenspaces and have purely imaginary eigenvalues.

Once we fix the orthonormal basis BT , we can identify T ∗ with T and define
the roots as elements of the Cartan subalgebra, as in [Domokos 2015].

Definition 2.1. We define R ∈ T to be a root if R 6= 0 and the root space GR 6= {0},
where

GR = {Z ∈ GC : ad T (Z)= i 〈R, T 〉 Z for all T ∈ T }.

Additionally, we use the notation G0 = TC = T ⊕ iT .

Let R be the set of all roots, which will be partially ordered by the relation
R1 > R2 if the first nonzero coordinate of R1− R2 relative to the ordered basis BT
is positive. We call a root positive if its first nonzero coordinate is positive and
let R+ denote the set of all positive roots. For the most important properties of GR

we quote [Duistermaat and Kolk 2000; Knapp 1986]:

(i) dimC GR = 1.

(ii) If R ∈R then −R ∈R.

(iii) G−R = {X − iY : X + iY ∈ GR}.

(iv) 〈GR1,GR2〉 = 0 if R1, R2 ∈R∪ {0}, R1 6= ±R2.

(v) [GR1,GR2]


= GR1+R2 if R1+ R2 ∈R
= {0} if R1+ R2 6∈R and R1+ R2 6= 0

⊂ iT if R1+ R2 = 0.

(vi) If Z R ∈ GR and Z−R ∈ G−R then [Z R, Z−R] = i〈Z R, Z−R〉R.
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The above properties of GR and the real root space decomposition

G = T ⊕H,
where
(2-2) H= T ⊥ =

⊕
R∈R+

(GR ⊕G−R)∩G,

allow us to choose an orthonormal basis of H,

(2-3) BH = {X1, . . . , Xk, Y1, . . . , Yk},

with the following properties:

(i) For all 1≤ j ≤ k there exists R j ∈R+ such that {X j , Y j } ⊂ (GR j ⊕G−R j )∩G.

(ii) E± j = X j ± iY j ∈ G±R j .

(iii) 〈E j , E− j 〉 = 2.

(iv) [X j , Y j ] = −R j .

Notice that {(g,Hg) : g ∈G}, where Hg= gH, forms a sub-bundle of the tangent
bundle of G, which we call the horizontal sub-bundle. The property T ⊂ [H,H]
shows that this horizontal sub-bundle is bracket-generating, hence its choice defines
a sub-Riemannian metric on G in the following way (see [Montgomery 2002]).

We call an absolutely continuous curve γ : [a, b]→G horizontal if γ ′(t)∈Hγ (t)

for every t ∈ [a, b] where γ ′(t) exists. The length of a horizontal curve is defined as

(2-4) Length(γ )=
∫ b

a
‖γ ′(t)‖ dt.

The bracket-generating property implies that any two points can be connected
by horizontal curves and therefore we can define a sub-Riemannian (also called
Carnot–Carathéodory) distance as

d(x, y)= inf{Length(γ ) : γ is a horizontal curve connecting x and y}.

We say that a horizontal curve γ is a sub-Riemannian geodesic if locally it is
a length minimizer. We call a sub-Riemannian geodesic γ : [0, 1] → G a sub-
Riemannian geodesic loop if γ (0) = γ (1) = I and γ (t) 6= I for all t ∈ (0, 1).
Here, I denotes the identity matrix.

If we do not restrict the curve γ to be horizontal, then similar definitions lead to
Riemannian geodesics and geodesic loops. With the choice of the bi-invariant inner
product (2-1), the Riemannian geodesics through the identity and in the direction
of an arbitrary X ∈ G have the form

γ (t)= et X
;

see [Arvanitoyeorgos 2003, Chapter 3].
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Remark 2.2. With our assumptions on G and H, all sub-Riemannian geodesics are
smooth [Montgomery 1994, Theorem 3]. Moreover, as the inner product on H is
the restriction of the inner product (2-1) defined on G, a sub-Riemannian geodesic
is also a smooth curve of equal Riemannian length.

Sub-Riemannian geodesics can be characterized in various ways. We follow
the description from [Montgomery 1994; 1995; 2002], but also see [Agrachev and
Sarychev 1999; Boscain et al. 2002]. If a sub-Riemannian geodesic is a projection
to G of a solution to Hamilton’s equations for the sub-Riemannian Hamiltonian,
then we call it normal, otherwise we call it abnormal. If a sub-Riemannian geodesic
is a critical point of the endpoint map, then we call it singular, otherwise we call it
regular [Montgomery 1994]. The following implications hold.

Proposition 2.3 [Montgomery 2002, Theorem 5.8]. All regular sub-Riemannian
geodesics are normal and, therefore, all abnormal geodesics are singular.

If the horizontal distribution is fat, which means that for all X ∈H

H+ [X,H] = G,

then all sub-Riemannian geodesics are normal [Montgomery 1995, Proposition 4].
For example, the horizontal distribution is fat in the case of SU(2), but not in the
case of SU(3).

Regarding the form of the normal geodesics we have the following result, which
is [Montgomery 2002, Theorem 11.8] adapted to our setting. See also [Boscain
et al. 2002].

Proposition 2.4. Consider a semisimple, connected, compact Lie group G endowed
with horizontal distribution defined by the orthogonal complement H of a Cartan
subalgebra T , and inner product (2-1). Then the normal sub-Riemannian geodesics
through the identity are of the form

(2-5) γ (t)= et X
· e−t X⊥,

where X is any element of G and X⊥ is the orthogonal projection of X onto T .

Definition 2.5. If X ∈ H, then we call γX (t) = et X a horizontal Riemannian
geodesic.

These are precisely the Riemannian geodesics which are also sub-Riemannian.
As we will see, they can be regular or singular.

If R ∈R+, then let us use the notation HR = (GR⊕G−R)∩G. With this notation
we can rewrite (2-2) as

(2-6) H= T ⊥ =
⊕

R∈R+
HR.
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From the relations

[HR,HR] = span{R} and [R,HR] =HR,

we conclude that

(2-7) su(2)R =HR ⊕ span{R}

is a subalgebra of G, isomorphic to su(2).
For each T ∈ T let

RT
= {R ∈R+ : 〈R, T 〉 = 0}

and

(2-8) GT
=

⊕
R∈RT

su(2)R.

If RT
6=∅, then GT is a nontrivial Lie subalgebra of G and therefore we can find a

closed, connected subgroup GT of G, which has GT as its Lie algebra. Note that GT

carries a sub-Riemannian geometry, for which the horizontal distribution is

(2-9) HT
=

⊕
R∈RT

HR.

Therefore, horizontal curves in GT are also horizontal in G and if a normal sub-
Riemannian geodesic of G lies in GT, then it is a normal sub-Riemannian geodesic
of GT too.

A characteristic subgroup for a singular sub-Riemannian geodesic γ is a closed
connected subgroup within which γ is regular.

Proposition 2.6 [Montgomery 1994, Theorem 2]. Every singular sub-Riemannian
geodesic of G lies in some characteristic subgroup GT with dimension strictly less
than the dimension of G.

Propositions 2.3 and 2.6 allow us to give a simple algebraic proof of the following
result, which is also proved using control theoretic methods, including generalized
Maslov index theory, in [Boscain et al. 2002].

Theorem 2.7. Consider a semisimple, connected, compact Lie group G endowed
with the horizontal distribution defined by the orthogonal complement H of a Cartan
subalgebra T , and inner product (2-1). Then we have the following results.

(i) All sub-Riemannian geodesics are normal.

(ii) All sub-Riemannian geodesics through the identity have the form

γ (t)= et X
· e−t X⊥,

where X ∈ G and X⊥ is the orthogonal projection of X onto T .
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Proof. Let us assume that γ is an abnormal sub-Riemannian geodesic of G. Then, by
Proposition 2.3, γ is singular and by Proposition 2.6, there exists T ∈ T such that γ
lies in a characteristic subgroup GT. But, as γ is regular in GT, by Proposition 2.3
it is also normal in GT. Hence, γ must have the form (2-5) in GT, which, by
(2-6)–(2-9), gives a normal sub-Riemannian geodesic of G.

Once all sub-Riemannian geodesics are normal, part (ii) is a direct consequence
of Proposition 2.4. �

3. Lengths of sub-Riemannian geodesic loops

In this section we assume that G is a simple, simply connected, compact matrix
Lie group.

For each root R ∈R and n ∈ Z we define the hyperplane in T :

P(R, 2πn)= {T ∈ T : 〈R, T 〉 = 2πn}.

The reflections in T across the hyperplanes P(R, 0)will be denoted by rR . Note that

rR(T )= T −
2〈R, T 〉
‖R‖2

R.

The Weyl group of G can be defined as the group W generated by the reflections
{rR : R ∈R}.

The set
T \

⋃
R∈R

P(R, 0)

is a union of disjoint, open cones, called Weyl chambers. The Weyl group acts
transitively on the Weyl chambers. We define the positive Weyl chamber by

C = {T ∈ T : 〈R, T 〉> 0, for all R ∈R+},

and let C denote its closure.
Let us choose the simple roots Rs = {R1, . . . , Rm}. In the case of a simple Lie

algebra, the root system is irreducible and the length of the roots can take at most 2
values, which implies that the entries of the Cartan matrix,

N (R j , Rk)=
2〈R j , Rk〉

‖Rk‖
2 ,

can take only the following values:

N (R j , Rk)=

{
2 if j = k,
0,−1,−2,−3 if j 6= k,

where at most one of −2 or −3 can appear in the matrix. For each R ∈ R we
denote by

(3-1) PR =
2πR
‖R‖2
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the orthogonal projection of the origin onto the hyperplane P(R, 2π). It is known
from [Helgason 2001, Chapter 7, Lemma 7.6] that

(3-2) e2PR = I, for all R ∈R.

The unit lattice in T is defined by

LT = {T ∈ T : eT
= I },

and let us also set

ZT = {n12PR1 + · · ·+ nm2PRm : n1, . . . , nm ∈ Z}.

By the commutativity of T , it is evident that ZT ⊂ LT . By [Simon 1996, Theorem
IX.1.6] we know that LT /ZT ∼= π1(G), where π1(G) is the fundamental group of
G. Since G is simply connected, it follows that

(3-3) LT = ZT .

From [Simon 1996, Theorem IX.1.4], it is also known that

(3-4) LT ⊆ {T ∈ T : 〈R, T 〉 ∈ 2πZ for all R ∈R},

and the two sets in (3-4) are equal only if the center of G equals {I }.

Definition 3.1. We call the numbers n1, . . . , nm ∈ N ∪ {0} relatively prime if at
least one of the numbers is nonzero and the greatest common factor of the nonzero
numbers is 1. In particular, if we have only one nonzero number, then it must be 1.

Remark 3.2. By (3-3), if the numbers n1, . . . , nm ∈ N∪ {0} are relatively prime,
then the line segment joining the origin to n12PR1 + · · ·+ nm2PRm intersects LT
only at the endpoints.

Theorem 3.3. Let G be a simple, simply connected, compact Lie group endowed
with the bi-invariant inner product (2-1).

(a) If the numbers n1, . . . , nm ∈ N∪ {0} are relatively prime and

T = n12PR1 + · · ·+ nm2PRm ,

then γT (t)= etT, 0≤ t ≤ 1, is a Riemannian geodesic loop with length

‖n12PR1 + · · ·+ nm2PRm‖.

(b) All Riemannian geodesic loops in G have lengths

‖n12PR1 + · · ·+ nm2PRm‖,

where n1, . . . , nm ∈ N∪ {0} are relatively prime.
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Proof. (a) If the rank of G is 1, then T = U(1) and any geodesic loop in T

has length 2π . Now suppose the rank of G is greater than or equal to 2. Let
T = n12PR1 + · · ·+ nm2PRm , where n1, . . . , nm ∈N∪ {0} are relatively prime and
γT (t)= etT. By the commutativity of the elements of T we know that γT (1)= I.
If, for some 0< t < 1, we have γT (t)= I, then t (n12PR1 + · · · + nm2PRm ) ∈ LT
and, by Remark 3.2, this contradicts the fact that n1, . . . , nm are relatively prime.
Hence, the length of one loop described by γT is

(3-5) Length(γT )=

∫ 1

0
‖T ‖ dt = ‖n12PR1 + · · ·+ nm2PRm‖.

(b) Let X ∈ G and γX (t)= et X. Assume that γX (1)= I and γX (t) 6= I if 0< t < 1.
Since Ad(G)(X)∩ T is nonempty and finite, and the Weyl group acts transitively
on the Weyl chambers, and each element of the Weyl group can be written as Ad(g)
for some g ∈ G, it follows that there exists g ∈ G such that TX = Ad(g)X ∈ C .
Hence, eTX = geX g−1

= I and therefore TX ∈ LT . By (3-3) we have that TX =

n12PR1 + · · · + nm2PRm , where n1, . . . , nm ∈ N∪ {0} are relatively prime. Using
the fact that ‖TX‖ = ‖X‖ we find that

Length(γX )=

∫ 1

0
‖TX‖ dt = ‖n12PR1 + · · ·+ nm2PRm‖. �

Remark 3.4. Moreover, for any 0 6= T = n12PR1 + · · · + nm2PRm we have that
Ad(G)(T )∩ (G \T ) 6=∅, so there exists X 6∈ T in the same conjugacy class with T.
Hence we have a Riemannian geodesic loop outside of T, corresponding to X ,
which has length equal to ‖T ‖ in (3-5).

We need the following lemma to generalize Theorem 3.3 to the case of horizontal
Riemannian geodesic loops (see Definition 2.5).

Lemma 3.5. For any T ∈ T we have Ad(G)(T )∩H 6=∅.

Proof. By [D’Andrea and Maffei 2016, Lemma 2.2], given T , we can construct an-
other Cartan subalgebra T ′ which is orthogonal to T . Hence, T ′⊂H and, as any two
Cartan subalgebras are conjugate, there exists some g ∈ G such that Ad(g)T = T ′.
Hence, we conclude that for any T ∈ LT we have that Ad(G)(T )∩H 6=∅. �

Theorem 3.6. Consider a simple, simply connected, compact Lie group G endowed
with horizontal distribution defined by the orthogonal complement H of a Cartan
subalgebra T , and inner product (2-1). Then the horizontal Riemannian geodesic
loops have lengths

‖n12PR1 + · · ·+ nm2PRm‖,

where n1, . . . , nm ∈ N∪ {0} are relatively prime.
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Proof. Let X ∈H and γX (t)= et X. If γX (1)= I and γX (t) 6= I for all 0< t < 1,
then we can follow the proof of Theorem 3.3(b), to conclude that there exist
n1, . . . , nm ∈ N∪ {0} relatively prime such that

Length(γX )= ‖n1 PR1 + · · ·+ nm PRm‖.

By Lemma 3.5, the entire length spectrum of ‖n1 PR1 + · · · + nm PRm‖, where
n1, . . . , nm ∈N∪{0} are relatively prime, is covered, and this finishes the proof. �

One might expect the shortest sub-Riemannian geodesic loops to be longer than
their Riemannian counterparts. Surprisingly, the following result, which generalizes
the Riemannian case of [Helgason 2001, Chapter 7, Proposition 11.9], proves
otherwise.

Theorem 3.7. The shortest sub-Riemannian geodesic loops are also the shortest
Riemannian geodesic loops. Their common length is 4π/‖R∗‖, where R∗ is the
highest root.

Proof. We first consider the Riemannian case. Without loss of generality we can
assume that the rank of G is greater than 1. Let γ ∗(t)= et 2PR∗ . By (3-2) we know
that γ ∗(1)= I. Moreover, there exists R ∈R+ such that

N (R, R∗)= 2
〈R, R∗〉
‖R∗‖2

= 1.

Therefore, for any 0< t < 1 we have

〈R, t 2PR∗〉 = 2π t,

which, by (3-4), implies that γ ∗(t) 6= I if 0< t < 1. Hence, the length of one loop
described by γ ∗ is

Length(γ ∗)=
∫ 1

0
‖2PR∗‖ dt =

4π
‖R∗‖

.

Let T = n12PR1 + · · ·+ nm2PRm , where n1, . . . , nm ∈ N∪ {0} are relatively prime
and let γT (t)= etT. Assume that γT (t) 6= I if 0< t < 1 and

Length(γT )≤ Length(γ ∗).

Hence,

‖T ‖ ≤
4π
‖R∗‖

= ‖2PR∗‖.

As in the proof of Theorem 3.3, by the fact that the Weyl group acts transitively on
the Weyl chambers, there exist g ∈G and T1 ∈C such that T1=Ad(g)T. Therefore,
eT1 = I and hence 〈R∗, T1〉 = 2πn for some n ∈N. By [Helgason 2001, Chapter 7,
Theorem 6.1],

P(R∗, 2π)∩C ∩LT =∅,
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which implies that n 6= 1. On the other hand, ‖T1‖ = ‖T ‖ ≤ ‖2PR∗‖, which is the
shortest distance from the origin to P(R∗, 4π). Therefore, n=2 and this implies that
T1 = 2PR∗ . In conclusion, we have Length(γT )= 4π/‖R∗‖, which establishes the
length of the shortest Riemannian geodesic loops. Note that this slight generalization
of [Helgason 2001, Chapter 7, Proposition 11.9] is proved differently here.

We now consider the sub-Riemannian case. Theorem 3.6 implies that the shortest
horizontal Riemannian geodesic loops have length equal to 4π/‖R∗‖, which equals
the length of the shortest Riemannian geodesic loops by the argument above. By
Remark 2.2, every sub-Riemannian geodesic is a smooth Riemannian curve of equal
length, so we conclude that 4π/‖R∗‖ is the shortest length for any sub-Riemannian
geodesic loop. �

Theorem 3.7 implies the following result concerning the highest root.

Corollary 3.8. We have

‖R∗‖ =max
4π

‖n12PR1 + · · ·+ nm PRm‖
,

where n1, . . . , nm ∈ N∪ {0} are relatively prime.

Regarding the sub-Riemannian geodesic loops which are not necessarily hori-
zontal Riemannian, we have the following result.

Theorem 3.9. Let X = H + X⊥ be such that H ∈ H and X⊥ ∈ T . Consider
γ (t)= et X

· e−t X⊥ and assume that γ (t) 6= I if 0< t < 1 and γ (1)= I. Then:

(a) The length of γ satisfies

Length(γ )= ‖H‖ ≥
4π
‖R∗‖

,

and there is an X = H + X⊥ for which 4π/‖R∗‖ is attained.

(b) We have

(3-6) H = eX⊥ H e−X⊥ .

(c) If
Ad(G)(X⊥)∩ T = {S1, . . . , Sl},

then for all 1≤ j ≤ l there exist L j ∈ LT such that

Ad(G)(X)∩ T = {S1+ L1, . . . , Sl + L l}.

Proof. (a) Note that γ (1)= I implies that eX
= eX⊥. Then,

(3-7) γ ′(t)= et X
· X · e−t X⊥

− et X
· X⊥ · e−t X⊥

= et X (X − X⊥)e−t X⊥,

and

‖γ ′(t)‖γ (t) = ‖γ (t)−1
· γ ′(t)‖I = ‖et X⊥

· (X − X⊥) · e−t X⊥
‖ = ‖X − X⊥‖.



332 A. DOMOKOS, M. KRAUEL, V. PIGNO, C. SHANBROM AND M. VANVALKENBURGH

Hence, the length of γ is ‖X− X⊥‖= ‖H‖. The fact that ‖H‖ is at least 4π/‖R∗‖
is an immediate consequence of Theorem 3.6.

Consider the simply connected Lie subgroup SU(2)R∗ of G which has its Lie
algebra equal to su(2)R∗ , and denote by X∗ and Y ∗ those elements of (2-3) which,
together with R∗, generate su(2)R∗ . The relations

[R∗, X∗] = −‖R∗‖2Y ∗ and [R∗, Y ∗] = ‖R∗‖2 X∗

show that the only positive root, and hence the highest root in su(2)R∗ , is R∗. In a
similar way to the proof of (4-2), we can obtain a sub-Riemannian geodesic loop in
SU(2)R∗ whose length is 4π/‖R∗‖.

(b) We claim that γ ′(0)= γ ′(1). This information can be found in [Helgason 2001,
page 148, Exercise 3] and its proof is based on the fact that for all t ∈ R,

γ (t + 1)= e(t+1)X e−(t+1)X⊥
= et X eX e−t X⊥ e−X⊥

= et X eX e−X⊥ e−t X⊥
= et X e−t X⊥

= γ (t).

By (3-7), it follows that

X − X⊥ = eX (X − X⊥) e−X⊥,

which clearly implies (3-6).

(c) By the properties of the adjoint representation there exist S1, . . . , Sl ∈ T and
S′1, . . . , S′l ∈ T , where l is the number of Weyl chambers, such that

(3-8) Ad(G)(X⊥)∩ T = {S1, . . . , Sl}

and

(3-9) Ad(G)(X)∩ T = {S′1, . . . , S′l }.

Note that in (3-8) and (3-9) some of the S j and S′j might be repeated if they belong
to one of the hyperplanes P(R, 0) for R ∈R.

Therefore,

(3-10) Ad(G)(eX⊥)∩T = {eS1, . . . , eSl },

and

(3-11) Ad(G)(eX )∩T = {eS′1, . . . , eS′l }.

The fact that eX⊥
= eX implies that the sets in (3-10) and (3-11) must coincide.

Therefore, by rearranging the elements if necessary, we can suppose that for all
1≤ j ≤ l, we have eS j = eS′j, which immediately implies the existence of L j ∈ LT
such that S′j = S j + L j . �

Since X⊥ ∈ T , we can see that one of S1, . . . , Sl in (3-8) must be X⊥. Therefore,
we have the following corollary.



LENGTH SPECTRA OF SUB-RIEMANNIAN METRICS ON COMPACT LIE GROUPS 333

Corollary 3.10. Under the assumptions of Theorem 3.9, there exist g ∈ G and
L ∈ LT such that X = Ad(g)(X⊥+ L).

4. The case of SU(2)

The special unitary group of 2× 2 complex matrices is

SU(2)=
{

g =
(
α β

−β α

)
: α, β ∈ C, |α|2+ |β|2 = 1

}
.

Its Lie algebra is the three dimensional real Lie algebra

su(2)=
{

X =
(

i x1 x2+ i x3

−x2+ i x3 −i x1

)
: x1, x2, x3 ∈ R

}
.

The Killing form of su(2) is

K (X, Y )= 4 trace(XY ),

while the inner product (2-1) is defined as

〈X, Y 〉 = − 1
2 trace(XY ).

The Cartan subalgebra T is spanned by the unit vector

T1 =

(
−i 0
0 i

)
and the orthonormal basis of H is formed by

X1 =

(
0 1
−1 0

)
and Y1 =

(
0 i
i 0

)
.

The exponential map exp : su(2)→ SU(2) has the following simple form:

exp(X)= eX
= cos(‖X‖) I +

sin(‖X‖)
‖X‖

X.

Consider X = aX1+ bY1+ cT1. Then, for 0≤ t ≤ 1,

et X
= cos(t

√
a2+ b2+ c2) I +

sin(t
√

a2+ b2+ c2)
√

a2+ b2+ c2
X,

and
et X⊥
= cos(tc) I + sin(tc) T1.

If we have
√

a2+ b2+ c2 = 2π , the Riemannian geodesic et X closes the first time
at t = 1, which shows that the Riemannian length spectrum equals {2π}. For the
sub-Riemannian geodesic γ (t)= et X e−t X⊥, the condition eX

= eX⊥ implies that

(4-1)
√

a2+ b2+ c2 = nπ and |c| = mπ,
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where m, n ∈ N∪ {0}, m ≤ n, are both even or both odd. To ensure γ (t) 6= I for
all 0< t < 1, we require that m, n ∈ N∪ {0} are both odd and relatively prime or
both even and m

2 ,
n
2 are relatively prime with one of them odd and the other even.

Notice that, as the only positive root of SU(2) is R1 = 2T1, we have ‖R∗‖ =
‖2T1‖ = 2, and therefore

(4-2) ‖H‖ = ‖X − X⊥‖ = π
√

n2−m2 =
2π
√

n2−m2

‖R∗‖
.

The same result can be obtained by Theorem 3.9. In SU(2) the unit lattice is
LT = {2kπT1 : k ∈ Z}. The formula (3-6) implies that

c = mπ ∈ πZ.

The matrices S′1 and S′2 from (3-9) are diagonal with entries consisting of the
eigenvalues of X . Thus, Theorem 3.9 implies that there exists some k ∈N such that√

a2+ b2+m2π2−mπ = 2kπ,

and this implies (4-1).
We have therefore presented two algebraic proofs of the following proposition,

which is a special case of Theorems 3.3, 3.6, and 3.7, and which extends the results
from [Chang et al. 2011; Klapheck and VanValkenburgh 2019].

Proposition 4.1. In SU(2) the following properties hold.

(a) The Riemannian geodesic loops have length equal to 2π .

(b) The horizontal Riemannian geodesic loops have length equal to 2π .

(c) The shortest sub-Riemannian geodesic loops have length equal to 2π .

(d) The sub-Riemannian geodesic loops have lengths equal to π
√

n2−m2, where
m, n ∈ N∪ {0} are odd and relatively prime or even and m

2 ,
n
2 are relatively

prime with one of them odd and the other even.

Remark 4.2. As an introduction to the next section, let us show that we can use
Viète’s formulas to get the result of Proposition 4.1(d). Indeed, the characteristic
polynomial of X is

P(λ)= λ2
+ (a2

+ b2
+ c2),

and by Theorem 3.9 and the first Viète formula, the eigenvalues of X must be of
the form λ1 = −ci − 2kπ i and λ2 = ci + 2kπ i , where k ∈ N. The second Viète
formula gives

λ1λ2 = (c+ 2kπ)2 = a2
+ b2
+ c2,

which leads to (4-1).
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Remark 4.3. For comparison with the case of SU(3) in the next section, note that
in SU(2) the sub-Riemannian geodesic loops have the form

(4-3) γ (t)= et(a1 X1+b1Y1+
m
2 R1) e−t m

2 R1,

where a, b, c,m satisfy (4-1).

5. The case of SU(3)

Consider the special unitary group of 3× 3 complex matrices

SU(3)= {g ∈ GL(3,C) : g · g∗ = I, det g = 1},

and its Lie algebra

su(3)= {X ∈ gl(3,C) : X + X∗ = 0, trace X = 0}.

The inner product is defined by

〈X, Y 〉 = − 1
2 trace(XY ).

We consider the maximal torus

T =


eia1 0 0

0 eia2 0
0 0 eia3

 : a1, a2, a3 ∈ R, a1+ a2+ a3 = 0


and its Lie algebra

T =


ia1 0 0

0 ia2 0
0 0 ia3

 : a1, a2, a3 ∈ R , a1+ a2+ a3 = 0

,
which is our choice for the Cartan subalgebra. The following are the Gell-Mann
matrices, which form an orthonormal basis of su(3) and satisfy the relations in
(2-2), (2-3), and (i)–(iv) on page 324:

T1=

−i 0 0
0 i 0
0 0 0

, T2=


−i
√

3
0 0

0 −i
√

3
0

0 0 2i
√

3

, X1=

 0 1 0
−1 0 0
0 0 0

, Y1=

0 i 0
i 0 0
0 0 0

,

X2 =

0 0 0
0 0 1
0 −1 0

, Y2 =

0 0 0
0 0 −i
0 −i 0

, X3 =

 0 0 1
0 0 0
−1 0 0

, Y3 =

0 0 i
0 0 0
i 0 0

.
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The positive roots are

R1 =

−2i 0 0
0 2i 0
0 0 0

= 2T1,

R2 =

 0 0 0
0 2i 0
0 0 −2i

= T1−
√

3T2,

R3 =

−2i 0 0
0 0 0
0 0 2i

= T1+
√

3T2.

The highest root is R∗ = R1, while the two simple roots are R2 and R3. The unit
lattice is

LT = {nπR2+mπR3 : n, m ∈ Z},

and observe that

(5-1) eπR1 = eπR2 = eπR3 = I.

For k = 1, 2, 3, the projections of the origin onto the hyperplanes P(Rk, 2π) are

PRk =
π

2
Rk,

and, indeed, (5-1) is equivalent to

e2PRk = I, k = 1, 2, 3.

Observing that

‖nπR2+mπR3‖ = 2π
√

n2− nm+m2,

we conclude that, in SU(3), Theorems 3.3, 3.6, and 3.7 have the following special
form.

Proposition 5.1. In SU(3) the following properties hold.

(a) The Riemannian geodesic loops have lengths equal to

2π
√

n2− nm+m2,

where n,m ∈ N∪ {0} are relatively prime.

(b) The horizontal Riemannian geodesic loops have lengths equal to

2π
√

n2− nm+m2,

where n,m ∈ N∪ {0} are relatively prime.

(c) The shortest sub-Riemannian geodesic loops have length equal to 2π .
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To obtain information about the full sub-Riemannian length spectrum in SU(3),
consider

H = a1 X1+ b1Y1+ a2 X2+ b2Y2+ a3 X3+ b3Y3,

X⊥ =
c1

2
R3+

c2

2
R2 =

−c1i 0 0
0 c2i 0
0 0 (c1− c2)i

,
X = H + X⊥, and γ (t)= et X e−t X⊥ .

The characteristic polynomial of X is

P(λ)=−λ3
− pλ+ qi,

where

p =
3∑

j=1

(a2
j + b2

j )+ c2
1+ c2

2− c1c2,

and

q = c2(a2
3 + b2

3− a2
1 − b2

1+ c2
1)− c1(a2

2 + b2
2− a2

1 − b2
1+ c2

2)

+2(a1a2b3+ a1b2a3− b1a2a3+ b1b2b3).

Note that p = ‖H‖2+‖X⊥‖2. Formula (3-6) gives

(5-2)

c1+ c2 ∈ 2πZ if a1+ b1i 6= 0,

c1− 2c2 ∈ 2πZ if a2+ b2i 6= 0,

2c1− c2 ∈ 2πZ if a3+ b3i 6= 0.

To see the connection with the case of SU(2), let us start with the following
simple cases.

Case 1: Consider c2 = −c1, a2 = b2 = a3 = b3 = 0. This corresponds to
the case of SU(2) from the previous section and these geodesics are singular
in SU(3). Therefore the sub-Riemannian geodesics have the form (4-3) and the
lengths π

√
n2−m2 from Proposition 4.1(d).

Case 2: Consider c2 = 0, a2 = b2 = a3 = b3 = 0. These geodesics are not
contained in any copy of SU(2) and are regular in SU(3). Here, c1 = 2mπ , m ∈ Z,
and the eigenvalues of X are

−2mπ i and
(

mπ ±
√

a2
1 + b2

1+m2π2
)

i.

By Theorem 3.9(c) we have that

(5-3) |c1| = 2mπ and a2
1 + b2

1+m2π2
= n2π2,
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where m, n ∈N∪{0}, m ≤ n, are both odd or even. Therefore, the sub-Riemannian
geodesic loop corresponding to (5-3) is

γ (t)= et (a1 X1+b1Y1+m R3) e−tm R3,

and its length is π
√

n2−m2.

Case 3: If at least two of aj + bj i , j = 1, 2, 3, are not zero, then

c1 =
4n+ 2m

3
π, c2 =

2n− 2m
3

π,

where n,m ∈ Z. Theorem 3.9(c) and the first Viète formula for the characteristic
polynomial imply that the eigenvalues of X must have the form

(5-4)

λ1 = (−c1− 2kπ)i,

λ2 = (c2+ 2lπ)i,

λ3 = (c1− c2+ 2(k− l)π)i.

The second Viète formula gives

(5-5) ‖H‖ =
√

c1(4k− 2l)π + c2(4l − 2k)π + 4(k2+ l2− kl)π2.

From the third Viète formula we find

4c1c2(k− l)π +4c1l(2k− l)π2
+4c2k(k−2l)π2

+2c2
1lπ −2c2

2kπ +8kl(k− l)π3

= (a2
3 + b2

3− a2
1 − b2

1)c2− (a2
2 + b2

2− a2
1 − b2

1)c1

+2(a1a2b3+ a1b2a3− b1a2a3+ b1b2b3).

The complexity of this formula hides its true geometric meaning; however, in the
case when q = 0, it reduces to 0= 0, and we have the following eigenvalues for X :

0 and ±

√
‖H‖2+‖X⊥‖2 i.

Without loss of generality we can assume that λ1 = 0. Then c1 = 2kπ , which
implies that m = 3k− 2n and c2 = 2(n− k). From (5-5) it follows that

‖H‖ = 2π
√
(2k− l)2− nk+ 2nl,

which in the case of k = l reduces to

‖H‖ = 2π
√

k2+ nk = 2π
√(

k+ n
2

)2
−

n2

4 .

This shows that, as expected, formula (5-5) includes the sub-Riemannian geodesic
loop length spectrum of SU(2).
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Note that q = 0 is satisfied if c2 = 0, a2
1 + b2

1 = a2
2 + b2

2 and a3 = b3 = 0. As a
numerical example we can give the sub-Riemannian geodesic loop of length 8π
described by

γ (t)= eπ(5X1+
√

7Y1+5X2+
√

7Y2+3R3)t e−3πR3t .

In conclusion, we have the following result.

Proposition 5.2. In SU(3) the sub-Riemannian geodesic loops have lengths equal to

2π
√(

(2n+m)(2k−l)
3

+
(n−m)(2l−k)

3

)
+ (k2+ l2− kl),

where m, n, k, l ∈ Z.
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THE ACTION OF THE HECKE OPERATORS ON THE
COMPONENT GROUPS OF MODULAR JACOBIAN VARIETIES

TAEKYUNG KIM AND HWAJONG YOO

For a prime number q≥ 5 and a positive integer N prime to q, Ribet proved
the action of the Hecke algebra on the component group of the Jacobian
variety of the modular curve of level Nq at q is “Eisenstein”, which means
the Hecke operator T` acts by `+ 1 when ` is a prime number not divid-
ing the level. We completely compute the action of the Hecke algebra on
this component group by a careful study of supersingular points with extra
automorphisms.

1. Introduction

Let q ≥ 5 be a prime number, and let N be a positive integer. Let X0(Nq) denote the
modular curve over Q and J0(Nq) its Jacobian variety. For any integer n, there is the
Hecke operator Tn acting on J0(Nq). Let 8q(Nq) denote the component group of
the special fiber J of the Néron model of J0(Nq) at q . According to the theorems of
Ribet [1988; 1990] (when q does not divide N ) and Edixhoven [1991] (in general),
the action of the Hecke algebra on 8q(Nq) is “Eisenstein.” Here by “Eisenstein”
we mean the Hecke operator T` acts on 8q(Nq) by `+ 1 when a prime number `
does not divide Nq .1 In this article, we compute the action of the Hecke operators
T` on the component group 8q(Nq) when ` divides Nq and q does not divide N.

Here is an exotic example2 which leads us to this study: Let N =
∏ν

i=1 pi be
the product of distinct prime numbers with ν ≥ 1, and let q ≡ 2 or 5 (mod 9) be an
odd prime number. Assume that pi ≡ 4 or 7 (mod 9) for all 1≤ i ≤ ν. Let T(Nq)
and T(N ) denote the Z-subalgebras of End(J0(Nq)) and End(J0(N )), respectively,
generated by all the Hecke operators Tn for n ≥ 1. Let

m :=
(
3, Tpi − 1, Tq + 1, T`− `− 1 : for all 1≤ i ≤ ν,

and for primes ` - Nq
)
⊂ T(Nq)

MSC2010: 11G05, 11G18, 14G35.
Keywords: Hecke operators, Hecke action, component group, modular Jacobian varieties.

1On the other hand, Ribet and Edixhoven did not proceed to compute the action of the Hecke
operator Tp on 8q (Nq) for a prime divisor p of the level Nq because their results were enough for
their applications.

2This phenomenon cannot occur when the residual characteristic is greater than 3.
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and

n :=
(
3, Tpi − 1, T`− `− 1 : for all 1≤ i ≤ ν, and for primes ` - N

)
⊂ T(N )

be Eisenstein ideals. By [Yoo 2016, Theorem 1.4], m is maximal. Furthermore, n
is maximal if and only if ν ≥ 2.

The dimension of J0(N )[n] is equal to ν if n is maximal, i.e., ν ≥ 2. (Here
J0(N )[n] := {x ∈ J0(N )(Q) : T x = 0 for all T ∈ n}.) It is an extension of µ⊕ν−1

3
by Z/3Z, and it does not contain a submodule isomorphic to µ3. On the other
hand, the dimension of J0(Nq)[m] is either 2ν or 2ν+ 1. Furthermore J0(Nq)[m]
contains a submodule N isomorphic to J0(N )[n], and it also contains µ⊕ν3 (which
is contributed from the Shimura subgroup). As N is unramified at q, by [Serre
and Tate 1968], N maps injectively into J [m] and it turns out that its image is
isomorphic to J 0

[m], where J 0 is the identity component of J . (Note that8q(Nq)
is the quotient of J by J 0.) Since µ⊕ν3 is also unramified at q , it maps into J [m]
and therefore its image maps injectively to 8q(Nq)[m]. (This statement is also
true when ν = 1.) The structure of the component group 8q(Nq) is known by the
work of Mazur and Rapoport [1977]:3

8q(Nq)=8⊕ (Z/3Z)2
ν
−1,

where8 is cyclic and generated by the image of the cuspidal divisor (0)−(∞). The
action of the Hecke operators on 8 is well known (e.g., [Yoo 2014, Appendix A1]),
and so 8[m] = 0. Therefore (Z/3Z)2

ν
−1
[m] 6= 0 and its dimension is at least ν.

Indeed it is equal to 2ν−1, which can easily be computed by the theorems below.
Now, we introduce our results.

Theorem 1.1. For a prime divisor p of N, the Hecke operator Tp acts on 8q(Nq)
by p.

The key idea of the proof is that the two degeneracy maps coincide on the
component group (see [Ribet 1988; Edixhoven 1991, §4.2, Lemme 2]).

Now, the missing action is that of the Hecke operator Tq on 8q(Nq). Note
that Tq acts on 8q(Nq) by an involution because the action of the Hecke algebra
on 8q(Nq) is “q-new.” To describe its action more precisely, we define some
notation: for N =

∏
p|N pn p being the prime factorization of N (i.e., n p > 0), let

ν := #{p : p 6= 2, 3} and let

u :=
{

0 if q ≡ 1 (mod 4) or 4 | N or if there exists p ≡−1 (mod 4),
1 otherwise,

v :=

{
0 if q ≡ 1 (mod 3) or 9 | N or if there exists p ≡−1 (mod 3),
1 otherwise.

3There are some minor errors in the paper, which are corrected by Edixhoven [1991, §4.4.1]
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Suppose that (u, v) = (0, 0) or ν = 0. Then 8q(Nq) = 8 and Tq acts on 8
by 1, where 8 is the cyclic subgroup generated by the image of the cuspidal divisor
(0)− (∞) (Proposition 4.1). If ν ≥ 1, 8q(Nq) becomes isomorphic to

8′⊕ A⊕ B,

where A' (Z/2Z)⊕u(2ν−2), B' (Z/3Z)⊕v(2
ν
−1) and8′ is a cyclic group containing

8 and 8′/8' (Z/2uZ).4

Theorem 1.2. Assume that (u, v) 6= (0, 0) and ν ≥ 1.

(1) Suppose that v = 1. Then there are distinct subgroups Bi ' Z/3Z of B so that
B =

⊕
Bi . For any 1≤ i ≤ (2ν − 1), Tq acts on Bi by (−1)i.

(2) Suppose that u = 1. Then there are distinct subgroups Ai ' Z/2Z of A so that
A=⊕Ai . For any 1≤ k ≤ (2ν−1

− 2), Tq acts on A2k−1⊕ A2k by the matrix(1
1

0
1

)
.5 In other words, if A2k−1 = 〈u2k−1〉 and A2k = 〈u2k〉, then

Tq(u2k−1)= u2k−1+ u2k and Tq(u2k)= u2k .

For a complete description of the action of Tq on each subgroup, see Section 4.

2. Supersingular points of X0(N)

From now on, we always assume that q ≥ 5 is a prime number and N is a positive
integer which is prime to q. Let p denote a prime divisor of N . Let F be an
algebraically closed field of characteristic q .

Let 6(N ) denote the set of supersingular points of X0(N )(F). Since we assume
that q ≥ 5, the group of automorphisms of supersingular points is cyclic of order 2,
4 or 6. Let

6n(N ) := {s ∈6(N ) : #Aut(s)= n} and sn(N ) := #6n(N ).

Note that s4(N )= u ·2ν and s6(N )= v ·2ν (see [Edixhoven 1991, §4.2, Lemme 1]),
where u, v and ν are as in Section 1. Moreover s2(N ) can be computed using
Eichler’s mass formula [Katz and Mazur 1985, Theorem 12.4.5, Corollary 12.4.6]:

(2-1)
s2(N )

2
+

s4(N )
4
+

s6(N )
6
=
(q − 1)Q

24
,

where Q := N
∏

p|N (1+ p−1) is the degree of the degeneracy map X0(N )→ X0(1).

4The structure of8q (Nq) is already known by [Mazur and Rapoport 1977] when N is square-free
and prime to 6, and by [Edixhoven 1991, §4.4.1] in general.

5This reminds us of the result by Mazur [1977]: when N is a prime number, the kernel of the
Eisenstein prime of J0(N ) containing a prime number ` is completely reducible when ` is odd, and is
indecomposable when `= 2.
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In the remainder of this section, we study 64(N ) and 66(N ) in detail. (See
also [Ribet 1988, §2; 1995, §4; Edixhoven 1991, §4.2].) In the section below, we
always assume that ν ≥ 1, i.e., there is a prime divisor p ≥ 5 of N. (If ν = 0 then
s2e(N )≤ 1 for e = 2 or 3, and the description is very simple.)

Let E be a supersingular elliptic curve with Aut(E)= 〈σ 〉, and let C be a cyclic
subgroup of E of order N. Assume that q ≡−1 (mod 4) (resp. q ≡−1 (mod 3)) if
σ = σ4 (resp. σ = σ6), where σk is a primitive k-th root of unity.

Proposition 2.1. Let N = pn for some n ≥ 1 with p≥ 5. Suppose Aut(E,C)= 〈σ 〉.
Then, there exists another cyclic subgroup D of order N such that E[N ] ' C ⊕ D.
Moreover, Aut(E, D)= 〈σ 〉 and (E,C) is not isomorphic to (E, D).

Proof. Here, we closely follow the argument in the proof of Proposition 1 in [Ribet
1988, §2].

Let R be the subring Z[σ ] of End(E,C). Since Aut(E,C)= 〈σ 〉, p≡ 1 (mod 4)
(resp. p ≡ 1 (mod 3)) if σ = σ4 (resp. σ = σ6). Therefore p splits completely in R.
Note that R = Z[σ ] is a principal ideal domain and therefore

R/pR ' R/γ R⊕ R/δR ' δR/pR⊕ γ R/pR

with p = γ δ. Moreover,

R/N R = R/pn R ' R/γ n R⊕ R/δn R ' δn R/N R⊕ γ n R/N R.

Note that E[N ] is a free module of rank 1 over R/N R by the action of R on E .
We may identify C with the quotient I/N R for some ideal I of R containing N
if we fix an R-isomorphism between E[N ] and R/N R. Thus, I = δn R or γ n R.
Suppose that I = δn R. Then, by the fixed isomorphism, C = E[γ n

]. Let D := E[δn
]

so that its corresponding ideal is γ n R. Then, E[N ] ' C ⊕ D. Moreover since
γ n R is also an ideal of R, D is also stable under the action of σ . In other words,
Aut(E, D)= 〈σ 〉. Also, (E,C) cannot be isomorphic to (E, D) since Aut(E)= 〈σ 〉
and σ(C)= C . �

From now on, we use the same notation as in the proof of Proposition 2.1.

Definition 2.2. By the above formulas, for every n ≥ 1 and p ≡ 1 (mod 4) (resp.
p ≡ 1 (mod 3)), there are precisely two cyclic subgroups C , D of E of order pn

such that Aut(E,C) = Aut(E, D) = 〈σ 〉 (and E[pn
] ' C ⊕ D) if σ = σ4 (resp. if

σ = σ6). Thus, for each n ≥ 1 we define Cpn and Dpn by

Cpn := E[γ n
] and Dpn := E[δn

].

Proposition 2.3. For each n ≥ 1, Cpn+1[pn
] = Cpn and Dpn+1[pn

] = Dpn .

Proof. By the fixed R-isomorphism ι between E[pn+1
] and R/pn+1 R, we identify

Cpn+1 with I/pn+1 R, where I = δn+1 R. As I is an ideal of R, γ I = p(δn R)⊂ I
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and I/γ I ' R/γ R ' Z/pZ. Therefore

Cpn+1[pn
]

ι
// (I/pn+1 R)[pn

] = γ I/pn+1 R
×1/p

∼
// (δn R)/pn R,

which corresponds to Cpn . Similarly, we prove that Dpn+1[pn
] = Dpn , and the

proposition follows. �

Let N = Mpn with (6M, p)= 1 and n ≥ 1. Let L be a cyclic subgroup of E of
order M.

Proposition 2.4. Suppose that Aut(E, Cpn+1, L) = 〈σ 〉. Then, there is an isomor-
phism between (E/Cp, Cpn+1/Cp, (L ⊕ Cp)/Cp)) and (E, Cpn , L).

Proof. We mostly follow the idea of the proof of Proposition 2 in [Ribet 1988, §2].
The endomorphism γ sends E[γ n+1

] = Cpn+1 to E[γ n
] = Cpn , and L to itself

(because L ∩ E[p] = 0). Now we denote by γ̄ the map E/Cp→ E induced by γ .
Note that γ̄ is an isomorphism because Cp is E[γ ], the kernel of γ . By the above
consideration, this isomorphism γ̄ sends (Cpn+1/Cp, (L⊕Cp)/Cp) to (Cp, L) because
Cpn+1/Cp and (L ⊕ Cp)/Cp, respectively, are the images of Cpn+1 and L by the
quotient map E → E/C[p]. Therefore γ̄ gives rise to the desired isomorphism
between triples. �

Corollary 2.5. The map (E,C, L)→ (E,C[pn
], L) induces a bijection between

62e(N p) and 62e(N ), where σ = σ2e. Moreover if (E,C, L) ∈62e(N p), we have

(E,C[pn
], L)' (E/C[p],C/C[p], (L ⊕C[p])/C[p]).

The corollary tells us that two degeneracy maps αp and βp in Section 3 coincide
on 62e(N p), which is a generalization of [Edixhoven 1991, §4.2, Lemme 2].

Proposition 2.6. Suppose that Aut(E, Cpn , L) = 〈σ 〉. Then, Frob(E) = E and
Frob(Cpn ) = Dpn , where Frob is the Frobenius morphism in characteristic q.
Furthermore, Frob2(E, Cpn , L)= (E, Cpn , L).

Proof. Since E is isomorphic to the reduction of the elliptic curve with j-invariant
1728 (resp. 0) if σ =σ4 (resp. σ =σ6), the Frobenius morphism is an endomorphism
of E (see [Silverman 2009, Chapter V, Examples 4.4 and 4.5]). Moreover, the
Frobenius morphism and σ generate End(E), which is a quaternion algebra. (Note
that the degree of the Frobenius morphism is q.) Since End(E) is a quaternion
algebra, we have

σ ◦Frob= Frob ◦ σ̄ = Frob ◦ σ−1,

where σ̄ denotes the complex conjugation in R = Z[σ ]. Analogously, we have

γ ◦Frob= Frob ◦ γ̄ = Frob ◦ δ.

Since σ(Frob(Cpn )) = Frob(σ−1(Cpn )) = Frob(Cpn ), Frob(Cpn ) is also stable
under the action of σ . Moreover Cpn does not intersect with the kernel of Frob.
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Thus, Frob(Cpn ) is either Cpn or Dpn . As an endomorphism of E , γ sends Cpn (resp.
Dpn ) to Cpn−1 (resp. Dpn ). Similarly, δ maps Cpn (resp. Dpn ) to Cpn (resp. Dpn−1).
Therefore if Frob(Cpn )= Cpn , then

γ ◦Frob(Cpn )= γ (Cpn )= Cpn−1 and Frob ◦ δ(Cpn )= Frob(Cpn )= Cpn ,

which is a contradiction. Thus, we get Frob(Cpn )= Dpn .
Since every supersingular point can be defined over Fq2 , the quadratic extension

of Fq , Frob2 acts trivially on 6(N ) (see [Ribet 1990, Remark 3.5.b]), which proves
the last claim. �

Remark 2.7. By taking H = (Z/NZ)∗ in Lemma 1 of [Ribet 1995], we can obtain
a similar result if we show that the Atkin–Lehner style involution in [Ribet 1995, §4]
is equal to the Frobenius morphism.

3. The action of Tp on the component group

Before discussing the action of the Hecke operators on the component group, we
study it on the group of divisors supported on supersingular points, which we denote
by Div(6(N )).

Let N = Mpn with (M, p) = 1 and n ≥ 1, and assume that (N , q) = 1. Let
αp, βp : X0(N pq)⇒ X0(Nq) denote two degeneracy maps of degree p, defined by

αp(E,C, L) := (E,C[pn
], L)

and
βp(E,C, L) := (E/C[p],C/C[p], (L +C[p])/C[p]),

where C (resp. L) denotes a cyclic subgroup of order pn+1 (resp. Mq) in an
elliptic curve E (see [Mazur and Ribet 1991, §13]). Let Tp and ξp be two Hecke
correspondences defined by the following diagram:

X0(N pq)
αp

zz

βp

$$

X0(Nq)
ξp

// X0(Nq)
Tp

oo

By pullback, the Hecke correspondence Tp (resp. ξp) induces the Hecke operator
Tp := βp,∗ ◦α

∗
p (resp. ξp := αp,∗ ◦β

∗
p) on J0(Nq).

The same description of the Hecke operator Tp on Div(6(N )) as above works. In
other words, we have two degeneracy maps6 αp, βp :6(N p)⇒6(N ) of degree p,
defined by

αp(E,C, L) := (E,C[pn
], L)

6Every elliptic curve isogenous to a supersingular one is also supersingular
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and
βp(E,C, L) := (E/C[p],C/C[p], (L +C[p])/C[p]),

where C (resp. L) denotes a cyclic subgroup of order pn+1 (resp. M) in a supersin-
gular elliptic curve E over F. These maps induce the maps

Div(6(N ))
α∗p
//

β∗p

// Div(6(N p))
αp,∗
//

βp,∗

// Div(6(N ))

on their divisor groups, and the Hecke operator Tp (resp. ξp) can be defined by
βp,∗ ◦α

∗
p (resp. αp,∗ ◦β

∗
p). (For the details when n = 0, see [Ribet 1990, §3; 1991,

pp. 18–22; Edixhoven 1991, §4.1; Emerton 2002, §7]. By the same method, we get
the above description without further difficulties.)

Now, let 8q(Nq) denote the component group of the special fiber J of the
Néron model of J0(Nq) at q . To compute the action of Tp on it, we closely follow
the method of Ribet (see [Ribet 1988; 1990, §2, §3; Edixhoven 1991, §1]). Since
N is not divisible by q , the identity component J 0 of J is a semiabelian variety by
Deligne and Rapoport [1973] and Raynaud [1970]. Moreover, J 0 is an extension
of J0(N )F × J0(N )F by T , the torus of J 0. Let X be the character group of
the torus T . By Grothendieck, there is a (Hecke-equivariant) monodromy exact
sequence [SGA 7I 1972] (see also [Ribet 1990, §2, §3; Raynaud 1991; Illusie
2015, §4]),

0 // X ι
// Hom(X t ,Z) // 8q(Nq) // 0.

Here X t denotes the character group corresponding to the dual abelian variety of
J0(Nq), which is equal to J0(Nq). Namely, X t

= X as sets, but the action of
the Hecke operator T` on X t is equal to the action of its dual ξ` on X (see [Ribet
1988; 1990, §3; Emerton 2002, §7]). Note that X is the group of degree 0 elements
in Z6(N ). For s, t ∈6(N ), let e(s) := 1

2 #Aut(s) and

φs(t) :=
{

e(s) if s = t,
0 otherwise,

and extends via linearity, i.e., φs
(∑

ai ti
)
=
∑

aiφs(ti ). Then, ι(s − t) = φs − φt .
Note also that Hom(Z6(N ),Z) is generated by ψs := 1/e(s)φs , and Hom(X t ,Z) is
its quotient by the relation∑

s∈6(N )

ψs =
∑

s∈6(N )

1
e(s)

φs = 0.

(This is the minimal relation to make
∑

awψw vanish for all the divisors of the
form s − t , which are the generators of X .) For more details, see [Ribet 1990,
§2, §3, Raynaud 1991].
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In conclusion, the component group 8q(Nq) is isomorphic to

Hom(Z6(N ),Z)/R,

where R is the set of relations

(3-1) R =
{

e(s)ψs = e(t)ψt for any s, t ∈6(N ),
∑

t∈6(N )

ψt = 0
}
.

Let 9s denote the image of ψs by the natural projection Hom(Z6(N ),Z) →

8q(Nq). The Hecke operator Tp acts on Hom(Z6(N ),Z) via the action of ξp

on Div(6(N )), i.e.,

Tp(ψs)(t) := ψs(ξp(t))= ψs(αp,∗ ◦β
∗

p(t)).

For s ∈6(N ), we temporarily denote α∗p(s)=
∑p

i=1 Ai (s) and β∗p(s)=
∑p

i=1 Bi (s)
(allowing repetition). We note that if e(s) = 1 then there is no repetition, i.e.,
Ai (s) 6' A j (s) and Bi (s) 6' B j (s) if i 6= j. If e(s)= e> 1, then after renumbering
the index properly we have

e(Ai (s))= 1 for 1≤ i ≤ p− 1 and e(Ap(s))= e.

Moreover, we have

Ae(k−1)+1(s)' · · · ' Aek(s) for 1≤ k ≤
p− 1

e
,

and
Ai (s) 6' A j (s) if

[ i−1
e

]
6=

[ j−1
e

]
,

where [x] denotes the largest integer less than or equal to x . This can be seen
as follows: Let σ = σ2e, and let s represent a pair (E,C), where C is a cyclic
subgroup of E of order N. Since e(s)= e, σ(C)= C . Suppose that s ′ ∈6(N p)
with αp,∗(s ′)= s. Then s ′ represents a pair (E, D) with D[N ] = C . If σ(D)= D,
then Aut([(E, D)]) = 〈σ 〉 and (E, D) 6' (E, D′) if D 6= D′. (Note that there is a
unique such D.) On the other hand, if σ(D) 6= D then

(E, D)' (E, σ (D))' · · · ' (E, σ e−1(D))' (E, σ e(D))= (E, D)

and Aut([(E, D)])= {±1}. Thus, we can rearrange Ai (s) as above. (Note that this
can only be possible when p ≡ 1 (mod 2e), which is true because e(s)= e.)

Now, we claim that φs(αp,∗(t)) = φt(α
∗
p(s)). Indeed, φs(αp,∗(t)) is nonzero

if and only if t ∈ {A1(s), . . . , Ap(s)}. So, it suffices to show this equality when
t ∈ {A1(s), . . . , Ap(s)}. If e(s)= 1, then there is no repetition and the claim follows
clearly (both are 1). Now, let e(s) = e > 1. If e(t) = 1, then t = Ai (s) for some
1≤ i≤ p−1. Since the number of repetitions of t= Ai (s) in {A1(s), . . . , Ap(s)} is e,
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the above equality holds. If e(t)=e, then t= Ap(s) and φs(αp,∗(t))=e=φt(α
∗
p(s)),

as claimed. Analogously, we have

φt(βp,∗(s))= φs(β
∗

p(t)).

More generally, we get

φs(αp,∗ ◦β
∗

p(t))=
p∑

i=1

φs(αp,∗(Bi (t)))=
p∑

i=1

p∑
j=1

φBi (t)(A
j (s))

=

p∑
j=1

p∑
i=1

φA j (s)(B
i (t))=

p∑
j=1

φA j (s)(β
∗

p(t))

=

p∑
j=1

φt(βp,∗(A j (s)))= φt(βp,∗ ◦α
∗

p(s))= φt(Tp(s)).

If we set Tp(s)=
∑

s j , then φt(Tp(s))=
∑
φsi (t)=

∑
e(si )ψsi (t) and hence for

any t ∈6(N ),

e(s)Tp(ψs)(t)= φs(αp,∗ ◦β
∗

p(t))= φt(Tp(s))= e(si )ψsi (t).

In other words, we get

(3-2) Tp(9s)=
1

e(s)

∑
e(si )9si .

We can also define the action of Tp on the component group via functorialities.
Namely, let

8q(Nq)
α∗p
//

β∗p

// 8q(N pq)
αp,∗
//

βp,∗

// 8q(Nq)

denote the maps functorially induced from the degeneracy maps.7 Then, as before,
Tp :=βp,∗◦α

∗
p. Note that since the degrees of αp and βp are p, we have αp,∗◦α

∗
p =

βp,∗ ◦β
∗
p = p.

Lemma 3.1. The operator αp,∗ is equal to βp,∗ on 8q(N pq).

Proof. For s ∈ 62e(N pq) with e = 2 or 3, αp(s) = βp(s) by Corollary 2.5, and
hence αp,∗(9s)= βp,∗(9s). For s ∈62(N pq), let αp(s)= t and βp(s)=w. Then,
αp,∗(9s) = e(t)9t = e(w)9w = βp,∗(9s). In other words, for any s ∈ 6(N pq),
αp,∗(9s)= βp,∗(9s). Since 9s’s generate 8q(N pq), the result follows. �

In fact, Theorem 1.1 is an easy corollary of the above lemma.

7If α∗p(s) =
∑

t j then α∗p(9s) =
∑
9t j and if αp(t) = s then αp,∗(9t ) = e(s)/e(t)9s ; and

similarly for β∗p and βp,∗.
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Proof of Theorem 1.1. Since αp,∗ = βp,∗ on 8q(N pq), we have

Tp(9s)= βp,∗ ◦α
∗

p(9s)= αp,∗ ◦α
∗

p(9s)= p9s,

which implies the result. �

4. The action of Tq on the component group

In this section, we provide a complete description of the action of Tq on the compo-
nent group 8q(Nq). See Propositions 4.2, 4.3 and 4.4, which imply Theorem 1.2.

Note that the Hecke operator Tq acts on 6(N ) by the Frobenius morphism [Ribet
1990, Proposition 3.8], and the same is true for ξq . Since the Frobenius morphism
is an involution on 6(N ) (see Proposition 2.6), we have

(4-1) Tq(ψs)(t)= ψs(ξq(t))= ψs(Frob(t))= ψFrob(s)(t) for any t ∈6(N ),

which implies that Tq(ψs)= ψFrob(s).
From now on, if there is no confusion we remove (N ) from the notation for

simplicity. Let n := 1
12(q − 1)Q (which is not necessarily an integer), and let 8

denote the cyclic subgroup of 8q(Nq) generated by 9s for a fixed s ∈62. (Note
that this 8 is the same as that of Mazur and Rapoport [1977], namely, 8 is equal
to the cyclic subgroup generated by the image of the cuspidal divisor (0)− (∞).)

Case 1: (u, v) = (0, 0) or ν = 0. Let e = 1 if (u, v) = (0, 0) and e = 2u + 3v if
(u, v) 6= (0, 0) and ν= 0. If (u, v)= (0, 0), s2=n and s4= s6= 0. If (u, v) 6= (0, 0)
and ν = 0, then s2e = 1 and s2 =

1
e (en−1). (Note that s2 is an integer but n is not.)

Proposition 4.1. The component group 8q(Nq) is equal to 8, which is cyclic of
order en. The Hecke operator Tq acts on it by 1.

Proof. First, we assume that (u, v) = (0, 0). Then 9s = 9s for any s ∈ 6 = 62.
Therefore 8q(Nq)=8 and n9s =

∑
s∈6 9s = 0. Moreover, Tq(9s)=9s′ =9s,

where s ′ = Frob(s).
Now, we assume that (u, v) 6= (0, 0) and ν = 0. In this case, either N = 2q (with

(u, v)= (1, 0) and e= 2) or N = 3q (with (u, v)= (0, 1) and e= 3). In each case,
let z ∈62e. Then∑

s∈62

9s +9z = s29s+9z = 0 and 9s = e9z.

Therefore the component group is generated by 9z , and its order is (es2+ 1)= en.
Since en = es2+1 is prime to e, this group is also generated by 9s = e9z . (In fact,
9z =−s29s.) Moreover we have Tq(9s)=9s as above. �
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Case 2: (u, v)= (0, 1) and ν≥1. In this case, s4=0, s6=2ν, and s2 =
1
3(3n− 2ν).

Let66 := {t1, t2, . . . , t2ν }. Here we assume that Frob(t2k−1)= t2k for 1≤ k≤ 2ν−1.8

Let t := t2ν−1 and t ′ := t2ν .

Proposition 4.2. The component group 8q(Nq) decomposes as follows:

8q(Nq)=
2ν−1⊕
i=0

Bi =: B0⊕ B,

where B0 =8 is cyclic of order 3n, and for 1≤ i ≤ 2ν − 1, Bi is cyclic of order 3.
For 1≤ k ≤ 2ν−1, B2k−1 and B2k are generated by

v2k−1 :=9t2k−1 −9t2k

and
v2k :=9t2k−1 +9t2k −9t −9t ′,

respectively. The Hecke operator Tq acts on Bi by (−1)i.

Proof. Note that 9s = 39ti = 39t j for all i, j and
∑2ν

i=19ti + s29s = 0. Therefore
8q(Nq) is generated by 9ti for 1 ≤ i ≤ 2ν − 1. The order of each group 〈9ti 〉

is 9n because

9n9ti = 3s2(39ti )+

2ν∑
i=1

39ti = 3
(∑

s∈62

9s +

2ν∑
i=1

9ti

)
= 0,

and 9n is the smallest positive integer to make this happen. Moreover 〈9ti 〉 ∩ 〈9t j 〉

is of order 3n for any i 6= j. Since 3n = 3s2+ 2ν is prime to 3, we can decompose
the component group into

(4-2) 〈39t 〉⊕ 〈(3s2+ 2ν)9t 〉

2ν−2⊕
i=1

〈9ti −9t 〉.

Since 9s = 39ti = 39t = 39t ′ for any i and
2ν∑

i=1

9ti =−3s29t ,

we have
92k−1−9t = 2v2k−1+ 2v2k + v2ν−1,

92k −9t = v2k−1+ 2v2k + v2ν−1,

(3s2+ 2ν)9t =

2ν∑
i=1

(9t −9ti )=−

2ν−1∑
k=1

v2k − (−1)νv2ν−1.

Therefore the decomposition in the proposition is isomorphic to (4-2). The action
of Tq on each Bi is obvious from its construction. �

8By Proposition 2.6, we know that Frob is an involution of 66 without fixed points.
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Case 3: (u, v) = (1, 0) and ν ≥ 1. Note that s4 = 2ν, s6 = 0, and s2 = n− 2ν−1.
Let 64 = {w1, w2, . . . , w2ν }. As before, we assume that Frob(w2k−1) = w2k for
1≤ k ≤ 2ν−1.9 Let w := w2ν−1 and w′ := w2ν .

Proposition 4.3. The component group 8q(Nq) decomposes as

8q(Nq)=
2ν−2⊕
i=0

Ai = A0⊕ A,

where A0 is cyclic of order 4n generated by 9w, and for 1≤ i ≤ 2ν−2, Ai is cyclic
of order 2. For 1≤ k ≤ 2ν−1

− 2, A2k−1 and A2k are generated by

u2k−1 :=9w2k−1 −9w and u2k :=9w2k−1 +9w2k −9w −9w′, respectively.

And A2ν−3 and A2ν−2 are generated by

u2ν−3 :=9w2ν−3 −9w and u2ν−2 :=9w2ν−3 −9w2ν−2, respectively.

Moreover, the action of the Hecke operator Tq on each group is as follows:

Tq(9w)= (1+ 2n)9w +
2ν−1
−1∑

i=1

u2i ,

Tq(u2k−1)= u2k−1+ u2k and Tq(u2k)= u2k for 1≤ k ≤ 2ν−1
− 2,

Tq(u2ν−3)= 2n9w + u2ν−3+

2ν−1
−2∑

i=1

u2i and Tq(u2ν−2)= u2ν−2.

Proof. The argument in Proposition 4.2 applies mutatis mutandis. For instance,
when ν ≥ 2 an isomorphism between A0

⊕2ν−2
i=1 〈9wi −9w〉 and A0 ⊕ A can be

given as follows: for 1≤ k ≤ 2ν−1
− 2,

9w2k −9w = u2k + u2k−1+ (9w′ −9w),

9w −9w′ = 2n9w +
2ν−1
−1∑

i=1

u2i ,

9w2ν−2 −9w = u2ν−3+ u2ν−2.

The action of the Hecke operator Tq on each Ai is clear except

Tq(9w)=9w′ =9w − (9w −9w′)= (1+ 2n)9w +
2ν−1
−1∑

i=1

u2i ,

Tq(u2ν−3)=9w2ν−2 −9w′ = u2ν−3+ u2ν−2+ (9w −9w′)

= 2n9w + u2ν−3+

2ν−1
−2∑

i=1

u2i . �

9By Proposition 2.6, we know that Frob is an involution of 64 without fixed points.
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Case 4: (u, v)= (1, 1) and ν ≥ 1. Note that s4 = s6 = 2ν and s2 =
1
6(6n−5 · 2ν).

Let 64 = {w1, . . . , w2ν } and 66 := {t1, . . . , t2ν }. As before, we assume that
Frob(w2k−1) = w2k and Frob(t2k−1) = t2k for 1 ≤ k ≤ 2ν−1. Let w := w2ν−1

and w′ := w2ν . Also, let t := t2ν−1 and t ′ := t2ν .

Proposition 4.4. The component group 8q(Nq) decomposes as

8q(Nq)= A0⊕ A⊕ B,

where A0 is cyclic of order 12n generated by 9w. The structures of A and B are
the same as those in Propositions 4.2 and 4.3. The actions of Tq on A and B are
the same as before except on A2ν−3 (when ν ≥ 2), where Tq acts by

Tq(u2ν−3)= 6n9w + u2ν−3+

2ν−1
−2∑

i=1

u2i .

Moreover, the action of Tq on A0 is analogous to the previous case:

Tq(9w)= (1+ 6n)9w +
2ν−1
−1∑

i=1

u2i .

Proof. Note that from (3-1), we have

s29s +9w1 + · · ·+9w′ +9t1 + · · ·+9t ′ = 0.

Multiplying by 3, we have

(4-3) 9w1 + · · ·+9w′ =−(3s2+ 2 · 2ν)9s =−(6s2+ 4 · 2ν)9w.

Also, multiplying by 4, we have

(4-4) 9t1 + · · ·+9t ′ =−(4s2+ 3 · 2ν)9s =−(12s2+ 9 · 2ν)9t .

Therefore 9w1, . . . , 9w, 9t1, . . . , 9t can generate the whole group. By a similar
computation, the order of 〈9wi 〉 is 12n and the order of 〈9ti 〉 is 18n. All of
them contain 8 as a subgroup, which is of order 6n. Here we note that 〈9t 〉 =

〈39t 〉⊕〈6n9t 〉 because 6n= 6s2+5·2ν is prime to 3. Therefore we can decompose
8q(Nq) into

(4-5) 〈9w〉

2ν−2⊕
i=1

〈9wi −9w〉

2ν−2⊕
i=1

〈9ti −9t 〉
⊕
〈6n9t 〉.

As in Propositions 4.2 and 4.3, we can find an isomorphism between (4-5) and
A0⊕ A⊕ B, which proves the first part. From (4-3) (and the previous discussions)
we have

9w −9w′ = (6s2+ 5 · 2ν)9w +
2ν−1
−1∑

i=1

u2i = 6n9w +
2ν−1
−1∑

i=1

u2i .
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The action of Tq on each component is also obvious except

Tq(9w)=9w′ =9w − (9w −9w′)= (1+ 6n)9w +
2ν−1
−1∑

i=1

u2i ,

Tq(u2ν−3)=9w2ν−2 −9w′ = u2ν−3+ u2ν−2+ (9w −9w′)

= 6n9w + u2ν−3+

2ν−1
−2∑

i=1

u2i . �
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LIOUVILLE THEOREMS, VOLUME GROWTH, AND
VOLUME COMPARISON FOR RICCI SHRINKERS

LI MA

We study volume growth, a Liouville theorem for f -harmonic functions,
and a volume comparison property of unit balls in complete noncompact
gradient Ricci shrinkers and gradient steady Ricci solitons. We also study
integral properties of f -harmonic functions and harmonic functions on com-
plete manifolds, such as the Ricci–Einstein solitons.

1. Introduction

In the study of Ricci flow on a compact Riemannian manifold, because of its
complicated nonlinearity, one meets singularities of the flow in finite time. After
blowing up, one expects to get self-similar Ricci shrinkers or steady Ricci solitons
[Hamilton 1995]. In the case of a type-I singularity in dimension three, one gets
nontrivial gradient Ricci shrinkers via the use of the Ivey–Hamilton pinching
estimate, and the classification of this type of self-similar Ricci shrinker was done
by G. Perelman [2000]. In the case of a type-I singularity of dimension four,
A. Naber [2010] showed that one gets a gradient Ricci shrinker, and nontrivial
properties of this Ricci shrinker have been studied by others. These solitons can
be considered as special examples of weighted Riemannian manifolds or metric
measure spaces [Bakry and Émery 1985; Wei and Wylie 2009; Lott and Villani
2009; Chen 2009; Chow et al. 2006; Lichnerowicz 1970; Lott 2003; Ma 2013;
Sturm 2006a; 2006b; Yang 2009; Munteanu and Wang 2011; 2014; 2015]. Because
of the importance of four-dimensional Ricci shrinkers, many people study various
properties of them; see for example [Ma 2013; Cao and Zhou 2010; Cao 2007; 2010;
Carrillo and Ni 2009; Munteanu and Wang 2015; Haslhofer and Müller 2011]. In
this paper, we examine three questions about Ricci shrinking and steady solitons, in
particular for Ricci shrinkers which are the complete Riemannian manifold (M, g)
such that Ric f :=Ric+D2 f =λg on M, where Ric is the Ricci curvature of (M, g),
f : M→ R is a smooth function in M, and λ > 0 is a constant. One question under

This research is partially supported by the National Natural Science Foundation of China, grant
nos. 11771124 and 11271111.
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357

http://msp.org/pjm/
http://dx.doi.org/10.2140/pjm.2018.296-2
http://dx.doi.org/10.2140/pjm.2018.296.357


358 LI MA

consideration in this paper is about the volume comparison of unit balls on Ricci
shrinkers. The other two are about f -harmonic functions and harmonic functions
with finite energy. The volume comparison of unit balls is an important step to
understanding the volume growth of geodesic balls in gradient Ricci shrinkers. The
Liouville theorems for f -harmonic and harmonic functions with finite energy are
important to understanding the connectivity at infinity about gradient Ricci solitons;
see [Munteanu and Wang 2015].

We have the following new results. The first is the volume comparison of unit
balls at any point x ∈ M with a unit ball at a fixed point p ∈ M, which deals with
the injectivity radius decay from the point p to the point x and is important to
understanding the topology of the underlying manifold at infinity.

Theorem 1. On the complete noncompact gradient Ricci shrinker (M, g, f ) with
Ricci curvature bounded by −(n− 1)k2 for some constant k ≥ 0, we have

Vol(Bx(1))≥ exp(−
√

c0(n− 1)R)Vol(Bp(1)),

where c0 is a uniform constant which does not depend on x and R = d(p, x) > R0

for some uniform constant R0 > 1.

The above result is motivated by the work of Ovidiu Munteanu and Jiaping
Wang [2014] and the result is not sharp, as pointed out by the referee. In fact,
if the Ricci curvature is bounded from below, the logarithmic Sobolev inequality
of [Carrillo and Ni 2009] implies a uniform lower bound of the volume of unit
balls, Vol(Bx(1)) ≥ 1

c Vol(Bp(1)). However, from our argument, our result is
true on a complete smooth measure space of dimension n with Ric f ≥

1
2 g and

|∇ f |2 ≤ f and with Ricci curvature bounded below by −(n − 1)k2 for some
constant k ≥ 0 on M. Notice that with the extra bound on Ricci curvature, our
result improves the result of Lemma 5.2 in [Munteanu and Wang 2014]. We remark
that the above result is still true for steady Ricci solitons. See Theorem 5 in
Section 2.

We want to understand the topology and geometry from properties of (super-
or sub-) harmonic functions and f -harmonic functions on Ricci solitons. By a
well-known argument, we know that there is no nontrivial positive f -harmonic
function on a gradient Ricci shrinker. In fact there is no nonconstant positive f -
superharmonic function u (1 f u :=1u−∇ f.∇u ≤ 0) on the complete Riemannian
manifold (M, g) with Ric f ≥

1
2 g on M. The process of proving this is below.

Recall that the weighted volume of (M, g) is finite [Morgan 2005]; i.e., V f (M) :=∫
M e− f dvg <∞. Assume u> 0 is such a positive f -superharmonic function on M.

Let v = log u. Then we have

1 f v =
1 f u

u
− |∇v|2 ≤−|∇v|2.
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Thus, for any cut-off function φ ≥ 0 on the ball Bp(2R)⊂ M with φ = 1 in Bp(R),
we have ∫

M
|∇v|2φ2e− f dvg ≤ 2

∫
M
φ∇φ.∇ve− f dvg.

By the Cauchy–Schwarz inequality we get∫
M
|∇v|2φ2e− f dvg ≤ 4

∫
M
|∇φ|2e− f dvg ≤

16
R2 V f (M)→ 0

as R→∞. Hence, |∇v|2 = 0 in M, which implies that u is a constant on M.
Although this result is known to experts, we cannot find it in the literature. We

formulate it as below.

Proposition 2. Let (M, g, f ) be a complete Riemannian manifold (M, g) with
potential function f satisfying Ric f ≥

1
2 g on M. Then there is no nonconstant

positive f -superharmonic function on (M, g).

We are now trying to find another kind of Liouville theorem for an f -harmonic
function with weighted finite energy on a gradient Ricci shrinker. We show that as
a direct consequence of a Bochner-type formula, see [Ma and Du 2010], we have
the following Liouville-type theorem.

Theorem 3. Let (M, g) be a complete noncompact Riemannian manifold such that
Ric f ≥ h(x)g for some potential functions f (x) and some nontrivial nonnegative
function h(x) in M. There is no nontrivial f -harmonic function u defined in (M, g)
with weighted finite energy; i.e.,∫

M
|∇u|2e− f dvg <∞.

The proof of this result is given in Section 3. We remark that when one studies
self-similar solutions to the Ricci–Einstein-type flow

∂t g =−2 Rc(g)+ γ Rg,

where γ is a physical constant and R = R(g) is the scalar curvature of the manifold
(M, g), one gets the soliton equation of it in the form

Ric f = γ Rg+ λg,

which gives what may be called Ricci–Einstein solitons. Theorem 3 can be used
for these solitons.

Proposition 4. Fix any p ∈ M. Assume that the complete noncompact Riemannian
manifold (M, g) satisfies Ric f ≥ h(x)g for some potential functions f (x) and some
smooth function h(x) with

|∇ f (x)| ≤ αd(x, p)+ b
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for some uniform constants α≥ 0 and b> 0 in M. Then for any harmonic function u
with finite energy, i.e., ∫

M
|∇u|2 <∞,

we have the integral inequality∫
M
|∇

2u|2+
∫

M
h(x)|∇u|2 ≤ 1

2

∫
M
1 f |∇u|2.

As a consequence, when 1 f (x)≤ 2h(x) on M, we have D2u = 0 in M; i.e., ∇u is
a parallel vector field on M.

We now give a few remarks related to this result.

(1) Naber [2010] proved that for the weighted smooth metric space (M, g, f )
satisfying Ric f ≤

1
2 g and |Ric| ≤ C , there exists α > 0 such that if 1 f u :=

1u−∇ f.∇u= 0 on M with |u(x)| ≤ A exp(αd(x, p)2) for some A> 0 and p ∈M,
then u is a constant.

(2) Munteanu and Sesum [2013] proved that for gradient shrinking Kähler–Ricci
solitons, if the harmonic function u has finite energy, i.e.,

∫
M |∇u|2 <∞, then u is

a constant. As a consequence of this result, they showed that such a manifold has
at most one nonparabolic end; see [Munteanu and Sesum 2013] for the definition
of nonparabolic end. In the earlier work [Munteanu and Wang 2011], they proved
that on a weighted smooth metric space (M, g, f ) satisfying Ric f ≥ 0 and f is
a bounded function, any sublinear growth f -harmonic function on M must be a
constant.

(3) Some consequences of Proposition 4 are given in Section 3.

Here is the plan of the paper. We study the volume comparison of unit balls of
gradient Ricci shrinkers and gradient steady Ricci solitons in Section 2. We prove
Proposition 2 and Theorem 3 in Section 3. In the last section, we consider integral
properties for harmonic functions on Ricci solitons and prove Proposition 4.

2. Volume comparison of unit balls

We now prove Theorems 1 and 5. We use an idea similar to the proof of Theorem 2.3
in [Munteanu and Wang 2014].

We first give a proof of an improved volume comparison of unit balls on the
weighted Riemannian manifold of shrinking type.

Proof of Theorem 1. Again, we take any point x ∈ M and express the volume form
in the geodesic polar coordinates centered at x as

dV |expx (rξ) = J (x, r, ξ) dr dξ
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for r > 0 and ξ ∈ Sx M a unit tangent vector at x . We let R = d(p, x) and omit
the dependence of the geometric quantities on ξ . Let R = d(p, x) > 2. Let γ (s)
be the minimizing geodesic starting from x connecting γ (0) = x to any point
γ (T ) ∈ Bp(1). By the triangle inequality we know that T ∈ [R− 1, R+ 1]. It is
well known [Li 1993] that along the minimizing geodesic curve γ , we have

m′(r)+ 1
n−1

m2(r)+Ric(∂r , ∂r )≤ 0,

where r > 0 and m = m(r) = d
dr (log J )(r). Using the Ricci soliton equation

Ric f =
1
2 g we immediately obtain

m′(r)+ 1
n−1

m2(r)≤−1
2
+ f ′′(r).

Integrating this relation, we get for r > 1,

m(r)+ 1
n−1

∫ r

1
m2(t) dt ≤−r−1

2
+ f ′(r)− f ′(1)+m(1).

Recall the well-known fact (see (2.3) and (2.8) in [Cao and Zhou 2010] in different
notation) that for any T > τ > 0, we have

(1) −
1
2(T − τ)− c ≤ f ′(τ )≤− 1

2(T − τ)+ c

and | f ′(T )| ≤ c since γ (T ) ∈ Bp(1). Here and everywhere in the proofs, c denotes
a constant depending only on the dimension n and f (p). By this we know

−
r−1

2
+ f ′(r)− f ′(1)≤ c0

for some uniform constant c0 > 0.
Using the Ricci curvature lower bound, a standard argument shows, see (1.1.8) in

[Schoen and Yau 1994], that there is a uniform constant c1 > 0 such that m(s)≤ c1

for s ≥ 1
2 . Then we have for another uniform constant c0 > 0 and for any r > 1,

m(r)+ 1
n−1

∫ r

1
m2(t) dt ≤ c0.

By the Cauchy–Schwarz inequality we obtain

(2) m(r)+ 1
(n−1)r

(∫ r

1
m(t) dt

)2

< c

for any c > c0 and r > 1.

Claim. For any r > 1,

(3)
∫ r

1
m(t) dt ≤

√
c(n− 1)r .
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In fact, let

v(t)=
√

c(n− 1)t −
∫ t

1
m(r) dr.

Then

v′(t)=
√

c(n− 1)
2
√

t
−m(t).

Clearly v(1) > 0 by the fact that c > c0. Suppose that v is negative somewhere
for t > 1. Let d > 1 be the first zero point of v; i.e., v(d)= 0. Then by the choice
of d , we have v′(d)≤ 0. That is,∫ d

1
m(t) dt =

√
c(n− 1)d

and

m(d)≥
√

c(n− 1)

2
√

d
.

By direct computation we know

m(d)+
1

(n− 1)d

(∫ d

1
m(t) dta

)2

≥

√
c(n− 1)

2
√

d
+ c,

which is a contradiction with (2) at r = d .
The relation (3) implies

log J (x, r, ξ)/J (x, 1, ξ)≤
√

c(n− 1)r

for any r > 1 and we have at r = R,

J (x, 1, ξ)≥ exp(−
√

c(n− 1)R)J (x, R, ξ).

Integrating over the unit tangent vectors ξ we get

Area(∂Bx(1))≥ exp(−
√

c(n− 1)R)Vol(Bp(1)),

where R = d(p, x) > 2. Similarly we have

Area(∂Bx(s))≥ exp(−
√

c(n− 1)R)Vol(Bp(1))

for any s ∈
[1

2 , 1
]
. Hence, we have

Vol(Bx(1))≥ exp(−
√

c(n− 1)R)Vol(Bp(1)). �

A similar argument gives us the result below for gradient steady Ricci solitons.

Theorem 5. On the complete noncompact Riemannian manifold (M, g, f ) with
Ricci curvature bounded below by −(n−1)k2 for some constant k ≥ 0 and Rc f ≥ 0
on M and |∇ f | ≤ C on M for some uniform constant C > 0, we have

Vol(Bx(1))≥ exp(−
√

c0(n− 1)R)Vol(Bp(1)),



LIOUVILLE THEOREMS FOR RICCI SHRINKERS 363

where c0 is a uniform constant which does not depends on p and R = d(p, x) > R0

for some uniform constant R0 > 1.

The proof of Theorem 5 is almost the same as the previous proof. So we only
present the necessary modification and use the same notation as above. Again we
have along the minimizing geodesic curve γ ,

m′(r)+ 1
n−1

m2(r)+Ric(∂r , ∂r )≤ 0.

Using the relation Ric f ≥ 0 we immediately obtain

m′(r)+ 1
n−1

m2(r)≤ f ′′(r).

Integrating this relation we get for t > 1 and s ∈
[ 1

2 , 1
]
,

m(t)+ 1
n−1

∫ t

s
m2(r) dr ≤ f ′(t)− f ′(1)+m(s).

This means that for any t > 1 and s = 1,

m(t)+ 1
n−1

∫ t

1
m2(r) dr ≤ C0

for some uniform constant C0. The remaining part of the proof is the same as the
proof of Theorem 1 and we omit the details.

We now consider the volume growth of geodesic balls in manifolds with density
and we show that for (M, g, e− f dv) a complete smooth metric measure space of
dimension n with Ric f ≥

1
2 , |∇ f |2 ≤ f , and also with both Ricci curvature and

1 f bounded from above, the volume growth of geodesic balls is in polynomial
order (which may be smaller than n).

Proposition 6. Let (M, g, e− f dv) be a complete smooth metric measure space of
dimension n. Assume that Ric f ≥

1
2 , |∇ f |2 ≤ f . Assume further that 1 f ≤ K

and Ric ≤ K1 for some constants K > 0 and K1 > 0. Then for some p ∈ M,
the volume growth of geodesic balls Bp(r) is of polynomial order; i.e., there is a
uniform constant C > 0 such that

V (r)≤ Cr2K .

Proof. Recall that under the conditions Ric f ≥
1
2 and |∇ f |2 ≤ f , there are a point

p ∈ M , two constants r0 > 0 and a depending only on n and f (p) such that

(4)
( 1

2 d(x, p)− a
)2
≤ f (x)≤

( 1
2 d(x, p)+ a

)2
.

This is from Proposition 4.2 in the interesting paper [Munteanu and Wang 2014].
By this we know that |∇ f (x)| ≤ 1

2 d(x, p)+ a. We may assume that d(x, p) > 2.
Consider any minimizing normal geodesic γ (s), 0≤ s ≤ r := d(x, p), starting from
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the point γ (0)= p to the point γ (r)= x . Let X = γ̇ (s). By the second variation
formula of arc length we know∫ r

0
φ2 Ric(X, X) ds ≤ (n− 1)

∫ r

0
|φ̇(s)|2 ds

for any φ ∈ C1−
0 ([0, r ]). Let φ(s) = s on [0, 1], φ(s) = r − s on [r − 1, r ], and

φ(s)= 1 on [1, r − 1]. Then we have∫ r

0
Ric(X, X) ds =

∫ r

0
φ2 Ric(X, X) ds+

∫ r

0
(1−φ2)Ric(X, X) ds.

We derive via the use of Ric≤ K1, and by an argument similar to the proof before
(2.8) in [Cao and Zhou 2010], that∫ r

0
Ric(X, X) ds ≤ 2(n− 1)+ 2K1.

Since
∇X ḟ =∇2 f (X, X)≥ 1

2 −Ric(X, X),

integrating it from 0 to r , we get

(5) ḟ (r)= 1
2r −

∫ r

0
Ric(X, X) ds ≥ 1

2r − c

for some constant c depending only on K1, n and f (p). Hence,

|∇ f |(x)≥ ḟ (r)≥ 1
2 d(x, p)− c.

Define
ρ(x)= 2

√
f (x).

Then,

|∇ρ| =
|∇ f |
√

f
≤ 1.

Let, for r > 0 large,

D(r)= {x ∈ M; ρ(x)≤ r}, V (r)= Vol(D(r)).

As in [Cao and Zhou 2010], by using the coarea formula we have

V (r)=
∫ r

0
ds
∫
∂D(r)

1
|∇ρ|

d A,

V ′(r)=
∫
∂D(r)

1
|∇ρ|

d A =
r
2

∫
∂D(r)

1
|∇ f |

d A.

By the assumption 1 f ≤ K and the divergence theorem we have

2K V (r)≥ 2
∫

D(r)
1 f = 2

∫
∂D(r)
|∇ f | d A.
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By (5) we know that on ∂D(r), there is a uniform constant C > 2 such that for
r ≥ 2C ,

|∇ f |2 ≥ f −C.

Then we have

2
∫
∂D(r)
|∇ f | d A ≥ 2

∫
∂D(r)

f −C
|∇ f |

d A.

The right side of above inequality is greater than or equal to

(r − 2)V ′(r).

Hence we have

2K V (r)≥ (r − 2)V ′(r),

which then implies

V (r)≤ V (2C)r2K

for r > 2C . �

We remark that the above argument is motivated by the proof of the volume
growth estimate in [Cao and Zhou 2010]. Our result is different from the deep result
Theorem 1.4 in [Munteanu and Wang 2014] in the case when the constant 2K is
smaller than n.

3. Harmonic and f -harmonic functions on Ricci–Einstein solitons

We now prove Theorem 3. We wish that we could use the Caccioppoli argument (see
the proof of Proposition 8.1 in [Naber 2010], with the use of Lemma 2.2 replaced by
Proposition 4.2 in [Munteanu and Wang 2014]) to conclude that with some decay
assumption such as finite energy, an f -harmonic function u is a constant function
on M. However, we have a simpler proof of this result below.

Proof of Theorem 3. Recall the Bochner formula for the f -harmonic function
u : M→ R,

1
21 f |∇u|2 = |∇2u|2+Rc f (∇u,∇u).

By our assumption that Ric f ≥ h(x)g, we know

1
21 f |∇u|2 ≥ |∇2u|2+ h(x)|∇u|2.

Let φ be the standard cut-off function on Bp(2r) and let dm = exp(− f ) dvg. Then
we have ∫

M
(|∇2u|2+ h(x)|∇u|2)φ dm ≤

∫
M

( 1
21 f φ

)
|∇u|2 dm.
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The right side goes to zero as r→∞. Hence we have∫
M
(|∇2u|2+ h(x)|∇u|2) dm = 0,

which implies that u is a constant. �

Let (M, g) be a complete noncompact Riemannian manifold of dimension n.
Fix p ∈ M. In this section we always assume that (M, g) satisfies Ric f ≥ h(x)g
for some function h(x) and |∇ f | ≤ αd(x, p)+ b. Then we have R+1 f ≥ nh(x)
on M. We study the L2 estimate for the Hessian matrix for harmonic functions with
finite energy.

Proof of Proposition 4. Let u : M→ R be a harmonic function on (M, g, f ) with
finite energy ∫

M
|∇u|2 <∞.

Recall the Bochner formula for the harmonic function u : M→ R,

1
21|∇u|2 = |∇2u|2+Rc(∇u,∇u).

Using the assumption Ric f ≥ h(x)g we have

(6) 1
21|∇u|2 ≥ |∇2u|2+ h(x)|∇u|2−∇2 f (∇u,∇u).

Recall the Hessian matrix ∇2 f = ( fi j ) in local coordinates (xi ) in M.
Let φ = φr be the cut-off function on B2r (p). We write by o(1) the quantities

such that o(1)→ 0 as r→∞. Then, we have

(7)
∫

M
(|∇2u|2+ h(x)|∇u|2)φ2

≤

∫
M

( 1
21|∇u|2+∇2 f (∇u,∇u)

)
φ2.

By direct computation we have, for ε > 0 small,∫
M

( 1
21|∇u|2

)
φ2
=−2

∫
M
φD2u(∇u,∇φ)≤ ε

∫
M
|∇

2u|2φ2
+ o(1).

Using |∇ f | ≤ αd(x, p)+ b and integrating by parts, we obtain∫
M

fi j ui u jφ
2
=−

∫
fi ui j u jφ

2
+ o(1).

Furthermore, we have∫
M

fi j ui u jφ
2
=

1
2

∫
M
1 f |∇u|2φ2

+ o(1).

Hence by (6) we have∫
M

(
(1− ε)|∇2u|2+ h(x)|∇u|2

)
φ2
−

1
2

∫
M
1 f |∇u|2φ2

≤ o(1).
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That is,∫
M
(1− ε)|∇2u|2φ2

+

∫
M

h(x)|∇u|2φ2
≤

1
2

∫
M
1 f |∇u|2φ2

+ o(1).

Sending r→∞ and letting ε→ 0, we obtain

(8)
∫

M
|∇

2u|2+
∫

M
h(x)|∇u|2 ≤ 1

2

∫
M
1 f |∇u|2.

Note that when 1 f ≤ 2h(x) on M, by (8) we have D2u = 0 in M ; i.e., ∇u is a
parallel vector field on M. �

We remark that when Ric f = λg (and R+1 f = nλ) with λ being a constant,
by the proof of Proposition 4 we have∫

M
|∇

2u|2+ 1
2

∫
M

R|∇u|2 ≤
∫

M

(n− 2)λ
2
|∇u|2.

Note that the assumption about the potential function f in Proposition 4 is true
on the steady soliton (M, g); see [Hamilton 1995]. We now give an application
of this integral inequality (8). A special case of the Liouville-type theorem below,
due to Munteanu and Sesum [2013, Theorem 4.1], can be derived from the integral
estimate (8).

Proposition 7. Let n = 2. Assume that the complete noncompact surface (M, g, f )
satisfies Ric f = h(x)g on M with R ≥ 0, and |∇ f | ≤ b for some b > 0 in M. Then
there is no nontrivial harmonic function on (M, g) with finite energy on (M, g).

Proof. Note that R+1 f = nh(x)= 2h(x) in M. Then 1 f = 2h(x)− R in M. By
(8) we have ∫

M
|∇

2u|2+ 1
2

∫
M

R|∇u|2 ≤ 0.

If R=0, then (M, g) is flat and the result follows from Theorem 4.1 in [Munteanu
and Sesum 2013].

We may assume R > 0 in M. We argue by contradiction. Assume that there is a
nontrivial harmonic function with finite energy on (M, g). By (8) we know∫

M
|∇

2u|2+ 1
2

∫
M

R|∇u|2 = 0.

Hence ∇u is a parallel vector field on M and R = 0, a contradiction with R > 0. �

We remark that we can give a new proof of Theorem 4.1 in [Munteanu and
Sesum 2013], which is on a gradient steady Ricci soliton. It says that there is no
nontrivial harmonic function with finite energy on the steady Ricci soliton (M, g).
The proof is below. We may assume that (M, g, f ) is a nontrivial steady Ricci
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soliton. Recall that it is well known that either R > 0 or R = 0 on M. By (8), we
have R = 0, and then

1 f R =−2|Ric|2,

and we know that Ric= 0 on M. By [Schoen and Yau 1994], we know that there is
no nontrivial harmonic function with finite energy.
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PRESENTATIONS OF GENERALISATIONS OF
THOMPSON’S GROUP V

CONCHITA MARTÍNEZ-PÉREZ, FRANCESCO MATUCCI AND BRITA NUCINKIS

We consider generalisations of Thompson’s group V, denoted by Vr(6),
which also include the groups of Higman, Stein and Brin. We showed earlier
(Forum Math. 28:5 (2016), 909–921) that under some mild conditions these
groups and centralisers of their finite subgroups are of type F∞. Under more
general conditions we show that the groups Vr(6) are finitely generated and,
under the mild conditions mentioned above for which they are of type F∞
and hence finitely presented, we give a recipe to find explicit presentations.
For the centralisers of finite subgroups we find a suitable infinite presenta-
tion and then show how to apply a general procedure to shorten this presen-
tation. In the appendix, we give a proof of this general shortening procedure.

1. Introduction

The original Thompson groups F ≤ T ≤ V are groups of homeomorphisms of the
unit interval, the circle and the Cantor set respectively. In this note we consider
generalisations of these groups, which are described as groups of automorphisms
of certain Cantor algebras. These groups include Higman’s [1974], Stein’s [1992]
and Brin’s [2004] generalisations of V.

The groups F, T and V have attracted the attention of group theorists for several
reasons, one of them being that there are nice presentations and ways to represent
elements available, making it possible to prove interesting results about metrics,
geodesics and decision problems. However, the situation changes when one moves
to some of their generalisations. There are presentations available for Higman’s
groups Vn,r [1974], Stein’s generalisations [Brin and Squier 2001; Stein 1992]
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and Brin’s higher dimensional Thompson groups sV [Hennig and Matucci 2012],
but not for more complicated generalisations such as the groups Vr (6) we are
considering here. These were defined in [Kochloukova et al. 2013; Martínez-Pérez
and Nucinkis 2013] and were denoted Gr (6). It is worth pointing out that elements
in Vr (6) admit a tree-pair representation similar to that of the original groups F, T
and V. The authors show in [Martínez-Pérez et al. 2016] that, under some mild
hypotheses, being valid and bounded, Vr (6) is the full automorphism group of
a Cantor algebra. In the same paper it is shown that under some further minor
restrictions, being complete, these groups are of type F∞ and that this also implies
that centralisers of finite subgroups are of type F∞. We introduce all necessary
background in Section 2. The structure of centralisers in Vr (6) is studied in detail
in [Martínez-Pérez et al. 2016; Martínez-Pérez and Nucinkis 2013].

One of the objectives of the present paper is to introduce a common framework
providing recipes; first to find explicit finite generating sets for the groups Vr (6)

in the case when the underlying Cantor algebra Ur (6) is valid and bounded, and
second, to find explicit presentations under the additional assumption that Ur (6) is
complete. To do that, we construct a model for the classifying space for free actions
EG for G = Vr (6), and use this model to obtain presentations of these groups. As
far as we are aware, this construction is new even for the group V, and hence could
be of independent interest.

In Section 7 we also give an explicit finite presentation for centralisers of finite
subgroups for those Vr (6) that are finitely presented. To do so we use the so-
called Burnside procedure as used by Guralnick, Kantor, Kassabov and Lubotzky
[Guralnick et al. 2011].

In the Appendix we shall give an outline and proof of the Burnside procedure
as used in [Guralnick et al. 2011]. This procedure is well known, but we are not
aware of any proofs elsewhere. The point is to look for a simple presentation for G
that is somehow symmetric and elementary. Initially it may have infinitely many
generators and relations; the Burnside procedure offers a way to cut it down to a
more manageable, and sometimes finite, presentation.

2. Background on generalised Thompson groups

In this section we introduce only those properties of valid bounded Cantor algebras
used to make this paper self-contained. For detailed definitions and notation the
reader is referred to [Martínez-Pérez and Nucinkis 2013, Section 2], and for proofs
of statements cited here, to [Kochloukova et al. 2013; Martínez-Pérez et al. 2016;
Martínez-Pérez and Nucinkis 2013].

Let S = {1, . . . , s} be a finite set of colours and associate to each i ∈ S an integer
ni > 1, called the arity of the colour i . For every i ∈ S consider the following right
operations on a set U :
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(i) One ni -ary operation λi :U ni →U, and

(ii) ni unary operations α1
i , . . . , α

ni
i , where α j

i is a map U →U.

We also consider, for each i ∈ S and v ∈U, the map

αi :U →U ni

given by vαi := (vα
1
i , vα

2
i , . . . , vα

ni
i ). The maps αi are called descending opera-

tions, or expansions, and the maps λi are called ascending operations, or contrac-
tions.

Fix a finite set Xr of cardinality |Xr | = r . One can define the free object on the
set Xr with respect to the previous operations which we denote U. To define our
generalisations of Thompson’s group V, we will be interested in the free object
constructed under the extra requirement that a certain set of laws 6 described below
must be satisfied. We denote this last free object by Ur (6) and call it the (free)
Cantor algebra on Xr satisfying 6.

Definition 2.1 [Martínez-Pérez and Nucinkis 2013, Section 2]. Fix a finite set Xr of
cardinality |Xr | = r and consider the free object U on Xr with respect to operations
(i) and (ii) above. Then 6 =61 ∪62 with 61 and 62 the following set of laws:

(i) 61 is given by

uαiλi = u, (u1, . . . , uni )λiαi = (u1, . . . , uni ),

for every u ∈U, i ∈ S, and ni -tuple, (u1, . . . , uni ) ∈U ni.

(ii) 62 is given by
62 =

⋃
1≤i<i ′≤s

6
i,i ′
2 ,

where each 6i,i ′
2 is either empty or consists of the following laws: consider

first i and fix a map f : {1, . . . , ni }→ {1, . . . , s}. For each 1≤ j ≤ ni , we see
α

j
i α f ( j) as a set of sequences of length 2 of descending operations and let

3i = ∪
ni
j=1α

j
i α f ( j).

Do the same for i ′ (with a corresponding map f ′) to get3i ′ . We need to assume
that f and f ′ are chosen so that |3i | = |3i ′ | and fix a bijection φ :3i →3i ′ .
Then 6i,i ′

2 is
uν = uφ(ν), ν ∈3i , u ∈U.

Let Ur (6) be the algebra obtained from U by quotienting out the relations in 6.
We say that Ur (6) is valid if for any set Y ∈U, we have |Y | = |Y |, where Y is the
image of Y in Ur (6). In particular this implies that Ur (6) is a free object on X in
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the class of those algebras with the descending and ascending operations (i) and (ii)
above which satisfy the identities 6.

From now on we work with the free object Ur (6) only. Let B ⊂Ur (6), b ∈ B,
and let i be a colour of arity ni . The set

(B r {b})∪ {bα1
i , . . . , bαni

i }

is called a simple expansion of B. Analogously, if b1, . . . , bni ⊆ B are pairwise
distinct,

(B r {b1, . . . , bni })∪ {(b1, . . . , bni )λi }

is a simple contraction of B. A finite chain of simple expansions is an expansion
and a finite chain of simple contractions is a contraction. A subset A ⊆Ur (6) is
called admissible if it can be obtained from the set Xr by finitely many expansions
or contractions. If a subset A1 is obtained from a subset A by an expansion (simple
or not), then we write A ≤ A1.

Remark 2.2. Recall that Ur (6) is said to be bounded (see [Martínez-Pérez and
Nucinkis 2013, Definition 2.7]) if for all admissible subsets Y and Z such that there
is some admissible A ≤ Y, Z , there is a unique least upper bound of Y and Z . By a
unique least upper bound we mean an admissible subset T such that Y ≤ T and
Z ≤ T, and whenever there is an admissible set S also satisfying Y ≤ S and Z ≤ S,
then T ≤ S.

By [Kochloukova et al. 2013, Lemma 2.5], any admissible set is a basis of Ur (6).
Conversely, by [Martínez-Pérez et al. 2016, Theorem 2.5], if6 is valid and bounded,
any basis of Ur (6) is also an admissible set. Furthermore, for every admissible
subset of cardinality m, we have that

m ≡ r mod d for d := gcd{ni − 1 | i = 1, . . . , s}.

In particular, any basis with m elements can be transformed into one of r elements.
Hence Ur (6)=Um(6) and we may assume that r ≤ d .

Definition 2.3. [Martínez-Pérez and Nucinkis 2013, Definition 2.12] Let Ur (6) be
a valid Cantor algebra. We denote the group of all Cantor algebra automorphisms of
Ur (6) by Vr (6). In particular, these automorphisms are induced by a map V →W,
where V and W are admissible subsets of Ur (6) of the same cardinality. In our
notation automorphisms act on the left.

For example, when s = 1 we have 62 =∅ and we retrieve the original Higman–
Thompson groups Gr,n (here, n = n1) [Higman 1974]. For

s = 2, r = 1 and n1 = n2 = 2,
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the Brin–Thompson groups are now given by the set 62 that can be visualised as
follows:

x

1 2 3 4

x

1 3 2 4

Here dashed and solid lines represent expansions of different colours. For more
examples the reader is referred to [Martínez-Pérez et al. 2016; Martínez-Pérez and
Nucinkis 2013].

Remark 2.4. If Ur (6) is valid and bounded every element of Vr (6) can be given
by a bijection V →W, where V and W are descendants of the fixed basis Xr .

For r = 1, this means that we can visualise elements of V1(6) by tree-pair
diagrams of rooted trees, where the root represents the basis X1 = {x}. So, for
example, when s = 1 and n1 = 2, V1(6) is equal to V (the original Thompson
group), and the well-known generator x0 ∈ F ⊂ V is visualised as

2 3

1
−→

x0

3

1 2

Definition 2.5 [Martínez-Pérez et al. 2016, Definition 3.2]. Let B≤ A be admissible
subsets of Ur (6). We say that the expansion B ≤ A is elementary if there are no
repeated colours in the paths from elements in B to their descendants in A. We
denote an elementary expansion by B � A. We say that the expansion is very
elementary if all paths have length at most 1.

Denote by Pr the poset of admissible subsets in Ur (6), and by |Pr | its geometric
realisation. (It was shown in [Martínez-Pérez and Nucinkis 2013] that |Pr | is a
model for EG, the classifying space for proper actions). We now describe the Stein
complex Sr (6) [Stein 1992], which is a subcomplex of |Pr |. The vertices in Sr (6)

are given by the admissible subsets of Ur (6). The k-simplices are given by chains
of expansions Y0 ≤ · · · ≤ Yk , where Y0 � Yk is an elementary expansion.

From now on we will denote Vr (6) by G. In the next section we will use Sr (6)

to construct a model for EG. Recall that by [Martínez-Pérez et al. 2016, Lemma 3.6
and Remark 3.7], Sr (6) is contractible and has finite stabilisers.



376 CONCHITA MARTÍNEZ-PÉREZ, FRANCESCO MATUCCI AND BRITA NUCINKIS

3. A model for EG

In this section we construct a model for the space EG when G is the automorphism
group of a valid and bounded Cantor algebra Ur (6) as before. We shall use this
model to get, initially infinite, presentations for our groups, which we will then
reduce to obtain a finite generating set, and later a finite presentation under some
extra hypothesis on Ur (6).

3A. Some technical observations. To begin with, we collect few technical obser-
vations that we will use later on. As seen before, the elements g in our group G can
be expressed via a bijection between a pair of admissible subsets (or bases) (B, B ′)
both of the same cardinality. Observe that the pair above is not enough to determine g
and that we have to specify the explicit bijection. A way to overcome this problem
is to work with ordered bases, in the sense that instead of a basis B viewed as a set,
we will be considering an ordered tuple A with underlying set B. We say u(A)= B
(u for underlying). A pair of ordered tuples (A, A′), with both A and A′ of the same
cardinality, uniquely determines the element of G mapping the elements of A to the
elements of A′ in the prescribed order; conversely, any group element is expressible
in this way. Of course, just as for the representation of the pair of bases, there is
not a unique pair (A, A′) determining a given g ∈ G: we may apply descending or
ascending operations to A and A′ in a consistent way to get a new pair of ordered
tuples representing the same group element. Moreover, we may also permute the
elements of both tuples in a consistent way and still get the same g. This means
that when we represent elements of G as pairs (A, A′) we should be talking about
equivalence classes of pairs under the obvious equivalence relation that identifies
pairs yielding the same element. However, to make the notation lighter we will talk
about pairs and denote them as above. The following definition will be useful later
on: given tuples A1, A2 with bases as underlying sets we put

A1 - A2⇐⇒ u(A1)≤ u(A2) is an elementary expansion.

Equivalently, A1 - A2 if u(A1)≤ u(A2) in the Stein poset. Observe that this is not
a partial order, as it is not antisymmetric: we could have A1 - A2 and A2 - A1 but
A1 6= A2. When A1 - A2, abusing the terminology slightly, we will say that A2

is obtained from A1 by descending operations. Essentially this means that we are
considering the permutation of the elements of a tuple as a new type of descending
operation. Of course this could equally be viewed as an “ascending” operation,
but it turns out to be convenient to view it as descending. If we want to record the
precise operations that yield A2 when applied to A1 we will write

A1
ε
- A2

and will also set A2= A1ε. Observe that ε can be seen as a precise recipe to get A2,
and ε encodes exactly which elements are modified, permuted and so on.
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3B. The model for EG. Let Z be the complex constructed as follows: The points
of Z are the ordered tuples A with underlying set a basis u(A) in the Stein com-
plex Sr (6). For each chain

A0 - · · ·- Ak

we attach an (oriented) k-simplex at the vertices A0, . . . , Ak . Observe that there
might be repeated vertices, so this is not a simplicial complex but rather has the
structure of a 1-complex; see [Hatcher 2002, Section 2.1]. The group G acts on the
set of bases, and using that action one can define a G-action on Z in the obvious
way. Note that this action is free. In particular this implies that two different
1-simplices starting in A0, say A0- A1 and A0- A′1 cannot be in the same G-orbit.
Hence they yield different 1-simplices in the quotient complex Z/G. Conversely, if
A0

ε
→ A1 is an edge in Z/G, then once we have fixed a lift A0 of A0 to Z , ε lifts

to a unique 1-simplex of Z . Therefore there is some well-defined set of descending
operations giving a tuple A′1 which is uniquely determined so that A0

ε
- A′1 is the

lift of ε. Moreover, the tuple A′1 is uniquely determined. Note that we have the extra
restriction coming from the Stein poset: we can only apply descending operations
of the same colour once to any element of A0.

Applying the same argument implies that this also holds for any lift of a path in
Z/G to Z .

We now show that Z is contractible by using the contractibility of Sr (6), [Stein
1992]. There is a G-map

u : Z→ Sr (6)

associating the underlying basis to an ordered tuple.
Fix a basis B ∈ Sr (6) of cardinality k. Then u−1(B) is the full subcomplex of

Z with 0-simplices given by the tuples with underlying set B, i.e., given by all
possible permutations of the elements in B. Let H the stabiliser of B in G. Then H
is isomorphic to the symmetric group of degree k and acts freely on the 0-simplices
of u−1(B). In fact we may choose a bijection between the 0-simplices of u−1(B)
and the elements of H and the definition of the complex structure of Z means that
any (k+1)-element subset of 0-simplices spans a k-simplex.

For example if H = S2 is the symmetric group on two letters with elements 1
and x , then the 1-simplices are {1, 1}, {1, x}, {x, 1} and {x, x}, and the 2-simplices
are {1, 1, 1}, {1, 1, x} etc.

In other words, u−1(B) is easily seen to be the usual complex associated to the
bar resolution of the finite group H; see for example [Hatcher 2002, Example 1B.7].
In particular this shows that u−1(B) is contractible.

Using [Quillen 1973, Theorem A], we can now show that u is a homotopy
equivalence. To see this, let JZ be the category with objects the simplices of Z
and morphisms given by the face relations. Note that since Z is not a simplicial
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complex, this is not a poset. Let JS be the poset of simplices in Sr (6). The map u
induces a functor

Ju : JZ → JS,

and the geometric realisations of nerves of the categories JZ and JS are the
barycentric subdivisions of Z and Sr (6), respectively. Once we show that for
any σ : B0 < B1 < · · ·< Bt in JS ,

Ju/σ := {τ ∈ JZ | Ju(τ ) is a subsimplex of σ }

is a contractible subcategory of JZ , we can use Quillen’s Theorem A to deduce
that Ju is a homotopy equivalence. The category Ju/σ is just the category with
objects the simplices in the join

u−1(B0) ? · · · ? u−1(Bt)

and morphisms given by face relations. As u−1(B0) ? · · · ? u−1(Bt) is contractible,
this category is also contractible. Hence Ju is a homotopy equivalence and thus
u is, too. Since Sr (6) is contractible we deduce that Z is contractible as required.

4. An infinite presentation

In this section we use the model for EG that we have just constructed to obtain a
presentation for our group. As the model is of infinite type, our presentation will
initially be infinite. But in the case when the Cantor algebra is valid and bounded
it is possible to reduce the generating system to a finite one, as we will see in the
next section.

We obtain our presentation using the following well known result that we recall
here for the reader’s convenience.

Theorem 4.1 [Geoghegan 2008, Theorem 3.1.16 and Corollary 3.1.17]. Let G be a
group and Z a simply connected CW-complex with a free G-action such that Z/G
is oriented and path connected. Let T be a maximal tree in Z/G. Let:

• W be the set of (oriented) 1-cells of Z/G.

• R be the set of words in the alphabet W ∪W−1 obtained as follows: for each
(oriented) 2-cell e2

γ in Z/G, let τ(e2
γ ) be a word representing the boundary

δe2
γ and set

R = {τ(e2
γ ) | e

2
γ is an oriented 2-cell of Z/G}.

• S ⊂W be the set of (oriented) 1-cells of T (seen as one letter words in W ).

Then
〈W | R ∪ S〉

is a presentation of the group G ∼= π1(Z/G). If , moreover, Z/G has a finite
2-skeleton, then this is a finite presentation.
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4A. The isomorphism G ∼= π1(Z/G). We now give an explicit isomorphism be-
tween G and the fundamental group of Z/G, where we return to our previous
notation so G = Vr (6) and Z is the same complex as in Section 3B. The standard
way to show this isomorphism is to fix some point x0 ∈ Z and map the element
g ∈ G to the path in Z/G obtained by taking the quotient of a path from x0 to
gx0 in Z . As x0 and gx0 have the same cardinality, what we get is a loop path
in Z/G. We shall take as x0 a tuple with underlying set our preferred basis of r
elements Xr . To ease notation, we denote this tuple by Xr as well. As the G-action
on Z preserves the cardinality of each tuple, the 0-simplices of Z/G correspond to
the possible cardinalities of tuples (or of bases). By Remark 2.2, we recall that the
possible cardinalities of the bases are exactly the integers congruent to r modulo d
where n1, . . . , ns are the arities and

d = gcd(n1−1, . . . , ns−1).

So the 0-simplices of Z/G can be labelled as

{X i | i ≡ r mod d},

where the subscript is the cardinality of the associated bases. Now, choose a
maximal tree T in Z/G. The vertices of T are all the 0-simplices above and there
is a unique path in T from X r to every other X i . This path determines uniquely a
precise tuple X i that is a lift of X i (observe that X i depends on the choice of T ).

Let X i
ε
→ X j be an edge (thus i ≤ j ). By the comments above there is a uniquely

determined lift X i
ε
→ X ′j of ε; here X ′j is a new tuple which is in the same orbit as

X j . Therefore there is a uniquely determined g ∈ G such that X ′j = gX j , and this
is precisely the element in G corresponding to the generator

ε ∈ π1(Z/G).

We have g = (X j , X ′j ) and X ′j = X iε.

Example 4.2. Let G be the original Thompson group V. In particular, r = 1, s = 1,
n1 = 2. We can represent bases of U1(6) by finite rooted binary trees, and hence
can choose X1 to be a single point, and X2 and X3 to be the bases represented thus:

21

X2

1

2 3

X3



380 CONCHITA MARTÍNEZ-PÉREZ, FRANCESCO MATUCCI AND BRITA NUCINKIS

Suppose we take ε to be the expansion of X2 on the left-hand leaf. This gives us
X ′3 as

1 2

3

and the corresponding element of V is x0 as described after Remark 2.4.

4B. The maximal tree T . To be able to write down an explicit presentation, the
choice for T becomes important. This relies heavily on the choice of representative
for X i above. This amounts to choosing a particular set of bases X i in Ur (6),
where i ≡ r mod d.

Example 4.3. For G = sV we have r = 1 and for each k ∈ N there is a basis Xk .
Again, these can be represented by finite rooted binary trees. Now fix a colour
i ∈ S and choose the Xk as follows: we begin with X1 our fixed one-element
basis represented by a single point. Now X2 is the basis obtained by applying the
descending operation of colour i to X1. We successively chose Xk as obtained
from Xk−1 by applying the descending operation of colour i to the last element of
Xk−1 and labelling the elements in successive order. The representation for Xk by
a binary tree then looks as follows:

1

2

3

k− 1 k

Notice that for V1(6) we can always choose the Xk to be represented by a rightmost
tree as above, provided that all colours have the same arity. Now the construction
shows that the maximal tree T in Z/G is a rooted infinite line.

For example, the baker’s map b ∈ 2V can easily be described using the bases
chosen above. Let X1 be a single point and X2 be as in Example 4.2; note that
we expanded with colour 1. Now we consider X ′2 the basis obtained from X1 by
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expanding once with colour 2 (represented by a dashed line). Hence this gives rise
to the element b ∈ 2V.

21

X2

−→

b

1 2

X ′2

For the general case with mixed arities we will not be able to find such a
straightforward set of representatives X i as before. We will show that we can,
however, find a maximal tree T in Z/G, whose vertices are all but a finite number
obtained by a step-by-step process beginning with our fixed basis Xr and then
expanding the last element of a basis previously constructed.

Example 4.4. Let Vr (6) be the group given by r = 1, s = 2, n1 = 5 and n2 = 7.
Then d = 2 and our chosen set of bases is of the form

{X i | i ≡ 1 mod 2}.

By simply expanding X1 by the colours 1 and 2 respectively, we obtain X5 and X7.
To obtain X3 we could contract the last 5 elements of X7 by colour 1, but there is
no way to obtain X3 from X1 by simply expanding.

Remark 4.5. We now describe the construction of our preferred maximal tree T in
Z/G, where G = Vr (6) is the automorphism group of a valid and bounded Cantor
algebra. We begin by showing that we can obtain all but finitely many of the bases

{X i | i ≡ r mod d}

from Xr applying descending operations only. In other words{
r +

s∑
i=1

ki (ni − 1) | 0≤ k1, . . . , ks

}
∪ P = {r + kd | 0≤ k},

where P is a finite set of integers. To see this, observe first that the problem can be
reduced to the case when r = 0 and d = 1. Now choose integers k1, . . . , ks such that

1=
s∑

i=1

ki (ni − 1)

and use them to produce integers m1, . . . ,ms with 0≤ m2, . . . ,ms such that

1=
s∑

i=1

mi (ni − 1).
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Hence,

1≡
s∑

i=2

mi (ni − 1) mod m1.

Multiplying this expression by the integers 2, . . . ,m1 we get positive numbers
a1, . . . , am1 which are a complete set of representatives of the residues modulo m1

and such that they all belong to
∑s

i=1 N(ni − 1). Now, let m be any integer with
m ≥max{ai | 1≤ i ≤ m1}. Then for some such i , we have m ≡ ai modulo m1 and
therefore m− ai = lm1 for some l ≥ 0. From this we deduce that m also belongs
to
∑s

i=1 N(ni − 1).
It is now easy to find a (nonmaximal) directed tree in Z/G having X r as a root

and such that the cardinalities of the vertices are precisely the set r+
∑s

i=1 N(ni−1).
Here, a root is the only vertex of the tree from which all other vertices can be reached
by paths respecting the directions of the edges. Moreover, we can do it in such a
way that the descending operations are always applied to the last element of each
tuple. There are only finitely many points of our space Z/G not in this tree. Choose
one of them and consider a directed path from that point to some point of the tree.
Adding this directed path we get a new tree which no longer has a single root in
the above sense. If there are still points left, repeat the process. Eventually, we get
a directed tree with the desired properties and with only finitely many roots.

4C. The presentation. Now we apply Theorem 4.1 to produce an explicit presen-
tation. We do get an abstract group presentation but we can also write it down as a
presentation in terms of elements given by pairs of ordered bases using the explicit
isomorphism in Section 4A, which allows one to recognise the group elements in a
much more familiar way. Recall that we have fixed a set of tuples

{X i | i ≡ r mod d}

which are lifts of the nodes of our tree T . Moreover there is a tree in Z that is a lift
of T .

By [Geoghegan 2008, Theorem 3.1.16], π1(Z/G) is generated by the edges
in Z/G, i.e., by the 1-simplices X i

ε
→ X j in Z/G. As we have seen before, these

correspond to elements g ∈ G which are given by pairs (X j , X iε) where ε is a set
of descending operations.

There are two sets of relators:

(i) Relators of the form ε= 1 whenever ε is an edge in the tree T . This means that
there are tuples X i and X j in T such that X j is obtained from X i performing
the operations ε. The group element that corresponds to ε is (X j , X j ).

(ii) Relators obtained from the boundaries of the 2-cells in Z/G. The 2-cells of
Z/G come from 2-cells in Z and these are of the form A0 - A1 - A2. Let ε1
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be the set of operations needed to obtain A1 from A0, ε2 the set of operations
needed to obtain A2 from A1 and ε the composition of ε1 and ε2. Passing
down to the quotient Z/G we get a 2-cell with boundary labelled ε1, ε2 and ε.
So we have the relator

ε = ε1ε2.

All this means that this second set of relators consists of the “composition of
paths”. We want to write this down in terms of pairs of ordered bases. Let i be
the cardinality of A0 and j1 the cardinality of A1. The edge ε1 represents the
element g1 = (X j1, X iε1) ∈ G. We may apply the descending operations ε2 to
this pair and then we observe that also g1 = (X j1ε2, X iε1ε2). Note here that
this follows from the definition of tree pair representation, and we do not need
to impose any conditions on the presentation that we are building. Let j2 be
the cardinality of A2, then ε2 represents the element g2 = (X j2, X j1ε2) and ε
represents g = (X j2, X iε). So we get the relator g = g1g2. In the particular
case when X j1ε2 belongs to the lift of our tree T , or equivalently when ε2

belongs to T , there is also a relator g2 = 1 and we deduce g = g1. This can
also be seen using tree pairs: as X j2 belongs to the prefixed set of nodes and
has the same cardinality as X j1ε2, we must have X j1ε2 = X j2 .

We may summarise as follows:

G = 〈W | R〉,
where

W = {(X j , X iε) | ε is a sequence of descending operations and X i 6= X j },

R = {g = g2g1 | g = (X j2, X iε), g1 = (X j1, X iε1), g2 = (X j2, X j1ε2), ε = ε1ε2}.

Alternatively, we may delete those pairs (X j , X iε) where ε lies in the tree T from
our list of generators.

4D. Reducing the generating set. A quick look to the generating set we have just
obtained shows that it is far too big. Reducing it can be a complicated task but there
is a reduction that seems natural: our generators come from edges in Z/G and
these edges come from descending operations, so one expects that edges coming
from “very elementary operations” should be enough. This is in fact the case but to
make it more precise we need now some additional technicalities. Let us fix what
should be called “very elementary” in our context. An edge A1

ε
- A2 in Z is very

elementary if it consists of a single operation, i.e., if it is either a permutation or it
is a single descending operation (in this case u(A1) < u(A2) is very elementary)
but we do not allow composition of both. The case when u(A1) < u(A2) will be
termed strict and for these type of operations we will assume that if the original



384 CONCHITA MARTÍNEZ-PÉREZ, FRANCESCO MATUCCI AND BRITA NUCINKIS

tuple is (x1, . . . , xi ) and we apply the descending operation α at the k-th element
then the resulting tuple is

(x1, . . . , xk−1, xkα
1, . . . , xkα

nα , xk+1, . . . , xi ).

Any ε can be written as a composition of very elementary operations. Of course
it may happen that different sequences of operations give the same result when
applied to the same tuple. This happens in the following four ways, which we shall
refer to as moves:

(i) Disjoint type: we may apply two very elementary strict descending operations
acting on distinct elements of a tuple and we get the same result regardless of
the order of application of these two operations.

(ii) 6 type: we have different chains of elementary strict descending operations
such that, up to a permutation, they give the same result when applied to
any element of any tuple and which come from the defining relations for the
algebra encoded in 6.

(iii) Permutation-descending: we may first permute the elements of a tuple and
then apply a very elementary strict descending operation or do it the other way
around in a consistent manner and get the same result.

(iv) Permutation: the composition of two permutations is still a permutation.

Lemma 4.6. Let A1, A2 be tuples. If two different chains of very elementary
descending operations yield A2 when applied to A1, then one can be obtained from
the other by repeated application of moves of the four types above.

Proof. By making moves of types (iii) and (iv) only we may assume that our two
chains are of the form

ε1ε2 · · · εtσ,

ε′1ε
′

2 · · · ε
′

t ′σ
′,

where all εi , ε′i are very elementary and strict and σ , σ ′ are permutations. Consider
first what happens when we look at the underlying sets u(A1) and u(A2). The fact
that both series of operations give the same set when applied to u(A1), implies that,
for each particular element, we are either performing the same operation or the
same operation up to applying some of the relators encoded in 6. This means that
ε1ε2 · · · εt can be transformed to ε′1ε

′

2 · · · ε
′

t ′ by making moves of types (i) or (ii)
without taking the order of the elements into account. The fact that the relations
in 6 involve certain permutations implies that what we really get is that via some
extra moves of types (iii) and (iv), ε1ε2 · · · εt is transformed to ε′1ε

′

2 · · · ε
′

t ′τ for a
certain permutation τ . So at this point our two sequences are

ε′1ε
′

2 · · · ε
′

t ′τσ, ε′1ε
′

2 · · · ε
′

t ′σ
′.
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The fact that both sequences yield A2 when applied to A1 implies that Bτσ = Bσ ′

for B = A1ε
′

1ε
′

2 · · · ε
′

t ′ , which is a move of type (iv). �

We next use Tietze transformations to change the presentation above. Essentially,
what we need to do is the following: whenever there is a relator g= g1g2 we delete g
from our set of generators. The effect of this transformation on the generating
set is that we no longer have elements g coming from edges which are not very
elementary. Moreover we will have only two kinds of generators: strict generators
coming from strict very elementary edges, and finite order generators coming from
permutations. We denote these sets by

Ws = {(X j , X iε) | ε is a very elementary strict expansion, j = |X iε|}

and call these very elementary strict generators. We also consider the elements of
the set

Wp = {(X i , X iσ) | σ is a permutation},

and call them permutations. From now on we will use the term strict generators for
elements in Ws instead of the more precise very elementary strict generator.

The effect of this transformation on the set of relators is as follows: we no longer
have to consider relators coming from edges in the tree. Whenever there are two
sequences of very elementary operations that give the same A2 when applied to
some A1, we have a new relator. Lemma 4.6 implies that these relators can be
obtained from relators of the following types:

(i) RD contains relators of the form g1g2 = g′2g′1 with g1, g2, g′1, g′2 strict genera-
tors coming from moves of disjoint type.

(ii) R6 contains relators between strict generators possibly followed by a permu-
tation coming from moves of 6 type.

(iii) RPD contains relators of the form gσ = σg with g a strict generator and σ a
permutation coming from moves of type (iii).

(iv) RP contains relators of the form σ = σ1σ2 with σ , σ1 and σ2 permutations
coming from moves of type (iv).

Thus G admits the following (infinite) presentation:

(1) 〈Ws ∪Wp | RD ∪ R6 ∪ RP D ∪ RP〉.

4E. Being more explicit. Let us consider an arbitrary strict generator (X j , X iε)

associated to the strict edge ε. It is completely determined by a triple (i, k, t)
meaning that ε is obtained by applying the descending operation of colour t to the
k-th element of an orbit representative of the set of tuples of order i . We will use
the triple to denote the generator. Now we are going to write down explicitly what
relators of disjoint type look like with this new notation. Recall that these relators
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come from very elementary strict descending and disjoint operations ε1, ε2 on one
hand, and ε′2, ε

′

1 on the other. They are such that

ε1ε2 = ε
′

2ε
′

1,

where ε1 and ε′1 are operations of the same colour, say t , whereas ε2 and ε′2 are of
colour s. Moreover ε1 acts at the k1-th and ε′2 acts at the k2-th elements of X i . We
may assume that k1 < k2. Observe that this means that if we apply a descending
operation to the k2-th element first then the k1-th element remains the same, but
if we do it the other way around, i.e., apply a descending operation of colour t to
the k1-th element first, then the former k2-th element becomes the (k2+nt−1)-th.
Therefore the triples associated to each of ε1, ε2, ε

′

2, ε
′

1 are

ε1 : (i, k1, t)= (X i+nt−1, X iε1),

ε2 : (i + nt−1, k2+ nt−1, s)= (X i+nt−1+ns−1, X i+nt−1ε2),

ε′2 : (i, k2, s)= (X i+ns−1, X iε
′

2),

ε′1 : (i + ns−1, k1, t)= (X i+ns−1+nt−1, X i+ns−1ε1),

and our relator is

(2) (i, k1, t)(i + nt−1, k2+ nt−1, s)= (i, k2, s)(i + ns−1, k1, t).

Analogously, it is possible to represent a generator (X i , σ (X i )) of “permutation
type” using the pair (i, σ ). Now, relators of type RPD come from the fact that apply-
ing first a permutation and then a very elementary strict operation to a tuple, yields
the same as doing it the other way around for a suitable permutation. More explicitly,
assume that we start with the tuple X i . Let ε be the operation associated to the triple,
say, (i, k, t) and consider a permutation σ represented by the pair (i, σ ). Slightly
abusing notation view σ as a permutation of the numbers {1, . . . , i}. Starting with X i

and performing first the permutation σ and then applying the strict descending
operation associated to ε′ = (i, σ (k), t), yields the tuple X iσε

′ whose underlying
set is the same as that of the tuple X iε. Therefore there is some permutation σ ′

such that the tuples X iσε
′ and X iεσ

′ coincide. And this implies that we have a
relator σ · ε′ = ε · σ ′ or

(3) (i, σ )(i, σ (k), t)= (i, k, t)(i + nt−1, σ ′).

5. A finite generating set

In this section, we show that the generating system Ws ∪Wp can be reduced to a
finite one. We begin with Ws . We will use the following two particular cases of
relators of disjoint type.
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Case 1: Let (i, k, t) be a triple such that i − k > nl − 1 for any colour l where we
include the case l = t . Assume moreover that the terminal point of the associated
edge in Z/G, i.e., X i+nt−1, is not a root of the tree T . Recall that this edge consists
of applying a descending operation of colour t , which increases the cardinality
in nt − 1. Then there is some edge of T ending in X i+nt−1. Let s be the colour of
this last edge which is represented as a triple by (i + nt − ns, i + nt − ns, s) (recall
that we constructed the tree T in such a way that the last element of each tuple is
always being expanded). Now, as i − k > ns − 1 we deduce k < i − ns + 1. Thus
there is a relator of disjoint type such as in (2) but with i − ns + 1 instead of i ,
k instead of k1 and i − ns + 1 instead of k2. This relator is

(i − ns+1, k, t)(i + nt − ns, i + nt − ns, s)= (i − ns+1, i − ns+1, s)(i, k, t).

Since there is also a relator

(i + nt − ns, i + nt − ns, s)= 1,

because it belongs to T , we deduce

(4) (i, k, t)= (i − ns+1, i − ns+1, s)−1(i − ns+1, k, t).

This means that (i, k, t) can be expressed in terms of triples with a smaller value of i .

Case 2: Let (i, k, t) be a triple such that i ≥ k ≥ nt + 1. Then k− nt + 1> 1 and
i − nt + 1≥ 2. This means that there is a relator of disjoint type such as in (2) but
with i−nt+1 instead of i , 1 instead of k1 and k−nt+1 instead of k2. This relator is

(i − nt+1, 1, t)(i, k, t)= (i − nt+1, k− nt+1, t)(i, 1, t).

From this we deduce

(5) (i, k, t)= (i − nt+1, 1, t)−1(i − nt+1, k− nt+1, t)(i, 1, t),

meaning that (i, k, t) can be expressed in terms of triples with either a smaller value
of i or with k = 1.

Observe now that arguing by induction on i + k, equations (4) and (5) imply that
any element in Ws lies in the finite subgroup generated by the finite subset

{g ∈Ws | the associated triple fails to fulfil
both the conditions in Case 1 and in Case 2}.

Example 5.1. Let us consider the group V, i.e., where we have one colour t and
nt = 2. For now let us only concentrate on the strict generators Ws . Note that an
element (i, i, t) is the identity. Looking at the representation by tree-pair diagrams,
and the choice of X i in Example 4.3, we see that we expand the rightmost leaf of
the rightmost tree X i , hence we obtain X i+1 and the group element is represented
by (X i+1, X i+1), which is the identity. Now consider elements (i, k, t), where
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k < i − 1. Again, using the rightmost-tree, we see that after deleting unnecessary
carets on the right, we get

(i, k, t)= (k+1, k, t),

which is exactly the relator (4). For example, consider (3, 1, t). Then the corre-
sponding tree-pair diagram is

X4

−→

x0

X ′4 = X3ε

In particular, after deleting the rightmost caret in each tree, this is exactly the
element x0, see the picture after Remark 2.4.

Writing
xi−2 = (i, i−1, t),

we recover the well-known infinite generating set {xk | k ≥ 0} for F < V. Further-
more, this enables us to simplify the relator (2) above. We have

(i, k1, t)(i+1, k2+1, t)= (i, k2, t)(i+1, k1, t).

Using that (i, k, t)= (k+1, k, t) for k < i − 1, we get the well-known relator

x−1
k xl xk = xl+1

for any k and l. Moreover, observe that strict generators and disjoint relators give
us the well-known infinite presentation of Thompson’s group F ; see [Cannon et al.
1996].

Now we want to reduce Wp in a similar way. The most natural way to do that is
using relators of type RPD , i.e., those mixing permutations and strict generators. To
be able to argue by induction as before, we need to show that if i is big enough, any
element of the form (X i , σ (X i )), where σ is a permutation, can be expressed in
terms of permutations with a smaller i and possibly strict generators. As the group
of permutations of the tuple X i is generated by transpositions, we may assume
that σ itself is a transposition. Now, assume that i ≥ 3nt for t a colour with smallest
possible arity nt . As σ only moves two elements, we may find nt consecutive
elements in X i which are untouched by σ . Let k be such that the k-th element in X i

is the first one of those nt consecutive elements, and consider the strict generator
associated to the triple (i − nt+1, k, t). Let σ ′ be the transposition of X i−nt+1
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that moves precisely the elements that are also moved by σ . Then the associated
relator (3) with i − nt + 1 instead of i , and σ and σ ′ interchanged is

(i − nt+1, σ ′)(i − nt+1, k, t)= (i − nt+1, k, t)(i, σ ).

Thus

(6) (i, σ )= (i − nt+1, k, t)−1(i − nt+1, σ ′)(i − nt+1, k, t)

as we wanted to show.
This discussion can be summarised as follows:

Theorem 5.2. Assume that Ur (6) is valid and bounded. Then Vr (6) is generated
by the finite set consisting of elements of the following three types:

(1) Strict generators associated to triples (i, k, t) with i ≤ nt + 1 and i − k ≤ ns

for any colour s.

(2) Strict generators associated to triples (i, k, t) such that X i+nt−1 is a root of
the tree T .

(3) Permutations associated to pairs (i, σ ) such that i < 3nt for some colour t.

Example 5.3. Consider G = V. In Example 5.1, we have already recovered the
infinite presentation for F < V. In the tree of Example 4.3, the triples have a single
root X1 so we do not have to consider generators as in item (2) of Theorem 5.2.
As before, let i ≥ 2 and denote by xi−2 the group element associated to the triple
(i, i−1, t). Then from Theorem 5.2 one deduces the well-known fact that the
elements xi , i ≥ 1, together with the permutations generate the group and that x0

and x1 plus permutations are enough.

Remark 5.4. Similar generating systems can be obtained without using the space Z
by proceeding as Burillo and Cleary did for the Brin–Thompson groups sV [Burillo
and Cleary 2010, Theorem 2.1]. Instead of our first step (Section 4A), fix a set of
tuples, one for each possible cardinality, which are to be the “source tree” of our
tree pairs, and as “target tree” we allow anything that is obtained from one of these
tuples by descending operations and permutations only. If g ∈ G is an arbitrary
element, it follows from the fact that any two bases have a common descendant
that g = (Y1, Y2) where Y1 and Y2 are obtained in that way. Then, choose X i in
our previously fixed set of tuples (what used to be the set of nodes in T ) of the
same cardinality as Y1 and Y2, and observe that g = g2g−1

1 with g1 = (X i , Y1) and
g2 = (X i , Y2). These are precisely the type of elements we wanted to verify to be
the generators of the group.

The choice of that fixed set of tuples can be the same as in Section 4B, but now
we no longer need to construct the actual tree T , we only need the nodes. For
example, we can proceed as follows: as done before, fix a tuple Xr with r elements



390 CONCHITA MARTÍNEZ-PÉREZ, FRANCESCO MATUCCI AND BRITA NUCINKIS

and choose integers m1, . . . ,ms with

d =
s∑

t=1

mt(nt − 1).

There is a sequence of operations (first descending, then ascending) that we can
perform on the last element of Xr to get a new tuple with exactly r + d elements
that we denote Xrτ . We may repeat the process to get a new tuple Xrτ

2 and so on.
We set Xrτ

0
:= Xr , let X i+rd := Xrτ

i for i ≥ 0 and take the obtained family as our
prefixed set of “sources”.

As seen above, our first set of generators is then

{(X j , X iε) | ε is a sequence of descending operations}.

Using Section 4D this can be further reduced to

{(X j , X iε) | ε is a single strict descending operation or permutation}.

Again, there is no serious need of the space Z to see that this reduction is
possible. One can just check that composition of these elements corresponds to
composition of the associated descending operations, in a way similar to that of
[Burillo and Cleary 2010]. The same happens with the reduction performed in
Section 4E: basically, we used Z only to have some identities available that allowed
us to eliminate some elements from our generating system, but all those identities
can be easily checked by hand and one gets the same finite set in the end.

6. Finite presentations

In this section, we still assume that Ur (6) is valid and bounded and we add the
extra hypothesis that it is also complete to exhibit a procedure that gives a finite
presentation. To do that, we just replace Z by a truncated version Zn and we use
the results of Section 4 to obtain an explicit finite presentation.

Definition 6.1. Using the notation of Definition 2.1, suppose that for all i 6= i ′,
i, i ′∈ S we have that6i,i ′

2 6=∅ and that f ( j)= i ′ for all j =1, . . . , ni and f ′( j ′)= i
for all j ′ = 1, . . . , ni ′ . Then we say that Ur (6) is complete.

Considering the Morse function t (A)= |A| in Sr (6) we can filter the complex
with respect to t , and define the truncated Stein complex

Sr (6)
n
:= full subcomplex supported on {A ∈ Sr (6) | t (A)≤ n}.

In particular this is just the simplicial complex Sr (6)
n obtained by considering

bases of cardinality bounded by n only. Note that in [Martínez-Pérez et al. 2016,
Theorem 3.1] this complex was used to show that under the conditions above Vr (6)



PRESENTATIONS OF GENERALISATIONS OF THOMPSON’S GROUP V 391

is of type F∞. The purpose of this section is to give a recipe for constructing
explicit presentations.

Obviously, we can do the same with the complex Z and consider its truncated
version Zn where the tuples have at most n elements. The map u restricts to these
truncated versions and the same argument as in Section 3B shows that there is a
homotopy equivalence

u : Zn
→ |Sr (6)

n
|.

By [Fluch et al. 2013, Corollary 3.9] for the special case of sV and [Martínez-Pérez
et al. 2016, Section 3] for the general case, assuming that Ur (6) is valid, bounded
and complete, there is some positive integer n0 depending on 6, such that for any
n ≥ n0 and any basis B ∈ Sr (6) with cardinality |B| = n+1 the descending link of
B in the Stein complex Sr (6) is simply connected. Using Morse theory ([Bestvina
and Brady 1997, Corollary 2.6]) we deduce that for n ≥ n0 the inclusion

Sr (6)
n
⊆ Sr (6)

n+1

induces an isomorphism in π1 and π0. As the space Sr (6) is contractible we have

1= π1(Sr (6))= limπ1(Sr (6)
n),

1= π0(Sr (6))= limπ0(Sr (6)
n),

and 1= π1(Sr (6)
n)= π0(Sr (6)

n) for n ≥ n0. From this we deduce that Sr (6)
n is

path connected and simply connected for n ≥ n0. This, together with the fact that u
is a homotopy equivalence, implies that the same holds true for Zn. Finally, observe
that Zn being path connected implies that the same is true for Zn/G. Therefore
we can use Zn instead of Z in Theorem 4.1 and as Zn/G is finite we get a finite
presentation. Hence we have the following theorem.

Theorem 6.2. Let Ur (6) be a valid, bounded and complete Cantor algebra, and
let n ≥ 1 be such that Zn is simply connected. Then there is a finite presentation
of Vr (6) involving only strict generators (i, k, t) with i + nt − 1≤ n, permutations
(i, σ ) with i ≤ n, and relators involving these generators only, and which is obtained
by truncating the presentation

〈Ws ∪Wp | RD ∪ R6 ∪ RP D ∪ RP〉

given in (1).

The main difference with the reduction process of Section 5 is that we are now
also reducing the set of relators. Moreover, the “truncated” set of generators in
the finite presentation obtained this way can be further reduced using the same
arguments as in Section 5.
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Example 6.3. For G = V, in [Fluch et al. 2013, Corollary 3.9] there is an explicit
condition on n that implies that Zn is simply connected: we need

1≤
⌊n−1

3

⌋
− 1;

thus we can take n = 7. This means that the set of strict generators in Example 5.1
can be reduced to x0, . . . , x4 and the relators of disjoint type can be reduced to

x−1
k xl xk = xl+1,

where (k, l, l + 1) is one of the following tuples: (0, 1, 2), (0, 2, 3), (0, 3, 4),
(1, 2, 3), (1, 3, 4), (2, 3, 4). At this point it is not difficult to write down a finite
presentation of V. Note also that in Example 5.3 we had already reduced to two
strict generators x0 and x1.

Recently, Bleak and Quick [2017] found a short finite presentation for V with
two generators and nine relations using different methods.

Using our methods we get a finite presentation of Thompson’s group F, and by
using Tietze moves this presentation can be transformed to the well-known

〈x0, x1 | x−3
0 x1x3

0 = x−1
1 x−2

0 x1x2
0 x1, x−2

0 x1x2
0 = x−1

1 x−1
0 x1x0x1〉

Example 6.4. For G = sV we can also use [Fluch et al. 2013, Corollary 3.9] to
compute the value of n making Zn simply connected: we need

1≤
⌊n−1

2s

⌋
− 1,

thus we can take n = 1+2s+1. Recall that when choosing the maximal tree in Z/G
we chose expansion by one colour only (see Example 4.3). Let that colour be
denoted by 1. For the same reason as in Example 5.1 we now have that elements of
the form (i, i, 1) are the identity, and that for any colour t and any k < i − 1, we
have (i, k, t)= (k+1, k, t).

This now gives an infinite Ws , which for G = 2V can be listed as

(i+1, i, 1), (i+1, i, 2), and (k, k, 2),

which corresponds to the infinite order generators Ai−1, Bi−1 and Ci of Brin’s
infinite generating set of 2V; see [Brin 2004] or [Burillo and Cleary 2010]. Now
by Theorem 5.2(1), this can be reduced to a finite generating set with seven strict
generators; those where i ≤ 2 and k ≤ 3, as well as a finite number of permutation
generators. Using Theorem 6.2 without any further reductions, we get a finite
presentation where i ≤ 7 and k ≤ 8.
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7. Finite presentation for centralisers of finite subgroups

The proof of [Martínez-Pérez et al. 2016, Theorem 4.9] can be used to show that
whenever the group Vk(6) is finitely presented for any k, then so is CVr (6)(Q) for
any finite Q≤Vr (6), but the proof there does not yield an explicit finite presentation.
In this section we are going to construct a finite presentation of CVr (6)(Q). To
do that, we proceed as follows. Note first that, by [Martínez-Pérez et al. 2016,
Theorem 4.2], the group CVr (6)(Q) is a direct product of groups of the form

lim
−−→
(Ur ′(6), L)o Vr ′(6).

We now summarise the notation developed in [Martínez-Pérez et al. 2016]. The
semidirect product above is associated to a fixed transitive permutation represen-
tation ϕ : Q → Sm of the finite group Q, where Sm is the symmetric group of
degree m, the orbit length. Then L is the centraliser of the image ϕ(Q) in Sm and
thus is a finite group. The number r ′ depends on ϕ (see [Martínez-Pérez et al. 2016,
Theorem 4.2]), but in order to simplify notation we will just set r ′ = r . The set of
bases in Ur (6) together with the expansion maps can be viewed as a directed graph
and we let (Ur (6), L) be the following diagram of groups associated to this graph:
To each basis A we associate Maps(A, L), the group with elements the maps from
A to L where the group operation is induced by multiplication in L . Each simple
expansion A ≤ B corresponds to the diagonal map δ :Maps(A, L)→Maps(B, L)
with δ( f )(aα j

i )= f (a), where a ∈ A is the expanded element. Then we consider
the direct limit lim

−−→
(Ur (6), L) whose elements are determined by some basis A and

a map A→ L . Observe that we may always assume that the basis A satisfies Xr ≤ A.
We begin by studying presentations for lim

−−→
(Ur (6), L). We will obtain an in-

finite presentation (see Lemma 7.1 below) and then we will use the semidirect
product action of Vr (6) on this presentation together with the so-called Burnside
procedure described in the Appendix to get a (finite) presentation of the group
lim
−−→
(Ur (6), L)o Vr (6).
We begin by constructing a generating system for the group lim

−−→
(Ur (6), L).

Take x ∈ L and A a basis with Xr ≤ A. Take some subset A1 ⊆ A and let χA1,x ∈

lim
−−→
(Ur (6), L) be the element that maps every a∈ A1 to x and every a∈ ArA1 to the

identity 1 ∈ L . It is easy to see that the set of all the elements of this form generates
our group, but observe that there might be a uniqueness issue because if we had
another basis C with A ≤ C and C1 were the subset of those elements in C coming
from elements in A1, then χA1,x would equal χC1,x . To avoid this problem we set

ω(A1) := {b is a descendant of elements in Xr | aw = bw′

for some a ∈ A1 and descending words w,w′}

(this was denoted A1(L) in [Martínez-Pérez et al. 2016]) and

� := {ω(A1) | A1 is a subset of some basis A ≥ Xr }.
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At first sight, this set � seems different from the set � defined in [Martínez-Pérez
et al. 2016], which was defined for arbitrary finite subsets of the set of all descendants
of elements in Xr , but Lemma 4.5(i) in that paper shows that since we are assuming
that our Cantor algebra is valid and bounded they are in fact equal.

We set χω,x := χA1,x , where ω = ω(A1). Observe that the proof of [Martínez-
Pérez et al. 2016, Lemma 4.5(i)] also implies that ω(A1)= ω(C1), provided that
A ≤ C and C1 is the subset of those elements in C coming from elements in A1

(or, in other words, C1 = C ∩ω(A1)). As a consequence one easily sees that for
any B1 subset of a basis B with Xr ≤ B,

χA1,x = χB1,x ⇐⇒ ω(A1)= ω(B1),

implying that χω,x is well defined.
We will need a bit more of the notation from [Martínez-Pérez et al. 2016]. Let

ω ∈� and A1 ⊆ A ≥ Xr with ω = ω(A1). We set

‖ω‖ =

{
t if |A1| ≡ t mod d with 0< t ≤ d,
0 if ω =∅.

This does not depend on A1; see [Martínez-Pérez et al. 2016, Lemma 4.5(v)]. Now,
let ω1, ω2 ∈ � and A1, A2 ⊆ A ≥ Xr with ωi = ω(Ai ) for i = 1, 2. Observe that
the fact that our Cantor algebra is bounded means that we can always find such A1

and A2. If A1 ∩ A2 = ∅, we write ω1 ∧ω2 = ∅. Again, this is well defined, by
[Martínez-Pérez et al. 2016, Lemma 4.5(vi)].

Lemma 7.1. The following is a presentation of lim
−−→
(Ur (6), L):

〈(χω,x)ω∈�r∅,x∈L |R1,R2,R3〉,

where
R1 = {χ

−1
ω,xyχω,xχω,y | ω ∈�, x, y ∈ L},

R2 = {[χω,x , χω′,y] | ω,ω
′
∈�,ω∧ω′ =∅},

R3 = {χ
−1
ω,xχω1,xχω2,x | ω,ω1, ω2 ∈�,ω = ω1 ∪̇ ω2},

where ω1 ∪̇ ω2 denotes the disjoint union. Moreover Vr (6) acts by permutations
with finitely many orbits on this presentation.

Proof. As observed above, any χ ∈ lim
−−→
(Ur (6), L) is a product of elements of the

form χω,x for a suitable ω ∈� and x ∈ L . Let F denote the free group on the set
{χ̃ω,x | ω ∈�r∅, x ∈ L}. There is an epimorphism

F τ� lim
−−→
(Ur (6), L)

with τ(χ̃ω,x)= χω,x . Let G be the abstract group defined in the statement of the
result for the generators χ̃ω,x . It is immediate to verify that the epimorphism τ
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defined above induces an epimorphism from G to lim
−−→
(Ur (6), L) which we still

call τ . This follows since all relations inside G are easily verified to hold for the
images τ(χ̃ω,x). Assume that we have a word w̃ =w(χ̃ω1,x1, . . . , χ̃ωk ,xk ), for some
ω1, . . . , ωk ∈� and x1, . . . , xk ∈ L . Assume further that

1= τ(w̃)= τ(w(χ̃ω1,x1, . . . , χ̃ωk ,xk ))= w(τ(χ̃ω1,x1), . . . , τ (χ̃ωk ,xk )).

Let Xr ≤ A be a basis with subsets Ai ⊆ A such that ωi = Ai (L) for i = 1, . . . , k.
We now refine the set {A1, . . . , Ak} to a set {A′1, . . . , A′k′} of subsets of A such that
for all i, j ≤ k ′ either A′i ∩ A′j =∅ or A′i = A′j . By suitably applying the relations
in R3 to both the original word w(χ̃ω1,x1, . . . , χ̃ωk ,xk ) and its image

w := τ(w̃)= w(χω1,x1, . . . , χωk ,xk ),

we may rewrite each occurrence of χωi ,xi and χ̃ωi ,xi in terms of suitable new elements
τ(χ̃ω′j ,y j ) and χω′j ,y j for 1≤ j ≤ k ′, so that either ω′j ∧ω

′

i =∅ or ω′j = ω
′

i .
Reordering them so that ω1, . . . , ωu for 1 ≤ u ≤ k ′ are pairwise distinct and

applying the relations in R2 and R1 to group together the suitable products of
the y j ’s we obtain new words

w̃ ∼ w̃′ = χ̃ω′1,z1 · · · χ̃ω′u ,zu , w ∼ w′ = χω′1,z1 · · ·χω′u ,zu ,

where the ω′i ’s are pairwise disjoint.
If w′ ∼ 1, we must have zi = 1 for any 1 ≤ i ≤ u, by applying the word w′ to

an a ∈ Ai such that Ai (L)=ω′i. From R1 it is immediate to see that χ̃ω,1= 1 for any
ω ∈� so we also have w̃ ∼ w̃′ ∼ 1 and G gives a presentation of lim

−−→
(Ur (6), L).

By [Martínez-Pérez et al. 2016, Lemma 4.7], the group Vr (6) acts by permuta-
tions on�. Moreover, for any g ∈Vr (6), if ω,ω′ ∈� are such that ω∧ω′=∅, then
gω∧ gω′ =∅ and if ω= ω1∪ω2 for ω1, ω2 ∈�, then gω= gω1∪ gω2. Therefore
Vr (6) acts by permutations on this presentation. To prove the last statement, it
suffices to check the following:

Claim 1. The set of generators is Vr (6)-finite.

Claim 2. Each of the sets of relations R1,R2,R3 is Vr (6)-finite.

As the group L is finite, both claims follow from slight variations of the proof
of [Martínez-Pérez et al. 2016, Lemma 4.7]. For example, for Claim 2 for R2, it
suffices to check that whenever we have ω,ω′, ω̂, ω̂′ ∈� with

ω∧ω′ =∅, ω̂∧ ω̂′ =∅, ‖ω‖ = ‖ω̂‖ and ‖ω′‖ = ‖ω̂′‖,

then there is some g ∈ Vr (6) such that for any x ∈ L , we have χω̂,x = χ
g
ω,x and

χω̂′,x = χ
g
ω′,x . To get a suitable g, choose bases Xr ≤ A, Â so that for B, B ′ ⊆ A
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and B̂, B̂ ′ ⊆ Â, we have

ω = ω(B), ω′ = ω(B ′), ω̂ = ω(B̂), ω̂′ = ω(B̂ ′),

|A| = | Â|, |B| = |B̂|, |B ′| = |B̂ ′|.

The assumptions imply that B ∩ B ′ =∅= B̂ ∩ B̂ ′. So we may choose a g ∈ Vr (6)

with g A = Â, gB = B̂ and gB ′ = B̂ ′.
In a completely analogous way one proves that for ω,ω1, ω2, ω̂, ω̂1, ω̂2 ∈� with

ω = ω1 ∪ω2, ω̂ = ω̂1 ∪ ω̂2, ‖ω‖ = ‖ω̂‖, ‖ω1‖ = ‖ω̂1‖, ‖ω2‖ = ‖ω̂2‖,

there is some g ∈ Vr (6) such that for any x ∈ L ,

χω̂,x = χ
g
ω,x , χω̂1,x = χ

g
ω1,x and χω̂2,x = χ

g
ω2,x . �

Proposition 7.2. Assume that the group Vr (6) is finitely presented. Let Q ≤ Vr (6)

be a finite subgroup. Given a finite presentation of Vr (6), Lemma 7.1 together with
Theorem A.3 yield an explicit finite presentation of CVr (6)(Q).

Proof. By [Martínez-Pérez et al. 2016, Theorem 4.2], it suffices to construct an
explicit finite presentation of a group of the form

H = lim
−−→
(Ur (6), L)o Vr (6)

when L is an arbitrary finite group. Let Vr (6)= 〈Z | T 〉 be a finite presentation of
Vr (6) and let

lim
−−→
(Ur (6), L)= 〈Y | R〉

be the presentation constructed in Lemma 7.1. We need to verify the hypotheses of
Theorem A.3. In Lemma 7.1 we have already checked that the group Vr (6) acts
by permutations in this presentation and that there are only finitely many orbits
under that action. We may therefore choose Y0 ⊆ Y and R0 ⊆ R to be finite sets of
representatives of these orbits.

The argument in Section A1 thus implies that the group H has the presentation

〈Y0, Z | R̂0, T, [StabVr (6)(y), y], y ∈ Y0〉.

We can give explicit descriptions of possible choices for the sets Y0, R0. Set
Xr = {x1, . . . , xr } and let ωi = ω({x1, . . . , xi }) for i = 1, . . . , r . Then:

Y0 = {χωi ,z | 1≤ i ≤ r, z ∈ L}.

To describe R0, we are going to split it into three pairwise disjoint subsets
R0 = R1

0 ∪ R2
0 ∪ R3

0 , according to the three subsets of relations R1, R2 and R3 of
Lemma 7.1. The simplest one is R1

0 :

R1
0 = {χ

−1
ωi ,zyχωi ,zχωi ,y | 1≤ i ≤ r, z ∈ L}.
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For R2
0, R3

0 it is more convenient to fix a basis Xr ≤ A with |A| ≥ 2r . Then we
may choose

R2
0 = {[χω,z, χω′,z] | z ∈ L , ω = ω(A1), ω

′
= ω(A′1), A1, A′1 ⊆ A, A1 ∩ A′1 =∅},

R3
0 ={χ

−1
ω,zχω1,zχω2,z | z ∈ L , ω1=ω(A1), ω2=ω(A2), ω=ω1 ∪̇ω2, A1, A2⊆ A}.

Observe that these choices of R2
0 and R3

0 yield redundant presentations.
The previous presentation may not be finite because of all the relations needed

to form [StabVr (6)(y), y] where y ∈ Y0. Notice that g ∈ StabVr (6)(y) if and only
if g(ω) = ω where y = χω,z for some z ∈ L . By [Martínez-Pérez et al. 2016,
Lemma 4.7] and the assumption on Vr (6) we deduce that StabVr (6)(y) is finitely
generated by some generators µ1, . . . , µm .

Consider now the following m relations, which are a subset of the stabiliser
relations [StabVr (6)(y), y]:

(7) µiχω,zµ
−1
i = χω,z, i = 1, . . . ,m.

If g ∈ StabVr (6)(y), then g=w(µ1, . . . , µm) and the stabiliser relation gχω,zg−1
=

χω,z is thus obtained by starting from relation (7) for some i and then suitably
conjugating this relation to build the word w.

Therefore, by Lemmas A.1 and A.2, the group H has the finite presentation

〈Y0, Z | R̂0, T, [µi , y], i = 1, . . . ,m, y ∈ Y0〉,

where the elements µ1, . . . , µm are expressed as words in the generators Z . �

Appendix: The Burnside procedure

We shall now give an outline of the Burnside procedure used in the proof of
Proposition 7.2. As mentioned in the Introduction, we do not claim any originality
for this. For example, this procedure has been used, without proof, in [Guralnick
et al. 2011]. We are not aware of any place where a proof is presented. Hence we
include it here for completeness.

The goal is to find a small finite presentation of a group, in the cases where the
following procedure can be applied. The idea is to look for a possibly infinite, but
well-behaved, presentation of a group G and a group Q such that the action of Q
on the generators and relators of G cuts them down to a very small number. At a
later stage, the group Q will be assumed to be a subgroup of G and its action will
return a new smaller presentation.

A1. Preliminary lemmas. The beginning of this procedure is general and we only
require each of the groups G and Q to have a presentation, without any assumption
on them.
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Let G = 〈Y | R〉 and Q = 〈Z | T 〉 be groups. Let Q act on Y by permutations.
Notice that R⊆ F(Y ), where F(Y ) is the free group generated by Y, and observe that
Q also acts on F(Y ). We assume that Q(R)= R. Let Y0 be a set of representatives
for the Q-orbits in Y and R0 be a set of representatives for the Q-orbits in R. We
observe that R0 ⊆ F(Y ) = 〈 t (a0) | a0 ∈ Y0, t ∈ Q 〉, that is, we may express the
elements of R0 as products of the results of Q acting on elements of Y0. In the
special case that Q is a subgroup of G, we will be able to express elements in R0

as products of conjugates of elements in Y0 by elements in Q. Hence each element
of R0, seen as an element in G, can be written in more than one way and we fix an
expression of the type t1(a1) · · · tk(ak) for such elements. We then define the set
R̂0 ⊆ 〈ta0t−1

| a0 ∈ Y0, t ∈ Q〉 to be the set of fixed expressions for the elements
of R0, where we have replaced the action of Q on Y0 by the conjugation of elements.
That is, if t1(a1) · · · tk(ak) is a fixed expression in R0, the corresponding element
in R̂0 is t1a1t−1

1 · · · tkak t−1
k . The set R̂0 is thus a set of formal expressions which

will be used later to express relations in the groups.

Lemma A.1. Following the notation previously defined, we have

G o Q ∼= 〈Y0, Z | R̂0, T, [StabQ(y), y], y ∈ Y0〉,

where the semidirect product is given by the action of Q on G as follows: for all
g1, g2 ∈ G and t1, t2 ∈ Q, multiplication is given by

(g1, t1)(g2, t2)= (g1 · t1(g2), t1t2).

Proof. Let H be the group presented by 〈Y0, Z | R̂0, T, [StabQ(y), y], y ∈ Y0〉.
Define the group homomorphism ϕ : F(Y0 ∪ Z)→ G o Q by sending a0 ∈ Y0 to
(a0, 1) ∈ G o Q and c ∈ Z to (1, c) ∈ G o Q. By construction we see that

(∗) ϕ(t)ϕ(a0)ϕ(t)−1
= (t (a0), 1)

for any word t ∈ Q.

Claim 1. The map ϕ induces a homomorphism H→ G o Q, which we still call ϕ.

Proof. If d ∈ T is a relation in H, then d = c1 · · · ck , for some ci ∈ Z , and
ϕ(c1) · · ·ϕ(ck)= (1, 1). Let now b̂0 ∈ R̂0 be a relation in H, then

b̂0 = t1a1t−1
1 · · · tkak t−1

k ,

for some ai ∈ Y0 and ti ∈ Q. Moreover, by applying (∗), we get

k∏
i=1

ϕ(ti )ϕ(ai )ϕ(ti )−1
=

( k∏
i=1

ti (ai ), 1
)
= (1, 1).
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Finally let a0 ∈ Y0, t ∈ StabQ(a0). Thus we have, using (∗) again,

ϕ(t)ϕ(a0)ϕ(t)−1ϕ(a0)
−1
= (t (a0), 1)(a−1

0 , 1)= (1, 1).

Now we just apply von Dyck’s theorem. �

Claim 2. The map ϕ is surjective.

Proof. Any element (1, t)∈{1}×Q := {(1, s) | s ∈ Q} can be written as (1, c1 · · · ck)

for suitable ci ∈ Z and so ϕ(H) contains {1} × Q. We observe that any element
of G × {1} := {(h, 1) | h ∈ G} can be written as (t1(a1) · · · tk(ak), 1) for suitable
ai ∈ Y0 and ti ∈ Q. By arguing as in Claim 1 we have (g, 1) = ϕ(

∏k
i=1 ti ai t−1

i ).
Thus, ϕ(H)≥ 〈G×{1}, {1}× Q〉 = G o Q. �

Claim 3. The map ϕ is injective.

Proof. Any element of Y can be written as t (a0), for some a0 ∈Y0 and t ∈ Q. Define
Y ∗= {ta0t−1

| a0 ∈ Y0, t ∈ Q} to be the set of symbols of Y where we have replaced
the action of Q with the conjugation of elements. We notice that, if t (a0)= s(a0),
then t−1s ∈ StabQ(a0) and we thus define an equivalence relation on Y ∗ by writing
ta0t−1

∼ sa0s−1 if and only if t−1s ∈ StabQ(a0). We define Y := Y ∗/∼ to be the
collection of equivalence classes.

If a ∈ Y and a = t (a0), for some a0 ∈ Y0 and t ∈ Q, we define an element a of Y
by setting a = {sa0s−1

| t−1s ∈ StabQ(a0)}. With this notation, we observe that Q
acts on Y through

(s, a)→ s · a := sta0t−1s−1,

for some a0 ∈ Y0, t ∈ Q such that a = ta0t−1. Also, notice that the map ψ : Y → Y
sending a 7→ a is a Q-equivariant bijection, that is ψ(sa)= sψ(a)= s · a for all
s ∈ Q. Hence the action of Q on Y is equivalent to the action of Q on Y . For each
element a ∈ Y we can fix a representative ta0t−1

∈ F(Y0∪ Z) and we call the set of
representatives Ŷ . By construction, every element b̂0 ∈ R̂0 can be uniquely written
as b̂0 = t1a1t−1

1 · · · tkak t−1
k , so we define R0 ⊆ F(Y ) be the set of elements

t1a1t−1
1 · · · tkak t−1

k .

We then let R ⊆ F(Y ) be the set of all elements t t1a1t−1
1 t−1 · · · t tkak t−1

k t−1, for
any t ∈ Q.

With these definitions, it makes sense to say that the normal closure F(R)F(Y )

inside F(Y ) is isomorphic to F(R)F(Y ) inside F(Y ). Also notice that

F(Y )∼= F(Y ∗/∼)= 〈Y ∗ | R∼〉,

where R∼ is the set of all relations of the type ta0t−1
∼ sa0s−1 if and only if

t−1s ∈ StabQ(a0).
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Let w ∈ H be such that ϕ(w)= (1, 1). Let w = c1a1c2a2 · · · akck+1 for ai ∈ Y0

and ci ∈ 〈Z〉 and we rewrite w as

w = (c1a1c−1
1 )(c1c2a2c−1

2 c−1
1 ) · · · (c1c2 · · · ckakc−1

k · · · c
−1
1 )c1c2 · · · ckck+1.

Define ti = c1 · · · ci . Then, up to replacing ti with another suitable t ′i ∈ Q,
we can assume that ti ai t−1

i ∈ Ŷ . Hence we can write w = (t1a1t−1
1 · · · tkak t−1

k )tk+1

and, applying ϕ to the rewriting of w we get (1, 1)= (t1(a1) · · · tk(ak), tk+1).
Since tk+1 = 1 inside Q, we can use the relations of Q to rewrite tk+1 = 1

inside H. Similarly, since t1(a1) · · · tk(ak) = 1 inside G and since the normal
closure F(R)F(Y ) inside F(Y ) is isomorphic to F(R)F(Y ) inside F(Y ), we can use
the relations of G to rewrite t1a1t−1

1 · · · tkak t−1
k = 1 inside H. Therefore w = 1

in H and so ϕ is injective. �

The map ϕ is thus a group isomorphism and the proof of Lemma A.1 is complete.
�

The following result does not depend on the presentations of the relevant groups
and relies only on the definition of semidirect product.

Lemma A.2. Let G be a group and Q ≤ G. Let G o Q be the semidirect product
constructed using the action of Q on G by conjugation inside G. Then

G o Q ∼= G× Q.

Proof. Let H := G o Q with product given by (a, x)(b, y)= (axbx−1, xy). It is
clear that Q̃ = {(t−1, t) | t ∈ Q} is a subgroup of H and Q̃ ∼= Q. Since

(a, x)= (ax, 1)(x−1, x),

H is generated by G×{1} and Q̃. It is straightforward to verify that Q is normal
and so, since G×{1} is normal as well, we get GoQ∼= (G×{1})× Q̃∼=G×Q. �

A2. The Burnside procedure. We are now ready to explain the Burnside procedure.
We make two additional assumptions with respect to those in Section A1. We assume

(i) the presentation Q = 〈Z | T 〉 is finite,

(ii) the number of Q-orbits in Y is finite (and possibly very small, in practical
applications),

(iii) the number of Q-orbits in R is finite (and also possibly very small),

(iv) the stabilisers StabQ(y) are finitely generated, for y ∈ Y0.

Let G and Q be as defined in Lemma A.1, Q ≤ G and let Q act by conjugation
on G, then Lemmas A.1 and A.2 imply that

G× Q ∼= 〈Y0, Z | R̂0, T, [StabQ(y), y] for y ∈ Y0〉.
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We rewrite Z in terms of Y0 and then mod out Q. We also use the finite generation
of StabQ(y) to rewrite the stabiliser relations as conjugations. Therefore we obtain
the following theorem:

Theorem A.3 (Burnside procedure). Let G, Q be the groups defined in Lemma A.1.
Assume that

(i) Q ≤ G and Q acts by conjugation on G,

(ii) Q = 〈Z | T 〉 is finitely presented,

(iii) the number of Q-orbits in Y is finite,

(iv) the number of Q-orbits in R is finite,

(v) the stabilisers StabQ(y) are finitely generated, for y ∈ Y0.

Then there exists a finite presentation of G of the type

G =
〈
Y0, Z | R0, T, cyc−1

= y, for y ∈ Y0,

a generator c of StabQ(y), finitely many extra relations
〉
,

where the extra relations are obtained in the following way: there is a relation for
every element c ∈ Z and it has the form

c = word in conjugates of elements of Y0 by elements of Z .

A3. An application. The following example is taken from [Guralnick et al. 2011].
Recall the following presentation for the alternating group

Alt(n+ 2)= 〈x1, . . . , x p | (xi )
3, (xi x j )

2, i 6= j〉,

where xi can be realised as the 3-cycle (i n+1 n+2). Hence

Alt(7)= 〈x1, x2, x3, x4, x5 | (xi )
3, (xi x j )

2, i 6= j〉 := G.

On the other hand, it can be shown that

Alt(5)= 〈a, b | a5, b2, (ab)3〉 := Q,

where a can be realised as (1 2 3 4 5) and b = (2 3)(4 5). Let z := x1 = (1 6 7) and
observe that xi = zai−1

, for i = 1, . . . , 5. Now we check that

Y = {x1, . . . , x5}, Y0 = {z}, R = {(xi )
3, (xi x j )

2, i 6= j},

R0 = {z3, (zza)2}, Z = {a, b}, T = {a5, b2, (ab)3}

satisfy the conditions of Theorem A.3. Noting that {[StabQ(y), y] for y ∈ Y0} =

{[z, b], [z, (ba)a]}, we have

G× Q = 〈a, b, z | a5, b2, (ab)3, z3, (zza)2, [z, b], [z, (ba)a]〉.
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We can write a = w1(x1, . . . , x5) and b = w2(x1, . . . , x5), for suitable words
w1, w2 ∈ F(x1, . . . , x5) and then Theorem A.3 yields the following finite presenta-
tion for Alt(7):

Alt(7)=
〈
a, b, z | R0, T, [z, b], [z, (ba)a],

a−1w1(z, za, . . . , za4
), b−1w2(z, za, . . . , za4

)
〉
.
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LOCALIZATION FUNCTORS AND COSUPPORT IN
DERIVED CATEGORIES OF

COMMUTATIVE NOETHERIAN RINGS

TSUTOMU NAKAMURA AND YUJI YOSHINO

Let R be a commutative Noetherian ring. We introduce the notion of lo-
calization functors λW with cosupports in arbitrary subsets W of SpecR; it
is a common generalization of localizations with respect to multiplicatively
closed subsets and left derived functors of ideal-adic completion functors.
We prove several results about the localization functors λW , including an
explicit way to calculate λW using the notion of Čech complexes. As an
application, we can give a simpler proof of a classical theorem by Gruson
and Raynaud, which states that the projective dimension of a flat R-module
is at most the Krull dimension of R. As another application, it is possible to
give a functorial way to replace complexes of flat R-modules or complexes
of finitely generated R-modules by complexes of pure-injective R-modules.
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1. Introduction

Throughout this paper, we assume that R is a commutative Noetherian ring. We
denote by D = D(Mod R) the derived category of all complexes of R-modules,
by which we mean that D is the unbounded derived category. For a triangulated
subcategory T of D, its left and right orthogonal subcategories are defined as
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⊥T ={X ∈D |HomD(X, T )=0} and T ⊥={Y ∈D |HomD(T , Y )=0}, respectively.
Moreover, T is called localizing if T is closed under arbitrary direct sums, and
colocalizing if it is closed under arbitrary direct products.

Recall that the support of a complex X ∈ D is defined as

supp X = {p ∈ Spec R | X ⊗L
R κ(p) 6= 0},

where κ(p)= Rp/pRp. We write LW = {X ∈ D | supp X ⊆ W } for a subset W of
Spec R. Then LW is a localizing subcategory of D. Neeman [1992] proved that
any localizing subcategory of D is obtained in this way. The localization theory of
triangulated categories [Krause 2010] yields a couple of adjoint pairs (iW , γW ) and
(λW , jW ) as it is indicated in the following diagram:

(1.1) LW

iW // D
γW

oo
λW // L⊥W
jW

oo

Here, iW and jW are the inclusion functors LW ↪→ D and L⊥W ↪→ D, respectively.
In [Nakamura and Yoshino 2018], we introduced the colocalization functor with
support in W as the functor γW . If V is a specialization-closed subset of Spec R,
then γV coincides with the right derived functor R0V of the section functor 0V with
support in V ; it induces the local cohomology functors H i

V (−) = H i (R0V (−)).
In [loc. cit.], we established some methods to compute γW for general subsets W of
Spec R. Furthermore, the local duality theorem and Grothendieck type vanishing
theorem of local cohomology were extended to the case of γW .

On the other hand, in this paper, we introduce the notion of localization functors
with cosupports in arbitrary subsets W of Spec R. Recall that the cosupport of a
complex X ∈ D is defined as

cosupp X = {p ∈ Spec R | RHomR(κ(p), X) 6= 0}.

We write CW
= {X ∈ D | cosupp X ⊆ W } for a subset W of Spec R. Then CW

is a colocalizing subcategory of D. Neeman [2011] proved that any colocalizing
subcategory of D is obtained in this way.1

We remark that there are equalities

(1.2) ⊥CW
= LW c , CW

= L⊥W c ,

where W c
= Spec R \W. The second equality follows from [Neeman 1992, Theo-

rem 2.8], which states that LW c is equal to the smallest localizing subcategory of
D containing the set {κ(p) | p ∈ W c

}. Then it is seen that the first equality holds,
since ⊥(L⊥W c)= LW c (see [Krause 2010, §4.9]).

1This result is not needed in this work.
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Now we write λW
= λW c and j W

= jW c . By (1.1) and (1.2), there is a diagram
of adjoint pairs:

⊥CW
= LW c

iW c
// D

γW c
oo

λW
// CW
= L⊥W c

j W
oo

We call λW the localization functor with cosupport in W .
For a multiplicatively closed subset S of R, the localization functor λUS with

cosupport in US is nothing but (−)⊗R S−1 R, where US = {p∈ Spec R | p∩ S=∅}.
Moreover, for an ideal a of R, the localization functor λV (a) with cosupport in V (a)
is isomorphic to the left derived functor L3V (a) of the a-adic completion functor
3V (a)

= lim
←−−
(−⊗R R/an) defined on Mod R. See Section 2 for details.

In this paper, we establish several results about the localization functor λW with
cosupport in a general subset W of Spec R.

In Section 3, we prove that λW is isomorphic to
∏

p∈W L3V (p)(−⊗R Rp) if there
is no inclusion relation between two distinct prime ideals in W. Furthermore, we
give a method to compute λW for a general subset W. We write ηW

: idD→ λW

(= j WλW ) for the natural morphism given by the adjointness of (λW , j W ). In
addition, note that when W0⊆W, there is a morphism ηW0λW

:λW
→λW0λW ∼=λW0.

The following theorem is one of the main results of this paper.

Theorem 1.3 (Theorem 3.15). Let W, W0 and W1 be subsets of Spec R with W =
W0 ∪W1. We denote by W0

s
(resp. W1

g
) the specialization (resp. generalization)

closure of W. Suppose that one of the following conditions holds:

(1) W0 =W0
s
∩W .

(2) W1 =W ∩W1
g
.

Then, for any X ∈ D, there is a triangle

λW X f
−→ λW1 X ⊕ λW0 X g

−→ λW1λW0 X −→ λW X [1],

where

f =

(
ηW1λW X
ηW0λW X

)
, g =

(
λW1ηW0 X (−1) · ηW1λW0 X

)
.

This theorem enables us to compute λW by using λW0 and λW1 for smaller
subsets W0 and W1. Furthermore, as long as we consider the derived category D,
this theorem and Theorem 3.22 generalize Mayer–Vietoris triangles by Benson,
Iyengar and Krause [Benson et al. 2008, Theorem 7.5].

In Section 4, as an application, we give a simpler proof of a classical theorem
due to Gruson and Raynaud. The theorem states that the projective dimension of a
flat R-module is at most the Krull dimension of R.

Section 5 contains some basic facts about cotorsion flat R-modules.
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Section 6 is devoted to studying the cosupport of a complex X consisting of
cotorsion flat R-modules. As a consequence, we can calculate γV c X and λV X
explicitly for a specialization-closed subset V of Spec R.

In Section 7, using Theorem 1.3 above, we give a new way to get λW . In fact,
provided that d = dim R is finite, we are able to calculate λW by a Čech complex
of functors of the form∏

0≤i≤d

λ̄Wi −→

∏
0≤i< j≤d

λ̄W j λ̄Wi −→· · ·−→ λ̄Wd · · · λ̄W0,

where Wi ={p∈W | dim R/p= i} and λ̄Wi =
∏

p∈Wi
3V (p)(−⊗R Rp) for 0≤ i ≤ d .

This Čech complex sends a complex X of R-modules to a double complex in a
natural way. We shall prove that λW X is isomorphic to the total complex of the
double complex if X consists of flat R-modules.

Section 8 treats commutativity of λW with tensor products. Consequently, we
show that λW Y can be computed by using the Čech complex above if Y is a complex
of finitely generated R-modules.

In Section 9, as an application, we give a functorial way to construct quasi-
isomorphisms from complexes of flat R-modules, or complexes of finitely generated
R-modules to complexes of pure-injective R-modules.

2. Localization functors

In this section, we summarize some notions and basic facts used in the later sections.
We write Mod R for the category of all modules over a commutative Noether-

ian ring R. For an ideal a of R, 3V (a) denotes the a-adic completion functor
lim
←−−
(−⊗R R/an) defined on Mod R. Moreover, we also denote by M∧a the a-adic

completion3V (a)M = lim
←−−

M/an M of an R-module M. If the natural map M→M∧a
is an isomorphism, then M is called a-adically complete. In addition, when R is a
local ring with maximal ideal m, we simply write M̂ for the m-adic completion of M.

We start with the following proposition.

Proposition 2.1. Let a be an ideal of R. If F is a flat R-module, then so is F∧a .

As stated in [Simon 1990, 2.4], this fact is known. For the reader’s convenience,
we mention that this proposition follows from the two lemmas below.

Lemma 2.2. Let a be an ideal of R and F be a flat R-module. We consider a short
exact sequence of finitely generated R-modules

0→ L→ M→ N → 0.

Then
0→ (F ⊗R L)∧a → (F ⊗R M)∧a → (F ⊗R N )∧a → 0

is exact.
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Lemma 2.3. Let a and F be as above. Then we have a natural isomorphism,

(F ⊗R M)∧a ∼= F∧a ⊗R M,

for any finitely generated R-module M.

Using the Artin–Rees lemma and [Bourbaki 1961, Chap. I, §2.6, Proposition 6],
we can prove Lemma 2.2, from which we obtain Lemma 2.3. Furthermore, Lem-
mas 2.2 and 2.3 imply that F∧a ⊗R (−) is an exact functor from the category of
finitely generated R-modules to Mod R. Therefore Proposition 2.1 holds. �

It is also possible to show that F∧a is flat over R∧a by the same argument as above.
If R is a local ring with maximal ideal m, then m-adically complete flat R-

modules are characterized as follows:

Lemma 2.4. Let (R,m, k) be a local ring and F a flat R-module. Set B =
dimk F/mF. Then there is an isomorphism

F̂ ∼=
⊕̂

B

R,

where
⊕

B R is the direct sum of B-copies of R.

This lemma is proved in [Raynaud and Gruson 1971, Part. II, Proposition 2.4.3.1].
See also [Enochs and Jenda 2000, Lemma 6.7.4].

As in the introduction, we denote by D = D(Mod R) the derived category of all
complexes of R-modules. We write complexes X cohomologically:

X = (· · · → X i−1
→ X i

→ X i+1
→ · · · ).

For a complex P of R-modules, we say that P is K -projective if HomR(P,−)
preserves acyclicity of complexes, where a complex is called acyclic if all its
cohomology modules are zero. Similarly, for a complex F of R-modules, we say
that F is K -flat if (−)⊗R F preserves acyclicity of complexes.

Let a be an ideal of R and X ∈D. If P is a K -projective resolution of X, then we
have L3V (a) X ∼=3V (a)P. Moreover, L3V (a) X is also isomorphic to 3V (a)F if F
is a K -flat resolution of X. Further, it is known that the following proposition holds.

Proposition 2.5. Let a be an ideal of R and X be a complex of flat R-modules.
Then L3V (a) X is isomorphic to 3V (a)X.

Proof. To show this, we note there is an integer n ≥ 0 such that H i (L3V (a) M)= 0
for all i > n and all R-modules M, see [Greenlees and May 1992, Theorem 1.9] or
[Alonso Tarrío et al. 1997, p. 15]. Using this fact, we can show that 3V (a) preserves
acyclicity of complexes of flat R-modules. Then it is straightforward to see that
L3V (a) X is isomorphic to 3V (a)X. �
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Let W be any subset of Spec R. Recall that γW denotes a right adjoint to the
inclusion functor iW : LW ↪→ D, and λW denotes a left adjoint to the inclusion
functor j W

: CW ↪→D. Moreover, γW and λW are identified with iWγW and j WλW,
respectively. We write εW :γW→ idD and ηW

: idD→λW for the natural morphisms
induced by the adjointness of (iW , γW ) and (λW , j W ), respectively.

Note that λWηW (resp. γW εW ) is invertible, and the equality λWηW
=ηWλW (resp.

γW εW = εWγW ) holds, i.e., λW (resp. γW ) is a localization (resp. colocalization)
functor on D. See [Krause 2010] for more details. In this paper, we call λW the
localization functor with cosupport in W.

Using (1.2), we restate [Nakamura and Yoshino 2018, Lemma 2.1] as follows.

Lemma 2.6. Let W be a subset of Spec R. For any X ∈D, there is a triangle of the
following form:

γW c X εW c X
−−→ X ηW X

−−→ λW X −−→ γW c X [1].
Furthermore, if

X ′−→ X −→ X ′′−→ X ′[1]

is a triangle with X ′ ∈ ⊥CW
= LW c and X ′′ ∈ CW

= L⊥W c , then there exist unique
isomorphisms a : γW c X→ X ′ and b : λW X→ X ′′ such that the following diagram
is commutative:

γW c X
εW c X
−−−→ X

ηW X
−−−→ λW X −−−→ γW c X [1]ya

∥∥∥ yb

ya[1]

X ′ −−−→ X −−−→ X ′′ −−−→ X ′[1]

Remark 2.7. (i) Let X ∈ D and W be a subset of Spec R. By Lemma 2.6, X
belongs to ⊥CW

= LW c if and only if λW X = 0. This is equivalent to saying that
λ{p}X = 0 for all p ∈W, since ⊥CW

= LW c =
⋂

p∈W L{p}c =
⋂

p∈W
⊥C{p}.

(ii) Let W0 and W be subsets of Spec R with W0 ⊆ W. It follows from the
uniqueness of adjoint functors that

λW0λW ∼= λ
W0 ∼= λ

WλW0;

see also [Nakamura and Yoshino 2018, Remark 3.7(i)].

Now we give a typical example of localization functors. Let S be a multiplica-
tively closed subset S of R, and set US = {p ∈ Spec R | p∩ S =∅}. It is known that
the localization functor λUS with cosupport in US is nothing but (−)⊗R S−1 R. For
the reader’s convenience, we give a proof of this fact. Let X ∈ D. It is clear that
cosupp X⊗R S−1 R⊆US , or equivalently, X⊗R S−1 R ∈ CUS . Moreover, embedding
the natural morphism X→ X ⊗R S−1 R into a triangle,

C −→ X −→ X ⊗R S−1 R−→C[1],
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we have C ⊗R S−1 R = 0. This yields an inclusion relation supp C ⊆ (US)
c. Hence

it holds that C ∈L(US)c . Since we have shown that C ∈L(US)c and X⊗R S−1 R ∈ CUS,
it follows from Lemma 2.6 that λUS X ∼= X ⊗R S−1 R. Therefore we obtain the
isomorphism

(2.8) λUS ∼= (−)⊗R S−1 R.

For p ∈ Spec R, we write U (p)= {q ∈ Spec R | q⊆ p}. If S = R \ p, then U (p)
is equal to US , so that λU (p) ∼= (−)⊗R Rp by (2.8). We remark that λU (p)

= λU (p)c

is written as L Z(p) in [Benson et al. 2008], where Z(p)=U (p)c.
There is another important example of localization functors. Let a be an ideal

of R. It was proved by [Greenlees and May 1992] and [Alonso Tarrío et al. 1997]
that L3V (a)

: D→ D is a right adjoint to R0V (a) : D→ D. In [Nakamura and
Yoshino 2018, Proposition 5.1], using the adjointness property of (R0V (a),L3V (a)),
we proved that λV (a)

=λV (a)c coincides with L3V (a). Hence there is an isomorphism

(2.9) λV (a) ∼= L3V (a).

The functor Ha
i (−)= H−i (L3V (a)(−)) is called the i-th local homology functor

with respect to a.
A subset W of Spec R is said to be specialization-closed (resp. generalization-

closed) provided that the following condition holds: if p ∈W and q ∈ Spec R with
p⊆ q (resp. p⊇ q), then q ∈W.

If V is a specialization-closed subset, then we have

(2.10) γV ∼= R0V ;

see [Lipman 2002, Appendix 3.5].

3. Auxiliary results on localization functors

In this section, we give several results to compute localization functors λW with
cosupports in arbitrary subsets W of Spec R.

We first give the following lemma.

Lemma 3.1. Let V be a specialization-closed subset of Spec R. Then we have the
following equalities;

⊥CV
= LV c = L⊥V = CV c

.

Proof. This follows from [Nakamura and Yoshino 2018, Lemma 4.3] and (1.2). �

Let W be a subset of Spec R. We denote by W s the specialization closure
of W, which is the smallest specialization-closed subset of Spec R containing W.
Moreover, for a subset W0 of W, we say that W0 is specialization-closed in W if
V (p)∩W ⊆W0 for any p∈W0 (see [Nakamura and Yoshino 2018, Definition 3.10]).
This is equivalent to saying that W0

s
∩W =W0.
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Corollary 3.2. Let W0 ⊆ W ⊆ Spec R be sets. Suppose that W0 is specialization-
closed in W. Setting W1 =W \W0, we have CW1 ⊆

⊥CW0 .

Proof. Note that W1 ⊆ (W0
s
)c. Further, we have ⊥CW0

s
= C(W0

s
)c by Lemma 3.1.

Hence it holds that CW1 ⊆ C(W0
s
)c
=
⊥CW0

s
⊆
⊥CW0 . �

Remark 3.3. For an ideal a of R, λV (a) is a right adjoint to γV (a) by (2.9) and (2.10).
More generally, it is known that for any specialization-closed subset V, λV

:D→D
is a right adjoint to γV : D→ D. We now prove this fact, which will be used in the
next proposition. Let X, Y ∈ D, and consider the following triangles:

γV X −→ X −→ λV c
X −→ γV X [1],

γV c Y −→ Y −→ λV Y −→ γV c Y [1].

Since λV c
X ∈ CV c

=
⊥CV by Lemma 3.1, applying HomD(−, λ

V Y ) to the first
triangle, we have HomD(γV X, λV Y ) ∼= HomD(X, λV Y ). Moreover, Lemma 3.1
implies that γV c Y ∈ LV c = L⊥V . Hence, applying HomD(γV X,−) to the second
triangle, we have HomD(γV X, Y ) ∼= HomD(γV X, λV Y ). Thus there is a natural
isomorphism HomD(γV X, Y )∼=HomD(X, λV Y ), so that (γV , λ

V ) is an adjoint pair.
See also [Nakamura and Yoshino 2018, Remark 5.2].

Proposition 3.4. Let V and U be arbitrary subsets of Spec R. Suppose that one of
the following conditions holds:

(1) V is specialization-closed.

(2) U is generalization-closed.

Then we have an isomorphism

λVλU ∼= λ
V∩U .

Proof. Let X ∈ D and Y ∈ CV∩U
= CV

∩ CU. Then there are natural isomorphisms

HomD(λ
VλU X, Y )∼= HomD(λ

U X, Y )∼= HomD(X, Y ).

Recall that λV∩U is a left adjoint to the inclusion functor CV∩U ↪→D. Hence, by the
uniqueness of adjoint functors, we only have to verify that λVλU X ∈ CV∩U . Since
λVλU X ∈ CV , it remains to show that λVλU X ∈ CU.

Case 1: Let p ∈U c. Since supp γV κ(p)⊆ {p}, it follows from (1.2) that γV κ(p) ∈

LU c =
⊥CU . Thus, by the adjointness of (γV , λ

V ), we have

RHomR(κ(p), λ
VλU X)∼= RHomR(γV κ(p), λ

U X)= 0.

This implies that cosupp λVλU X ⊆U, i.e., λVλU X ∈ CU .
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Case 2: Since U c is specialization-closed, Case 1 yields an isomorphism λU c
λV ∼=

λU c
∩V . Furthermore, setting W = (U c

∩V )∪U, we see that U c
∩V is specialization-

closed in W, and W \(U c
∩V )=U. Hence we have λU c

(λVλU X)∼=λU c
∩VλU X = 0,

by Corollary 3.2. It then follows from Lemma 3.1 that λVλU X ∈ ⊥CU c
= CU. �

Remark 3.5. For arbitrary subsets W0 and W1 of Spec R, Remark 2.7(ii) and
Proposition 3.4 yield the isomorphisms

λW0λW1 ∼= λ
W0λW0

s

λW1 ∼= λ
W0λW0

s
∩W1,

λW0λW1 ∼= λ
W0λW1

g

λW1 ∼= λ
W0∩W1

g

λW1 .

The next result is a corollary of (2.8), (2.9) and Proposition 3.4.

Corollary 3.6. Let S be a multiplicatively closed subset of R and a be an ideal
of R. We set W = V (a)∩US . Then we have

λW ∼= L3V (a)(−⊗R S−1 R).

Since V (p)∩U (p)= {p} for p ∈ Spec R, as a special case of this corollary, we
have the following result.

Corollary 3.7. Let p be a prime ideal of R. Then we have

λ{p} ∼= L3V (p)(−⊗R Rp).

The next lemma follows from this corollary and Lemma 2.4.

Lemma 3.8. Let p be a prime ideal of R and F be a flat R-module. Then λ{p}F is
isomorphic to

(⊕
B Rp

)∧
p

, where
⊕

B Rp is the direct sum of B-copies of Rp and
B = dimκ(p) F ⊗R κ(p).

Remark 3.9. If W1 and W2 are both specialization-closed or both generalization-
closed, then Proposition 3.4 implies that λW1λW2 ∼= λW2λW1 . However, in general,
λW1 and λW2 need not commute. For example, let p, q ∈ Spec R with p( q. Then
(λ{p}R)⊗R κ(q)= R̂p⊗R κ(q)= 0 and (λ{q}R)⊗R κ(p)= R̂q⊗R κ(p) 6= 0. Then
we see from Lemma 3.8 that λ{q}λ{p}R = 0 and λ{p}λ{q}R 6= 0.

Compare this remark with [Benson et al. 2008, Example 3.5]. See also [Nakamura
and Yoshino 2018, Remark 3.7(ii)].

Let p be a prime ideal which is not maximal. Then λ{p} is distinct from Λp
=

L3V (p) RHomR(Rp,−), which is introduced in [Benson et al. 2012]. To see this,
let q be a prime ideal with p ( q. Then it holds that cosupp R̂q = {q} ⊆ U (p)c.
Hence R̂q belongs to CU (p)c . Then we have RHomR(Rp, R̂q)= 0 since Rp ∈LU (p)=
⊥CU (p)c by (1.2). This implies that Λp R̂q = L3V (p) RHomR(Rp, R̂q) = 0, while
λ{p} R̂q

∼= λ{p}λ{q}R 6= 0 by Remark 3.9.
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Let X ∈ D, and write Γp = R0V (p)(−⊗R Rp) (see [Benson et al. 2008]). Recall
that p ∈ supp X (resp. p ∈ cosupp X ) if and only if ΓpX 6= 0 (resp. ΛpX 6= 0); see
[Foxby and Iyengar 2003, Theorems 2.1 and 4.1] and [Benson et al. 2012, §4]. In
contrast, p∈ cosupp X (resp. p∈ supp X ) if and only if γ{p}X 6= 0 (resp. λ{p}X 6= 0),
by Lemma 2.6. Here, γ{p} ∼= R0V (p) RHomR(Rp,−) by [Nakamura and Yoshino
2018, Corollary 3.3]. See also [Sather-Wagstaff and Wicklein 2017, Propositions 3.6
and 4.4].

Let W be a subset of Spec R. We denote by dim W the supremum of lengths
of chains of distinct prime ideals in W (see [Nakamura and Yoshino 2018, Defini-
tion 3.6]).

Theorem 3.10. Let W be a subset of Spec R. We assume that dim W = 0. Then
there are isomorphisms

λW ∼=
∏
p∈W

λ{p} ∼=
∏
p∈W

L3V (p)(−⊗R Rp).

Proof. Let X ∈D, and consider the natural morphisms η{p}X : X→ λ{p}X for p∈W.
Take the product of the morphisms, and we obtain a morphism f : X→

∏
p∈W λ

{p}X.
Embed f into a triangle

C −→ X f
−→

∏
p∈W

λ{p}X −→C[1].

Note that
∏

p∈W λ
{p}X ∈ CW. We have to prove that C ∈ ⊥CW. For this purpose, take

any prime ideal q ∈W. Then {q} is specialization-closed in W, because dim W = 0.
Hence we have ∏

p∈W\{q}

λ{p}X ∈ CW\{q}
⊆
⊥C{q},

by Corollary 3.2. Thus an isomorphism λ{q}
(∏

p∈W λ
{p}X

)
∼= λ{q}X holds. Then

it is seen from the triangle above that λ{q}C = 0 for all q ∈ W, so that C ∈ ⊥CW;
see Remark 2.7(i). Therefore Lemma 2.6 yields λW X ∼=

∏
p∈W λ

{p}X. The second
isomorphism in the theorem follows from Corollary 3.7. �

Example 3.11. Let W be a subset of Spec R such that W is an infinite set with
dim W = 0. Let X {p} be a complex with cosupp X {p} = {p} for each p ∈ W. We
take p ∈ W. Since dim W = 0, it holds that X {q} ∈ CV (p)c for any q ∈ W \ {p}.
Furthermore, Lemma 3.1 implies that CV (p)c is equal to ⊥CV (p), which is closed
under arbitrary direct sums. Thus it holds that⊕

q∈W\{p}

X {q} ∈ CV (p)c
=
⊥CV (p)

⊆
⊥C{p}.
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Therefore, setting Y =
⊕

p∈W X {p}, we have λ{p}Y ∼= X {p}. It then follows from
Theorem 3.10 that

λW Y ∼=
∏
p∈W

λ{p}Y ∼=
∏
p∈W

X {p}.

Under this identification, the natural morphism Y → λW Y coincides with the
canonical morphism

⊕
p∈W X {p}→

∏
p∈W X {p}.

Remark 3.12. Let W, X {p} be as in Example 3.11, and suppose that each X {p}

is an R-module. Then
⊕

p∈W X {p} is not in CW, because the natural morphism⊕
p∈W X {p}→ λW

(⊕
p∈W X {p}

)
is not an isomorphism. Hence the cosupport of⊕

p∈W X {p} properly contains W. In particular, setting X {p} = κ(p), we have W (
cosupp

⊕
p∈W κ(p). Similarly, we can prove that W ( supp

∏
p∈W κ(p). Nakamura

noticed these facts through discussion with Srikanth Iyengar.
It is possible to give another type of example, by which we also see that a

colocalizing subcategory of D is not necessarily closed under arbitrary direct sums.
Suppose that (R,m) is a complete local ring with dim R ≥ 1. Then we have
R ∼= R̂ ∈ CV (m). However the free module

⊕
N R is never m-adically complete, so

that
⊕

N R is not isomorphic to λV (m)
(⊕

N R
)
. Hence

⊕
N R is not in CV (m).

For a subset W of Spec R, W g denotes the generalization closure of W, which is
the smallest generalization-closed subset of Spec R containing W. In addition, for
a subset W1 ⊆W, we say that W1 is generalization-closed in W if W ∩U (p)⊆W1

for any p ∈W1. This is equivalent to saying that W ∩W1
g
=W1.

We extend Proposition 3.4 to the following corollary, which will be used in
Theorem 3.15.

Corollary 3.13. Let W0 and W1 be arbitrary subsets of Spec R. Suppose that one
of the following conditions hold:

(1) W0 is specialization-closed in W0 ∪W1.

(2) W1 is generalization-closed in W0 ∪W1.

Then we have an isomorphism

λW0λW1 ∼= λ
W0∩W1 .

Proof. Set W =W0 ∪W1. By the assumption, we have

W0
s
∩W =W0 or W ∩W1

g
=W1.

Therefore, it holds that

W0
s
∩W1 =W0 ∩W1 or W0 ∩W1

g
=W0 ∩W1.

Hence this proposition follows from Remark 3.5 and Remark 2.7(ii). �
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Remark 3.14. (i) Let W0 and W be subsets of Spec R with W0⊆W. Under the iso-
morphism λW0λW ∼=λW0 by Remark 2.7(ii), there is a morphism ηW0λW

:λW
→λW0 .

(ii) Let W0 and W1 be subsets of Spec R. Let X ∈ D. Since ηW1 : idD→ λW1 is a
morphism of functors, there is a commutative diagram of the following form:

X
ηW0 X
−−−−→ λW0 XyηW1 X

yηW1λW0 X

λW1 X
λW1ηW0 X
−−−−−→ λW1λW0 X

Now we prove the following result, which is the main theorem of this section.

Theorem 3.15. Let W, W0 and W1 be subsets of Spec R with W = W0 ∪ W1.
Suppose that one of the following conditions holds:

(1) W0 is specialization-closed in W .

(2) W1 is generalization-closed in W.

Then, for any X ∈ D, there is a triangle of the form

λW X f
−→ λW1 X ⊕ λW0 X g

−→ λW1λW0 X −→ λW X [1],

where f and g are morphisms represented by the matrices

f =

(
ηW1λW X
ηW0λW X

)
, g =

(
λW1ηW0 X (−1) · ηW1λW0 X

)
.

Proof. We embed the morphism g into a triangle

C a
−→ λW1 X ⊕ λW0 X g

−→ λW1λW0 X −→C[1].

Notice that C ∈ CW since CW0, CW1 ⊆ CW. By Remark 3.14, it is easily seen that
g · f = 0. Thus there is a morphism b : λW X→ C making the following diagram
commutative:

(3.16)

λW X λW X −−−→ 0 −−−→ λW X [1]yb

y f
y yb[1]

C
a

−−−→ λW1 X ⊕ λW0 X
g

−−−→ λW1λW0 X −−−→ C[1]

We only have to show that b is an isomorphism. To do this, embedding the morphism
b into a triangle

(3.17) Z −→ λW X b
−→C −→ Z [1],

we prove that Z = 0. Since λW X,C ∈ CW, Z belongs to CW. Hence it suffices to
show that Z ∈ ⊥CW.
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First, we prove that λW1b is an isomorphism. We employ a similar argument to
[Benson et al. 2008, Theorem 7.5]. Consider the sequence

(3.18) λW X f
−→ λW1 X ⊕ λW0 X g

−→ λW1λW0 X,

and apply λW1 to it. Then we obtain a sequence which can be completed to a split
triangle. The triangle appears in the first row of the diagram below. Moreover, λW1

sends the second row of the diagram (3.16) to a split triangle, which appears in the
second row of the diagram below:

λW1 X
λW1 f
−−−→ λW1 X ⊕ λW1λW0 X

λW1 g
−−−→ λW1λW0 X

0
−−−→ λW1 X [1]yλW1 b

∥∥∥ ∥∥∥ yλW1 b[1]

λW1C
λW1 a
−−−→ λW1 X ⊕ λW1λW0 X

λW1 g
−−−→ λW1λW0 X

0
−−−→ λW1C[1]

Since this diagram is commutative, we conclude that λW1b is an isomorphism.
Next, we prove that λW0b is an isomorphism. Thanks to Corollary 3.13, we

are able to follow the same process as above. In fact, the corollary implies that
λW0λW1 ∼= λW0∩W1. Thus, applying λW0 to the sequence (3.18), we obtain a sequence
which can be completed into a split triangle. Furthermore, λW0 sends the second
row of the diagram (3.16) to a split triangle. Consequently we see that there is a
morphism of triangles:

λW0 X
λW0 f
−−−→ λW0∩W1 X ⊕ λW0 X

λW0 g
−−−→ λW0∩W1 X

0
−−−→ λW0 X [1]yλW0 b

∥∥∥ ∥∥∥ yλW0 b[1]

λW0C
λW0 a
−−−→ λW0∩W1 X ⊕ λW0 X

λW0 g
−−−→ λW0∩W1 X

0
−−−→ λW0C[1]

Therefore λW0b is an isomorphism.
Since we have shown that λW0b and λW1b are isomorphisms, it follows from the

triangle (3.17) that λW0 Z =λW1 Z = 0. Thus we have Z ∈⊥CW by Remark 2.7(i). �

Remark 3.19. Let f , g and a be as above. Let h : X → λW1 X ⊕ λW0 X be a
morphism induced by ηW1 X and ηW0 X. Then g · h = 0 by Remark 3.14(ii). Hence
there is a morphism b′ : X→ C such that the following diagram is commutative:

X X −−−→ 0 −−−→ X [1]yb′
yh

y yb′[1]

C
a

−−−→ λW1 X ⊕ λW0 X
g

−−−→ λW1λW0 X −−−→ C[1]

We can regard any morphism b′ making this diagram commutative as the natural
morphism ηW X. In fact, since λW h = f , applying λW to this diagram, and setting
λW b′ = b, we obtain the diagram (3.16). Note that b · ηW X = b′. Moreover, the
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above proof implies that b : λW X→ C is an isomorphism. Thus we can identify b′

with ηW X under the isomorphism b.

We give some examples of Theorem 3.15.

Example 3.20. (1) Let x be an element of R. Recall that λV (x) ∼= L3V (x) by (2.9).
We put S={1, x, x2, . . .}. Since V (x)c=US , it holds that λV (x)c

=λUS ∼= (−)⊗R Rx

by (2.8). Set W = Spec R, W0 = V (x) and W1 = V (x)c. Then the theorem yields
the triangle

R−→ Rx ⊕ R∧(x)−→ (R∧(x))x −→ R[1].

(2) Suppose that (R,m) is a local ring with p ∈ Spec R and having dim R/p = 1.
Setting W = V (p), W0 = V (m) and W1 = {p}, we see from the theorem and
Corollary 3.7 that there is a short exact sequence,

0−→ R∧p −→ R̂p⊕ R̂−→ (̂ R̂)p −→ 0.

Actually, this gives a pure-injective resolution of R∧p ; see Section 9. Moreover,
if R is a 1-dimensional local domain with quotient field Q, then this short exact
sequence is of the form

0−→ R−→ Q⊕ R̂−→ R̂⊗R Q−→ 0.

By similar arguments to Proposition 3.4 and Corollary 3.13, one can prove the
following proposition, which is a generalized form of [Nakamura and Yoshino 2018,
Proposition 3.1].

Proposition 3.21. Let W0 and W1 be arbitrary subsets of Spec R. Suppose that
one of the following conditions hold:

(1) W0 is specialization-closed in W0 ∪W1.

(2) W1 is generalization-closed in W0 ∪W1.

Then we have an isomorphism
γW0γW1

∼= γW0∩W1 .

As with Theorem 3.15, it is possible to prove the following theorem, in which we
implicitly use the fact that γW0γW ∼= γW0 if W0 ⊆W (see [Nakamura and Yoshino
2018, Remark 3.7(i)]).

Theorem 3.22. Let W, W0 and W1 be subsets of Spec R with W = W0 ∪ W1.
Suppose that one of the following conditions holds:

(1) W0 is specialization-closed in W .

(2) W1 is generalization-closed in W.

Then, for any X ∈ D, there is a triangle of the form

γW1γW0 X f
−→ γW1 X ⊕ γW0 X g

−→ γW X −→ γW1γW0 X [1],
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where f and g are morphisms represented by the following matrices;

f =
(

γW1εW0 X
(− 1) · εW1γW0 X

)
, g =

(
εW1γW X εW0γW X

)
.

Remark 3.23. As long as we work on the derived category D, Theorem 3.15 and
Theorem 3.22 generalize Mayer–Vietoris triangles in the sense of [Benson et al.
2008, Theorem 7.5], in which γV and λV are written as ΓV and LV , respectively,
for a specialization-closed subset V of Spec R.

4. Projective dimension of flat modules

As an application of results in Section 3, we give a simpler proof of a classical
theorem due to Gruson and Raynaud.

Theorem 4.1 [Raynaud and Gruson 1971, Part. II, Corollary 3.2.7]. Let F be a flat
R-module. Then the projective dimension of F is at most dim R.

We start by showing the following lemma.

Lemma 4.2. Let F be a flat R-module and p be a prime ideal of R. Suppose that
X ∈ C{p}. Then there is an isomorphism

RHomR(F, X)∼=
∏

B

X,

where B = dimκ(p) F ⊗R κ(p).

Proof. Since λ{p} : D→ C{p} is a left adjoint to the inclusion functor C{p} ↪→ D, we
have RHomR(F, X)∼= RHomR(λ

{p}F, X). Moreover, it follows from Lemma 3.8
that λ{p}F ∼=

(⊕
B Rp

)∧
p
∼= λ{p}

(⊕
B R

)
, where B = dimκ(p) F ⊗R κ(p). Therefore

we obtain isomorphisms

RHomR(F, X)∼= RHomR

(
λ{p}

(⊕
B

R
)
, X
)
∼= RHomR

(⊕
B

R, X
)
∼=

∏
B

X. �

Let a, b ∈ Z∪ {±∞} with a ≤ b. We write D[a,b] for the full subcategory of D
consisting of all complexes X of R-modules such that H i (X) = 0 for i /∈ [a, b]
(see [Kashiwara and Schapira 2006, Notation 13.1.11]). For a subset W of Spec R,
max W denotes the set of prime ideals p ∈W which are maximal with respect to
inclusion in W.

Proposition 4.3. Let F be a flat R-module and X ∈ D[−∞,0]. Suppose that W is a
subset of Spec R such that n = dim W is finite. Then we have ExtiR(F, λ

W X)= 0
for i > n.
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Proof. We use induction on n. First, we suppose that n = 0. It then holds that

λW X ∼=
∏
p∈W

λ{p}X ∼=
∏
p∈W

L3V (p) Xp ∈ D[−∞,0],

by Theorem 3.10. Hence, noting that

RHomR(F, λW X)∼=
∏
p∈W

RHomR(F, λ{p}X),

we have ExtiR(F, λ
W X)= 0 for i > 0, by Lemma 4.2.

Next, we suppose n > 0. Set W0 =max W and W1 =W \W0. By Theorem 3.15,
there is a triangle

λW X −→ λW1 X ⊕ λW0 X −→ λW1λW0 X −→ λW X [1].

Note that dim W0 = 0 and dim W1 = n− 1. By the argument above, it holds that
ExtiR(F, λ

W0 X) = 0 for i > 0. Furthermore, since X, λW0 X ∈ D[−∞,0], we have
ExtiR(F, λ

W1 X)=ExtiR(F, λ
W1λW0 X)= 0 for i > n−1, by the inductive hypothesis.

Hence it is seen from the triangle that ExtiR(F, λ
W X)= 0 for i > n. �

Proof of Theorem 4.1. We may assume that d = dim R is finite. Let M be any R-
module. We only have to show that ExtiR(F,M)= 0 for i > d . Setting W = Spec R,
we have dim W = d and M ∼= λW M. It then follows from Proposition 4.3 that
ExtiR(F,M)∼= ExtiR(F, λ

W M)= 0 for i > d. �

5. Cotorsion flat modules and cosupport

In this section, we summarize some basic facts about cotorsion flat R-modules.
Recall that an R-module M is called cotorsion if Ext1R(F,M)= 0 for any flat R-

module F. This is equivalent to saying that ExtiR(F,M)= 0 for any flat R-module
F and any i > 0. Clearly, all injective R-modules are cotorsion.

A cotorsion flat R-module means an R-module which is cotorsion and flat. If F is
a flat R-module and p∈ Spec R, then Corollary 3.7 implies that λ{p}F is isomorphic
to F̂p, which is a cotorsion flat R-module by Lemma 4.2 and Proposition 2.1.
Moreover, recall that F̂p is isomorphic to the p-adic completion of a free Rp-module
by Lemma 3.8.

We remark that arbitrary direct products of flat R-modules are flat, since R
is Noetherian. Hence, if Tp is the p-adic completion of a free Rp module for
each p ∈ Spec R, then

∏
p∈Spec R Tp is a cotorsion flat R-module. Conversely, the

following fact holds.

Proposition 5.1 [Enochs 1984]. Let F be a cotorsion flat R-module. Then there is
an isomorphism

F ∼=
∏

p∈Spec R

Tp,

where Tp is the p-adic completion of a free Rp module.
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Proof. See [Enochs 1984, Theorem; Enochs and Jenda 2000, Theorem 5.3.28]. �

Let S be a multiplicatively closed subset of R and a be an ideal of R. For a
cotorsion flat R-module F, we have RHomR(S−1 R, F) ∼= HomR(S−1 R, F) and
L3V (a) F ∼= 3V (a)F. Moreover, by Proposition 5.1, we may regard F as an R-
module of the form

∏
p∈Spec R Tp. Then it holds that

(5.2) RHomR

(
S−1 R,

∏
p∈Spec R

Tp

)
∼= HomR

(
S−1 R,

∏
p∈Spec R

Tp

)
∼=

∏
p∈US

Tp.

This fact appears implicitly in [Xu 1996, §5.2]. Furthermore we have

(5.3) L3V (a)
∏

p∈Spec R

Tp ∼=3V (a)
∏

p∈Spec R

Tp ∼=
∏

p∈V (a)

Tp.

One can show (5.2) and (5.3) by Lemma 3.1 and (2.9). See also Thompson’s recent
lemma [2017b, Lemma 2.2].

Let F be a cotorsion flat R-module with cosupp F ⊆W for a subset W of Spec R.
Then it follows from Proposition 5.1 that F is isomorphic to an R-module of the
form

∏
p∈W Tp. More precisely, using Lemma 2.4, (5.2) and (5.3), one can show

the following corollary, which is essentially proved in [Enochs and Jenda 2000,
Lemma 8.5.25].

Corollary 5.4. Let F be a cotorsion flat R-module, and set W = cosupp F. Then
we have an isomorphism

F ∼=
∏
p∈W

Tp,

where Tp is of the form
(⊕

Bp
Rp

)∧
p

with Bp = dimκ(p) HomR(Rp, F)⊗R κ(p).

6. Complexes of cotorsion flat modules and cosupport

In this section, we study the cosupport of a complex X consisting of cotorsion flat
R-modules. As a consequence, we obtain an explicit way to calculate γV c X and
λV X for a specialization-closed subset V of Spec R.

Notation 6.1. Let W be a subset of Spec R. Let X be a complex of cotorsion flat
R-modules such that cosupp X i

⊆W for all i ∈ Z. Under Corollary 5.4, we use a
presentation of the form

X =
(
· · · →

∏
p∈W

T i
p →

∏
p∈W

T i+1
p → · · ·

)
,

where X i
=
∏

p∈Spec R T i
p and T i

p is the p-adic completion of a free Rp-module.
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Remark 6.2. Let X =
(
· · ·→

∏
p∈Spec R T i

p→
∏

p∈Spec R T i+1
p →· · ·

)
be a complex

of cotorsion flat R-modules. Let V be a specialization-closed subset of Spec R. By
Lemma 3.1, we have HomR

(∏
p∈V c T i

p ,
∏

p∈V T i+1
p

)
= 0 for all i ∈ Z. Therefore

Y =
(
· · · →

∏
p∈V c T i

p →
∏

p∈V c T i+1
p → · · ·

)
is a subcomplex of X, where the

differentials in Y are the restrictions of ones in X.

We say that a complex X of R-modules is left (resp. right) bounded if X i
= 0

for i � 0 (resp. i � 0). When X is left and right bounded, X is called bounded.

Proposition 6.3. Let W be a subset of Spec R and X be a complex of cotorsion
flat R-modules such that cosupp X i

⊆ W for all i ∈ Z. Suppose that one of the
following conditions holds:

(1) X is left bounded.

(2) W is equal to V (a) for an ideal a of R.

(3) W is generalization-closed.

(4) dim W is finite.

Then it holds that cosupp X ⊆W, i.e., X ∈ CW.

To show this, we use the elementary lemma below. Therein, for a complex X
and n ∈ Z, we define the truncations τ≤n X and τ>n X as follows (see [Hartshorne
1966, Chapter I, §7]):

τ≤n X = (· · · → Xn−1
→ Xn

→ 0→ · · · ),

τ>n X = (· · · → 0→ Xn+1
→ Xn+2

→ · · · ).

Lemma 6.4. Let W be a subset of Spec R. We assume that τ≤n X ∈ CW (resp.
τ>n X ∈ LW ) for all n ≥ 0 (resp. n < 0). Then we have X ∈ CW (resp. X ∈ LW ).

Recall that CW (resp. LW ) is closed under arbitrary direct products (resp. sums).
Then one can show this lemma by using homotopy limits (resp. colimits), see
[Bökstedt and Neeman 1993, Remarks 2.2 and 2.3]. �

Proof of Proposition 6.3. Case 1: We have τ≤n X ∈ CW for all n ≥ 0, since τ≤n X
are bounded. Thus Lemma 6.4 implies that X ∈ CW.

Case 2: By (2.9), Proposition 2.5 and (5.3), it holds that λV (a)X ∼= L3V (a) X ∼=
3V (a)X ∼= X. Hence X belongs to CV (a).

Case 3: It follows from Case 1 that τ>n X ∈ CW for all n < 0. Moreover, we have
CW
= LW by Lemma 3.1. Thus Lemma 6.4 implies that X ∈ LW = CW.

Case 4: Under Notation 6.1, we write X i
=
∏

p∈W T i
p for i ∈Z. Set n= dim W, and

use induction on n. First, suppose that n=0. It is seen from Remark 6.2 that X is the
direct product of complexes of the form Y {p}= (· · ·→ T i

p→ T i+1
p →· · · ) for p∈W.
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Furthermore, by Cases 2 and 3, we have cosupp Y {p} ⊆ V (p)∩U (p)= {p}. Thus it
holds that X ∼=

∏
p∈W Y {p} ∈ CW.

Next, suppose that n > 0. Set W0 = max W and W1 = W \ W0. We write
Y =

(
· · · →

∏
p∈W1

T i
p →

∏
p∈W1

T i+1
p → · · ·

)
, which is a subcomplex of X by

Remark 6.2. Hence there is a short exact sequence of complexes,

0−→ Y −→ X −→ X/Y −→ 0,

where X/Y =
(
· · · →

∏
p∈W0

T i
p →

∏
p∈W0

T i+1
p → · · ·

)
. Note that dim W0 = 0

and dim W1 = n − 1. Then we have cosupp X/Y ⊆ W0, by the argument above.
Moreover the inductive hypothesis implies that cosupp Y ⊆W1. Hence it holds that
cosupp X ⊆W0 ∪W1 =W. �

Under some assumption, it is possible to extend condition (4) in Proposition 6.3
to the case where dim W is infinite; see Remark 7.15. See also [Thompson 2017a,
Theorem 2.7].

Corollary 6.5. Let X be a complex of cotorsion flat R-modules and W be a
specialization-closed subset of Spec R. Under Notation 6.1, we write

X =
(
· · · →

∏
p∈Spec R

T i
p →

∏
p∈Spec R

T i+1
p → · · ·

)
.

Suppose that one of the conditions in Proposition 6.3 holds. Then it holds that

(6.6)

γW c X ∼=
(
· · · →

∏
p∈W c

T i
p →

∏
p∈W c

T i+1
p → · · ·

)
,

λW X ∼=
(
· · · →

∏
p∈W

T i
p →

∏
p∈W

T i+1
p → · · ·

)
.

Proof. Since Y =
(
· · · →

∏
p∈W c T i

p →
∏

p∈W c T i+1
p → · · ·

)
is a subcomplex of X

by Remark 6.2, there is a triangle in D:

Y −→ X −→ X/Y −→ Y [1],

where X/Y =
(
· · · →

∏
p∈W T i

p →
∏

p∈W T i+1
p → · · ·

)
. By Proposition 6.3, we

have X/Y ∈ CW. Moreover, since W c is generalization-closed, it holds that Y ∈
CW c
=
⊥CW by Proposition 6.3 and Lemma 3.1. Therefore we conclude that

γW c X ∼= Y and λW X ∼= X/Y by Lemma 2.6. �

Let X be a complex of cotorsion flat R-modules and S be a multiplicatively
closed subset of R. We assume that X is left bounded, or dim R is finite. It then
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follows from the corollary and (5.2) that

γUS X ∼=
(
· · · →

∏
p∈US

T i
p →

∏
p∈US

T i+1
p → · · ·

)
∼= HomR(S−1 R, X).

We now recall that γUS
∼= RHomR(S−1 R,−); see [Nakamura and Yoshino 2018,

Proposition 3.1]. Hence it holds that RHomR(S−1 R, X)∼= HomR(S−1 R, X). This
fact also follows from Lemma 9.1.

7. Localization functors via Čech complexes

In this section, we introduce a new notion of Čech complexes to calculate λW X,
where W is a general subset W of Spec R and X is a complex of flat R-modules.

We first set the following notation.

Notation 7.1. Let W be a subset of Spec R with dim W = 0. We define a functor
λ̄W
:Mod R→Mod R by

λ̄W
=

∏
p∈W

3V (p)(−⊗R Rp).

For a prime ideal p in W, we write

η̄{p} : idMod R→ λ̄{p} =3V (p)(−⊗R Rp)

for the composition of the natural morphisms idMod R→ (−)⊗R Rp and (−)⊗R Rp→

3V (p)(−⊗R Rp). Moreover, η̄W
: idMod R→ λ̄W

=
∏

p∈W λ̄
{p} denotes the product

of the morphisms η̄{p} for p ∈W.

Notation 7.2. Let {Wi }0≤i≤n be a family of subsets of Spec R, and suppose that
dim Wi = 0 for 0≤ i ≤ n. For a sequence (im, . . . , i1, i0) of integers with 0≤ i0 <

i1 < · · ·< im ≤ n, we write

λ̄(im ,...,i1,i0) = λ̄Wim · · · λ̄Wi1 λ̄Wi0 .

If the sequence is empty, then we use the general convention that λ( ) = idMod R .
For an integer s with 0≤ s ≤ m, η̄Wis : idMod R→ λ̄(is) induces a morphism

λ̄(im ,...,is+1)η̄Wis λ̄(is−1,...,i0) : λ̄(im ,...,îs ,...,i0)→ λ̄(im ,...,i0),

where we mean by îs that is is omitted. We set

∂m−1
:

∏
0≤i0<···<im−1≤n

λ̄(im−1,...,i0)→

∏
0≤i0<···<im≤n

λ̄(im ,...,i0)

to be the product of the morphisms λ̄(im ,...,îs ,...,i0)→ λ̄(im ,...,i0) multiplied by (−1)s .
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Remark 7.3. Let W0,W1 ⊆ Spec R be subsets such that dim W0 = dim W1 = 0.
As with Remark 3.14(ii), the following diagram is commutative:

idMod R
η̄W0
−−−→ λ̄W0yη̄W1

yη̄W1 λ̄W0

λ̄W1
λ̄W1 η̄W0
−−−−→ λ̄W1 λ̄W0

Definition 7.4. Let W = {Wi }0≤i≤n be a family of subsets of Spec R, and suppose
that dim Wi = 0 for 0 ≤ i ≤ n. By Remark 7.3, it is possible to construct a Čech
complex of functors of the form∏

0≤i0≤n

λ̄(i0) ∂
0
→

∏
0≤i0<i1≤n

λ̄(i1,i0)→ · · · →

∏
0≤i0<···<in−1≤n

λ̄(in−1,...,i0) ∂
n−1
−→ λ̄(n,...,0),

which we denote by LW and call it the Čech complex with respect to W.
For an R-module M, LW M denotes the complex of R-modules obtained by

LW in a natural way, where it is concentrated in degrees from 0 to n. We call
LW M the Čech complex of M with respect to W. Note that there is a chain map
`W M : M→ LW M induced by the map M→

∏
0≤i0≤n λ̄

(i0)M in degree 0, which
is the product of η̄Wi0 M : M→ λ̄(i0)M for 0≤ i0 ≤ n.

More generally, we regard every term of LW as a functor C(Mod R)→C(Mod R),
where C(Mod R) denotes the category of complexes of R-modules. Then LW

naturally sends a complex X to a double complex, which we denote by LW X.
Furthermore, we write tot LW X for the total complex of LW X. The family of chain
maps `W X j

: X j
→ LW X j for j ∈ Z induces a morphism X → LW X as double

complexes, from which we obtain a chain map `W X : X→ tot LW X.

Remark 7.5. (i) We regard tot LW as a functor C(Mod R)→ C(Mod R). Then
`W is a morphism idC(Mod R)→ tot LW of functors. Moreover, if M is an R-module,
then tot LW M = LW M.

(ii) Let a, b ∈ Z∪ {±∞} with a ≤ b and X be a complex of R-modules such that
X i
= 0 for i /∈ [a, b]. Then it holds that (tot LW X)i = 0 for i /∈ [a, b+ n], where n

is the number given to W = {Wi }0≤i≤n .

(iii) Let X be a complex of flat R-modules. Then we see that tot LW X consists of
cotorsion flat R-modules with cosupports in

⋃
0≤i≤n Wi .

Definition 7.6. Let W be a nonempty subset of Spec R and {Wi }0≤i≤n be a family
of subsets of W. We say that {Wi }0≤i≤n is a system of slices of W if the following
conditions hold:

(1) W =
⋃

0≤i≤n Wi .

(2) Wi ∩W j =∅ if i 6= j .
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(3) dim Wi = 0 for 0≤ i ≤ n.

(4) Wi is specialization-closed in
⋃

i≤ j≤n W j for each 0≤ i ≤ n.

Compare this definition with the filtrations in [Hartshorne 1966, Chapter IV, §3].
If dim W is finite, then there exists at least one system of slices of W. Conversely,

if there is a system of slices of W, then dim W is finite.

Proposition 7.7. Let W be a subset of Spec R and W = {Wi }0≤i≤n be a system of
slices of W. Then, for any flat R-module F, there is an isomorphism in D;

λW F ∼= LW F.

Under this isomorphism, `W F : F→ LW F coincides with ηW F : F→ λW F in D.

Proof. We use induction on n, which is the number given to W={Wi }0≤i≤n . Suppose
that n = 0. It then holds that LW F = λ̄W0 F = λ̄W F and `W F = η̄W0 F = η̄W F.
Hence this proposition follows from Theorem 3.10.

Next, suppose that n > 0, and write U =
⋃

1≤i≤n Wi . Setting Ui−1 = Wi , we
obtain a system of slices U={Ui }0≤i≤n−1 of U. Consider the following two squares,
where the first and second are in C(Mod R) and D, respectively:

F
η̄W0 F
−−−→ λ̄W0 Fy`U F

y`Uλ̄W0 F

LU F
LUη̄W0 F
−−−−→ LUλ̄W0 F

F
ηW0 F
−−−→ λW0 FyηU F

yηUλW0 F

λU F
λUηW0 F
−−−−→ λUλW0 F

By Remarks 7.5(i) and 3.14(ii), both of them are commutative. Moreover, λUηW0 F
is the unique morphism which makes the right square commutative, because λU

is a left adjoint to the inclusion functor CU ↪→ D. Then, regarding the left square
as being in D, we see from the inductive hypothesis that the left and right squares
coincide in D.

Let ḡ : LU F ⊕ λ̄W0 F → LUλ̄W0 F and h̄ : F → LU F ⊕ λ̄W0 F be chain maps
represented by the matrices

ḡ =
(
LUη̄W0 F (−1) · `Uλ̄W0 X

)
, h̄ =

(
`U F
η̄W0 F

)
.

Notice that the mapping cone of ḡ[−1] is nothing but LW F. Then we can obtain
the following morphism of triangles, regarded as being in D:

(7.8)

F[−1] −−−→ F[−1] −−−→ 0 −−−→ Fy`W F[−1]

yh̄[−1]

y y`W F

LW F[−1] −−−→ (LU F ⊕ λ̄W0 F)[−1]
ḡ[−1]
−−−→ LUλ̄W0 F[−1] −−−→ LW F

Therefore, by Theorem 3.15 and Remark 3.19, there is an isomorphism λW F∼= LW F
such that `W F coincides with ηW F under this isomorphism. �
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The following corollary is one of the main results of this paper.

Corollary 7.9. Let W and W = {Wi }0≤i≤n be as above. Let X be a complex of flat
R-modules. Then there is an isomorphism in D;

λW X ∼= tot LW X.

Under this isomorphism, `WX : X→ tot LW X coincides with ηWX : X→λWX in D.

Proof. We embed `W X : X→ tot LW X into a triangle

C −→ X `W X
−−→ tot LW X −→C[1].

Proposition 6.3 and Remark 7.5(iii) imply that tot LW X ∈ CW. Thus it suffices to
show that λWi C = 0 for each i , by Lemma 2.6 and Remark 2.7(i). For this purpose,
we prove that λWi `W X is an isomorphism in D. This is equivalent to showing that
λ̄Wi `W X is a quasi-isomorphism, since X and tot LW X consist of flat R-modules.

Consider the natural morphism X→ LW X of double complexes, which is induced
by the chain maps `W X j

: X j
→ LW X j for j ∈ Z. To prove that λ̄Wi `W X is a

quasi-isomorphism, it is enough to show that λ̄Wi `W X j is a quasi-isomorphism for
each j ∈ Z; see [Kashiwara and Schapira 2006, Theorem 12.5.4]. Furthermore,
by Proposition 7.7, each `W X j coincides with ηW X j

: X j
→ λW X j in D. Since

Wi ⊆ W, it follows from Remark 2.7(ii) that λWiηW X j is an isomorphism in D.
This means that λ̄Wi `W X j is a quasi-isomorphism. �

Let W be a subset of Spec R, and suppose that n = dim W is finite. Then
Corollary 7.9 implies λW R ∈ D[0,n]. We give an example such that H n(λW R) 6= 0.

Example 7.10. Let (R,m) be a local ring of dimension d ≥ 1. Then we have
dim V (m)c = d − 1. By Lemma 2.6, there is a triangle

γV (m)R−→ R−→ λV (m)c R−→ γV (m)R[1].

Since R0V (m)∼= γV (m) by (2.10), Grothendieck’s nonvanishing theorem implies that
H d(γV (m)R) is nonzero. Then we see from the triangle that H d−1(λV (m)c R) 6= 0.

We denote by D− the full subcategory of D consisting of complexes X such that
H i (X)= 0 for i � 0. Let W be a subset of Spec R and X ∈D−. If dim W is finite,
then we have λW R ∈ D− by Corollary 7.9. However, as shown in the following
example, it can happen that λW R /∈ D− when dim W is infinite.

Example 7.11. Assume that dim R = +∞, and set W = max(Spec R). Then it
holds that dim W = 0 and dim W c

=+∞. Since each m ∈W is maximal, there are
isomorphisms

γW ∼= R0W ∼=
⊕
m∈W

R0V (m) .
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Thus we see from Example 7.10 that γW R /∈ D−. Then, considering the triangle

γW R−→ R−→ λW c
R−→ γW R[1],

we have λW c
R /∈ D−.

Let W be a subset of Spec R and X ∈ CW. Then ηW X : X → λW X is an
isomorphism in D. Thus Remark 7.5(iii) and Corollary 7.9 yield the following result.

Corollary 7.12. Let W be a subset of Spec R, and W = {Wi }0≤i≤n be a system of
slices of W. Let X be a complex of flat R-modules with cosupp X ⊆ W. Then the
chain map `W X : X→ tot LW X is a quasi-isomorphism, where tot LW X consists
of cotorsion flat R-modules with cosupports in W.

Remark 7.13. If d = dim R is finite, then any complex Y is quasi-isomorphic to a
K -flat complex consisting of cotorsion flat R-modules. To see this, set

Wi = {p ∈ Spec R | dim R/p= i}

for 0 ≤ i ≤ d. Then W = {Wi }0≤i≤d is a system of slices of Spec R. We take a
K -flat resolution X of Y such that X consists of flat R-modules. Corollary 7.12
implies that `W X : X→ tot LW X is a quasi-isomorphism, and tot LW X consists of
cotorsion flat R-modules. At the same time, the chain maps `W X i

: X i
→ LW X i

are quasi-isomorphisms for all i ∈ Z. Then it is not hard to see that the mapping
cone of `W X is K -flat. Thus tot LW X is K -flat.

By Proposition 6.3 and Corollary 7.12, we have the next result.

Corollary 7.14. Let W be a subset of Spec R such that dim W is finite. Then a
complex X ∈ D belongs to CW if and only if X is isomorphic to a complex Z of
cotorsion flat R-modules such that cosupp Z i

⊆W for all i ∈ Z.

Remark 7.15. If dim W is infinite, it is possible to construct a similar family to
systems of slices. We first put W0=max W. Let i>0 be an ordinal, and suppose that
subsets W j of W are defined for all j < i . Then we put Wi =max

(
W \

⋃
j<i W j

)
.

In this way, we obtain the smallest ordinal o(W ) satisfying the following conditions:

(1) W =
⋃

0≤i<o(W ) Wi .

(2) Wi ∩W j =∅ if i 6= j .

(3) dim Wi ≤ 0 for 0≤ i < o(W ).

(4) Wi is specialization-closed in
⋃

i≤ j<o(W ) W j for each 0≤ i < o(W ).

One should remark that the ordinal o(W ) can be uncountable in general; see
[Gordon and Robson 1973, p. 48, Theorem 9.8]. However, if R is an infinite-
dimensional commutative Noetherian ring given by Nagata [1962, Appendix A1,
Example 1], then o(W ) is at most countable. Moreover, using transfinite induction,
it is possible to extend condition (4) in Proposition 6.3 and Corollary 6.5 to the case
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where o(W ) is countable. One can also extend Corollary 7.14 to the case where
o(W ) is countable.

Using Theorem 3.22 and results in [Nakamura and Yoshino 2018, §3], it is
possible to give a similar result to Corollary 7.9, for colocalization functors γW and
complexes of injective R-modules.

8. Čech complexes and complexes of finitely generated modules

Let W be a subset of Spec R and W= {Wi }0≤i≤n be a system of slices of W. In this
section, we prove that λW Y is isomorphic to tot LWY if Y is a complex of finitely
generated R-modules.

We denote by Dfg the full subcategory of D consisting of all complexes with
finitely generated cohomology modules, and set D−fg = D− ∩Dfg. We first prove
the following proposition.

Proposition 8.1. Let W be a subset of Spec R such that dim W is finite. Let
X, Y ∈ D. We suppose that one of the following conditions holds:

(1) X ∈ D− and Y ∈ D−fg.

(2) X is a bounded complex of flat R-modules and Y ∈ Dfg.

Then there are natural isomorphisms

(γW c X)⊗L
R Y ∼= γW c(X ⊗L

R Y ), (λW X)⊗L
R Y ∼= λW (X ⊗L

R Y ).

For X ∈D and n ∈ Z, we define the cohomological truncations σ≤n X and σ>n X
as follows (see [Hartshorne 1966, Chapter I, §7]):

σ≤n X = (· · · → Xn−2
→ Xn−1

→ Ker dn
X → 0→ · · · ),

σ>n X = (· · · → 0→ Im dn
X → Xn+1

→ Xn+2
→ · · · ).

Proof of Proposition 8.1. Applying (−)⊗L
R Y to the triangle

γW c X→ X→ λW X→ γW c X [1],

we obtain the triangle

(γW c X)⊗L
R Y −→ X ⊗L

R Y −→ (λW X)⊗L
R Y −→ (γW c X)⊗L

R Y [1].

Since supp γW c X⊆W c, we have supp(γW c X)⊗L
R Y ⊆W c, i.e., (γW c X)⊗L

R Y ∈LW c .
Hence it remains to show that (λW X)⊗L

R Y ∈ CW; see Lemma 2.6.

Case 1: We remark that X is isomorphic to a right bounded complex of flat R-
modules. Then it is seen from Corollary 7.9 that λW X is isomorphic to a right
bounded complex Z of cotorsion flat R-modules such that cosupp Z i

⊆ W for
all i ∈ Z. Furthermore, Y is isomorphic to a right bounded complex P of finite
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free R-modules. Hence it follows that X ⊗L
R Y ∼= Z ⊗R P, where the second

one consists of cotorsion flat R-modules with cosupports in W. Then we have
X ⊗L

R Y ∼= Z ⊗R P ∈ CW by Proposition 6.3.

Case 2: By Corollary 7.9, λW X is isomorphic to a bounded complex consisting
of cotorsion flat R-modules with cosupports in W. Thus it is enough to prove that
Z ⊗R Y ∈ CW for a cotorsion flat R-module Z with cosupp Z ⊆W.

We consider the triangle σ≤nY → Y → σ>nY → σ≤nY [1] for an integer n.
Applying Z ⊗R (−) to this triangle, we obtain the following one:

Z ⊗R σ≤nY −→ Z ⊗R Y −→ Z ⊗R σ>nY −→ Z ⊗R σ≤nY [1].

Let p ∈W c. Case 1 implies that Z ⊗R σ≤nY ∈ CW for any n ∈ Z, since λW Z ∼= Z .
Thus, applying RHomR(κ(p),−) to the triangle above, we have

RHomR(κ(p), Z ⊗R Y )∼= RHomR(κ(p), Z ⊗R σ>nY ).

Furthermore, taking a projective resolution P of κ(p), we have

RHomR(κ(p), Z ⊗R σ>nY )∼= HomR(P, Z ⊗R σ>nY ).

Let j be any integer. To see that RHomR(κ(p), Z ⊗R Y ) = 0, it suffices to show
that there exists an integer n such that H 0(HomR(P[ j], Z ⊗R σ>nY )) = 0. Note
that P i

= 0 for i > 0. Moreover, each element of H 0(HomR(P[ j], Z⊗R σ>nY ))∼=
HomD(P[ j], Z ⊗R σ>nY ) is represented by a chain map P[ j] → Z ⊗R σ>nY.
Therefore it holds that H 0(HomR(P[ j], Z ⊗R σ>nY ))= 0 if n >− j. �

Remark 8.2. (i) In the proposition, we can remove the finiteness condition on
dim W if W = V (a) for an ideal a. In such cases, we need only use a-adic
completions of free R-modules instead of cotorsion flat R-modules.

(ii) If W is a generalization-closed subset of Spec R, then the isomorphisms in the
proposition hold for any X, Y ∈ D because γW c is isomorphic to R0W c .

Let W be a subset of Spec R and W= {Wi }0≤i≤n be a system of slices of W. Let
Y ∈ Dfg. By Propositions 8.1 and 7.7, we have

(8.3) λW Y ∼= (λW R)⊗L
R Y ∼= (LW R)⊗R Y.

Let F be a flat R-module and M be a finitely generated R-module. Then we see
from Lemma 2.3 that

(λ̄Wi F)⊗R M ∼= λ̄Wi (F ⊗R M).

This fact ensures that (λ̄(im ,...,i1,i0)R)⊗R M ∼= λ̄(im ,...,i1,i0)M. Thus, if Y is a complex
of finitely generated R-modules, then there is a natural isomorphism

(8.4) (LW R)⊗R Y ∼= tot LWY

in C(Mod R). By (8.3) and (8.4), we have shown the following proposition.
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Proposition 8.5. Let W be a subset of Spec R and W = {Wi }0≤i≤n be a system of
slices of W. Let Y be a complex of finitely generated R-modules. Then there is an
isomorphism in D;

λW Y ∼= tot LWY.

Under this identification, `WY :Y → tot LWY coincides with ηWY :Y →λWY in D.

We see from (8.4) and the remark below that it is also possible to give a quick
proof of this proposition, provided that Y is a right bounded complex of finitely
generated R-modules.

Remark 8.6. Let W be a subset of Spec R and W = {Wi }0≤i≤n be a system of
slices of W. We denote by K (Mod R) the homotopy category of complexes of R-
modules. Note that tot LW induces a triangulated functor K (Mod R)→ K (Mod R),
which we also write tot LW. Then it is seen from Corollary 7.9 that λW

: D→ D is
isomorphic to the left derived functor of tot LW

: K (Mod R)→ K (Mod R).

Let W be a subset of Spec R such that n= dim W is finite. By Proposition 8.5, if
an R-module M is finitely generated, then λW M ∈D[0,n]. On the other hand, since
λV (a) ∼= L3V (a) for an ideal a, it can happen that H i (λW M) 6= 0 for some i < 0
when M is not finitely generated; see [Nakamura and Yoshino 2018, Example 5.3].

Remark 8.7. Let n≥0 be an integer. Let ai be ideals of R and Si be multiplicatively
closed subsets of R for 0 ≤ i ≤ n. In Notation 7.2 and Definition 7.4, one can
replace λ̄(i) = λ̄Wi by 3V (ai )(−⊗R S−1

i R), and construct a kind of Čech complex.
For this Čech complex and λW with W =

⋃
0≤i≤n(V (ai )∩USi ), it is possible to

show similar results to Corollary 7.9 and Proposition 8.5, provided that one of the
following conditions holds:

(1) V (ai )∩USi is specialization-closed in
⋃

i≤ j≤n(V (a j )∩US j ) for each 0≤ i ≤ n.

(2) V (ai )∩USi is generalization-closed in
⋃

0≤ j≤i (V (a j )∩US j ) for each 0≤ i ≤n.

9. Čech complexes and complexes of pure-injective modules

In this section, as an application, we give a functorial way to construct a quasi-
isomorphism from a complex of flat R-modules or a complex of finitely generated
R-modules to a complex of pure-injective R-modules.

We start with the following well known fact.

Lemma 9.1. Let X be a complex of flat R-modules and Y be a complex of cotorsion
R-modules. We assume that one of the following conditions holds:

(1) X is right bounded and Y is left bounded.

(2) X is bounded and dim R is finite.

Then we have RHomR(X, Y )∼= HomR(X, Y ).
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One can prove this lemma by [Kashiwara and Schapira 2006, Theorem 12.5.4]
and Theorem 4.1.

Next, we recall the notion of pure-injective modules and resolutions. We say that
a morphism f : M→ N of R-modules is pure if f ⊗R L is a monomorphism in
Mod R for any R-module L . Moreover, an R-module P is called pure-injective if
HomR( f, P) is an epimorphism in Mod R for any pure morphism f :M→ N of R-
modules. Clearly, all injective R-modules are pure-injective. Furthermore, all pure-
injective R-modules are cotorsion; see [Enochs and Jenda 2000, Lemma 5.3.23].

Let M be an R-module. A complex P together with a quasi-isomorphism M→ P
is called a pure-injective resolution of M if P consists of pure-injective R-modules
and P i

= 0 for i < 0. It is known that any R-module has a minimal pure-injective
resolution, which is constructed by using pure-injective envelopes, see [Enochs
1987] and [Enochs and Jenda 2000, Example 6.6.5, Definition 8.1.4]. Moreover,
if F is a flat R-module and P is a pure-injective resolution of M, then we have
RHomR(F,M)∼= HomR(F, P) by Lemma 9.1.

Now we observe that any cotorsion flat R-module is pure-injective. Consider
an R-module of the form

(⊕
B Rp

)∧
p

with some index set B and a prime ideal p,
which is a cotorsion flat R-module. Writing ER(R/p) for the injective hull of R/p,
we have (⊕

B

Rp

)∧
p

∼= HomR

(
ER(R/p),

⊕
B

ER(R/p)
)
;

see [Enochs and Jenda 2000, Theorem 3.4.1]. It follows from tensor-hom adjunc-
tion that HomR(M, I ) is pure-injective for any R-module M and any injective
R-module I. Hence

(⊕
B Rp

)∧
p

is pure-injective. Thus any cotorsion flat R-module
is pure-injective; see Proposition 5.1.

There is another example of pure-injective R-modules. Let M be a finitely
generated R-module. Using the Five Lemma, we are able to prove an isomorphism

HomR

(
ER(R/p),

⊕
B

ER(R/p)
)
⊗R M

∼= HomR

(
HomR(M, ER(R/p)),

⊕
B

ER(R/p)
)
.

Therefore
(⊕

B Rp

)∧
p
⊗R M is pure-injective; it is also isomorphic to

(⊕
B Mp

)∧
p

by Lemma 2.3. Further, Proposition 8.1 implies that cosupp
(⊕

B Mp

)∧
p
⊆ {p}.

By the above observation, we see that Corollary 7.12, (8.4) and Proposition 8.5
yield the following theorem, which is one of the main results of this paper.

Theorem 9.2. Let W be a subset of Spec R and W = {Wi }0≤i≤n be a system of
slices of W. Let Z be a complex of flat R-modules or a complex of finitely generated
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R-modules. We assume that cosupp Z ⊆W. Then `W Z : Z→ tot LW Z is a quasi-
isomorphism, where tot LW Z consists of pure-injective R-modules with cosupports
in W.

Remark 9.3. Let N be a flat or finitely generated R-module. Suppose that d =
dim R is finite. Set Wi = {p ∈ Spec R | dim R/p = i} and W = {Wi }0≤i≤d . By
Theorem 9.2, we obtain a pure-injective resolution `W N : N → LW N of N, that is,
there is an exact sequence of R-modules of the form

0→ N →
∏

0≤i0≤d

λ̄(i0)N →
∏

0≤i0<i1≤d

λ̄(i1,i0)N → · · · → λ̄(d,...,0)N → 0.

We remark that, in C(Mod R), LW N need not be isomorphic to a minimal pure-
injective resolution P of N. In fact, when N is a projective or finitely generated
R-module, it holds that P0 ∼=

∏
m∈W0

N̂m = λ̄
(0)N (see [Warfield 1969, Theorem 3]

and [Enochs and Jenda 2000, Remark 6.7.12]), while (LW N )0 =
∏

0≤i0≤d λ̄
(i0)N.

Furthermore, Enochs [1987, Theorem 2.1] proved that if N is a flat R-module, then
P i is of the form

∏
p∈W≥i

T i
p for 0≤ i ≤ d (see Notation 6.1), where

W≥i = {p ∈ Spec R | dim R/p≥ i}.

On the other hand, for a flat or finitely generated R-module N, the differential
maps in the pure-injective resolution LW N are concretely described. In addition,
our approach based on the localization functor λW and the Čech complex LW

provide a natural morphism `W
: idC(Mod R)→ tot LW which induces isomorphisms

in D for all complexes of flat R-modules and complexes of finitely generated R-
modules. The reader should also compare Theorem 9.2 with [Thompson 2017b,
Theorem 5.2].

We close this paper with the following example of Theorem 9.2.

Example 9.4. Let R be a 2-dimensional local domain with quotient field Q. Let
W = {Wi }0≤i≤2 be as in Remark 9.3. Then LW R is a pure-injective resolution of
R, and LW R is of the following form:

0→Q⊕
( ∏

p∈W1

R̂p

)
⊕ R̂→

( ∏
p∈W1

R̂p

)
(0)
⊕(R̂)(0)⊕

∏
p∈W1

(̂ R̂)p→
( ∏

p∈W1

(̂ R̂)p

)
(0)
→0
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ZETA INTEGRALS FOR GSP(4) VIA BESSEL MODELS

RALF SCHMIDT AND LONG TRAN

We give a revised treatment of Piatetski-Shapiro’s theory of zeta integrals
and L-factors for irreducible, admissible representations of GSp(4, F) via
Bessel models. We explicitly calculate the local L-factors in the nonsplit
case for all representations. In particular, we introduce the new concept of
Jacquet–Waldspurger modules which play a crucial role in our calculations.
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1. Introduction

An irreducible, admissible representation of an algebraic reductive group over a
local field is called generic if it has a Whittaker model. Whittaker models are one of
the main tools to define local and global L-functions and ε-factors of representations.
The theory was developed by Jacquet and Langlands for GL(2) following ideas of
Tate’s thesis for GL(1). The general case of GL(n) was developed in a series of
works by Jacquet, Piatetski-Shapiro and Shalika. It is well known that any infinite
dimensional irreducible, admissible representation of GL(2) is always generic.

Let F be a nonarchimedean local field of characteristic zero. Takloo-Bighash
[2000] computed L-functions for all generic representations of the group GSp(4, F).
It is similar to the theory of GL(n) in that the approach is based on the existence of
Whittaker models and zeta integrals. The method was first introduced by Novod-
vorsky [1979] in the Corvallis conference. However, it turns out that there are many
irreducible, admissible representations of GSp(4, F) which are not generic.

In the 1970s, Novodvorsky and Piatetski-Shapiro introduced the concept of
Bessel models. In contrast to Whittaker models, every irreducible, admissible,
infinite-dimensional representation of GSp(4, F) admits a Bessel model of some
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Keywords: L-factors, GSp(4), Bessel models, Jacquet–Waldspurger modules.
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kind; see Theorem 6.1.4 of [Roberts and Schmidt 2016]. Piatetski-Shapiro [1997]
defined a new type of zeta integral with respect to Bessel models which led to a
parallel method to the GL(2) case of defining local factors. However, some of his
results were only sketched, and not many factors were calculated explicitly.

Danis,man calculated many Piatetski-Shapiro L-factors explicitly in the case
of nonsplit Bessel models. In [Danis,man 2014], representations were treated
whose Jacquet module with respect to the Siegel parabolic has at most length 2. In
[Danis,man 2015a], this was extended to length at most 3. Nongeneric supercuspidals
were the topic of [Danis,man 2015b].

In this work we revisit both Piatetski-Shapiro’s original theory and Danis,man’s
explicit calculations. We generalize the theory of [Piatetski-Shapiro 1997] in that
we do not restrict ourselves to unitary representations. We also fill in some of the
missing proofs, for example in the argument that generic representations do not
admit “exceptional poles”.

Generalizing Danis,man’s approach, we give a unified treatment of the asymptotics
of Bessel functions in the nonsplit case which works for all representations. The
key here is to consider a new type of finite-dimensional module VN ,T,3 associated
to an irreducible, admissible representation (π, V ) of GSp(4, F). These Jacquet–
Waldspurger modules control the asymptotics of Bessel functions. Table 2 contains
the semisimplifications of all Jacquet–Waldspurger modules, and Table 3 contains
their precise algebraic structure as F×-modules. A key lemma in the nonsplit case
is due to Danis,man; see Proposition 4.3.3.

Once the asymptotic behavior is known, it is easy to calculate the regular part
LPS

reg(s, π, µ) of the Piatetski-Shapiro L-factor; see Table 5. Our results show that
in all generic cases, LPS

reg(s, π, µ) coincides with the usual spin Euler factor defined
via the local Langlands correspondence, but for nongeneric representations these
factors generally disagree. The results of Table 5 also imply that LPS

reg(s, π, µ) is
independent of the choice of Bessel model.

2. Definitions and notations

Let F be a nonarchimedean local field of characteristic zero. Let o be its ring of inte-
gers, p the maximal ideal of o, and$ a generator of p. Let q be the cardinality of o/p.
We fix a nontrivial character ψ of F . Let v be the normalized valuation on F , and
let ν or | · | be the normalized absolute value on F . Hence ν(x)= q−v(x) for x ∈ F×.

Let GSp(4, F) := {g ∈ GL(4, F) : t g Jg = λJ, for some λ = λ(g) ∈ F×} be
defined with respect to the symplectic form

(1) J =
[

12

−12

]
.
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Let P = M N be the Levi decomposition of the Siegel parabolic subgroup P , where

(2) P = GSp(4, F)∩


∗ ∗ ∗ ∗

∗ ∗ ∗ ∗

∗ ∗

∗ ∗

, N =




1 x y
1 y z

1
1

 : x, y, z ∈ F


and M =

{[ x A
tA−1

]
: A ∈ GL(2, F), x ∈ F×

}
. We let

(3) H :=
{[

x I2

I2

]
: x ∈ F×

}
∼= F×.

Let

(4) β =

[
a b/2

b/2 c

]
, a, b, c ∈ F

be a symmetric matrix. Then β determines a character ψβ of N by

(5) ψβ

([
1 X

1

])
= ψ(tr(βX)), X =

[
x y
y z

]
.

Every character of N is of this form for a uniquely determined β. We say that ψβ
is nondegenerate if β ∈ GL(2, F).

Attached to a nondegenerate ψβ is a quadratic extension L/F . If− det(β) /∈ F×2,
we set L = F(

√
− det(β)); this is the nonsplit case. If − det(β) ∈ F×2, we set

L = F ⊕ F ; this is the split case. Let

(6) Aβ = {g ∈ M2(F) : t gβg = det(g)β}

=

{[
x + yb/2 yc
−ya x − yb/2

]
: x, y ∈ F

}
.

Then Aβ is an F-algebra isomorphic to L via the map

(7)
[

x + yb/2 yc
−ya x − yb/2

]
7−→ x + y1,

where 1=
√
− det(β) in the nonsplit case, and 1= (−δ, δ) if − det(β)= δ2.

Let T be the connected component of the stabilizer of ψβ in M . It is easy to
check that T ∼= A×β ∼= L×. We always consider T a subgroup of GSp(4, F) via

(8) T 3 g 7−→
[

g
det(g) t g−1

]
.
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Explicitly, T consists of all elements

(9)


x + yb/2 yc
−ya x − yb/2

x − yb/2 ya
−yc x + yb/2

, x, y ∈ F, x2
− y212

6= 0.

Let R := T N be the Bessel subgroup of GSp(4, F). If3 is a character of T , then
we can define a character 3⊗ψβ of R by tn 7→3(t)ψβ(n) for t ∈ T and n ∈ N .

Let (π, V ) be an irreducible, admissible representation of GSp(4, F). Nonzero
elements of HomR(V,C3⊗ψβ ) are called (3, β)-Bessel functionals. It is known
that if such a Bessel functional ` exists, then HomR(V,C3⊗ψβ ) is one-dimensional.
In this case the space of functions

(10) B(π,3, β) := {Bv : g 7→ `(π(v)g) : v ∈ V },

endowed with the action of GSp(4, F) given by right translations, is called the
(3, β)-Bessel model of π .

3. Jacquet–Waldspurger modules

In this section we introduce a certain finite-dimensional F×-module attached to
an irreducible, admissible representation of GSp(4, F). Since it is derived from
the usual Jacquet module by applying a Waldspurger functor, we call it a Jacquet–
Waldspurger module. Its relevance is that it controls the asymptotics of Bessel
functions along the subgroup H defined in (3). The main result of this section is
Table 2, which lists the semisimplifications of the Jacquet–Waldspurger modules in
the nonsplit case for all representations.

3.1. Jacquet modules. Let (π, V ) be an irreducible, admissible representation of
GSp(4, F),

V (N )= 〈π(n)v− v | v ∈ V, n ∈ N 〉 and VN = V/V (N )

be the usual Jacquet module with respect to the Siegel parabolic subgroup. We
identify M with GL(2, F)×GL(1, F) via the map

(11) (A, x) 7−→
[

x A
det(A) tA−1

]
, A ∈ GL(2, F), x ∈ F×,

so VN carries an action of M , and thus an action of GL(2, F)×GL(1, F) via this
isomorphism. We have tabulated the semisimplifications of these Jacquet modules
in Table 1. Note that this table differs from Table A.3 of [Roberts and Schmidt
2007] in three ways:
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• Roberts and Schmidt used a different version of GSp(4, F). Switching the last
two rows and columns provides an isomorphism.

• The Jacquet modules listed in [Roberts and Schmidt 2007, Table A.3] are
normalized, while the Jacquet modules listed in Table 1 are not. The normalized
Jacquet module is obtained from the unnormalized one by twisting by δ−1/2

P ,
where

δP

([
A

x tA−1

])
= |x−1 det(A)|3.

Hence, we replace each component τ ⊗ σ in [Roberts and Schmidt 2007,
Table A.3] by (ν3/2τ)⊗ (ν−3/2σ) in order to obtain the unnormalized Jacquet
modules.

• Roberts and Schmidt used the isomorphism

(12) (A, x) 7−→
[

A
x tA−1

]
, A ∈ GL(2, F), x ∈ F×.

Calculations show that we have to replace each component (ν3/2τ)⊗ (ν−3/2σ)

of the unnormalized Jacquet module by (στ)⊗ (ν3/2ωτσ).

3.2. Waldspurger functionals for GL(2). Recall the algebra Aβ ⊂M2(F) defined
in (6), and its unit group T ⊂ GL(2, F). Let 3 be a character of T . Let (τ, V )
be a smooth representation of GL(2, F) admitting a central character ωτ . A 3-
Waldspurger functional on τ is a nonzero linear map δ : V → C such that

δ(τ (t)v)=3(t)δ(v) for all v ∈ V and t ∈ T .

Since T contains the center Z of GL(2, F), a necessary condition for such a δ to
exist is that 3|F× =ωτ . As in the case of Bessel functionals, we call a Waldspurger
functional split if − det(β) ∈ F×2, otherwise nonsplit.

The (3, β)-Waldspurger functionals are the nonzero elements of the space
HomT (τ,C3). If we put

(13) V (T,3)= 〈τ(t)v−3(t)v : v ∈ V, t ∈ T 〉 and VT,3 = V/V (T,3),

then HomT (τ,C3) ∼= Hom(VT,3,C). Note that if L is a field, so that T/Z is
compact, then the space V (T,3) can also be characterized as

(14) V (T,3)=
{
v ∈ V :

∫
T/Z

3(t)−1τ(t)v dt = 0
}
.

The map V 7→ VT,3 defines a functor, called the Waldspurger functor, from the
category of smooth representations of GL(2, F) to the category of F×-modules.
This can be seen just as the analogous statement in the case of Jacquet modules. In
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particular, if L is a field, then the Waldspurger functor is exact; this follows from (14)
with similar arguments as in [Bernstein and Zelevinskii 1976, Proposition 2.35].

representation semisimplification

I χ1×χ2oσ (irreducible) σ (χ1×χ2)⊗ν
3/2χ1χ2σ+σ(χ2×χ1)⊗ν

3/2σ

+σ(χ1χ2×1F×)⊗ν
3/2χ1σ+σ(χ1χ2×1F×)⊗ν

3/2χ2σ

II a χStGL(2)oσ σχStGL(2)⊗ν
3/2χ2σ+σχStGL(2)⊗ν

3/2σ+(χ2σ×σ)⊗ν2χσ

b χ1GL(2)oσ σχ1GL(2)⊗ν
3/2χ2σ+σχ1GL(2)⊗ν

3/2σ+(χ2σ×σ)⊗νχσ

III a χoσStGSp(2) σ(χν−1/2
×ν1/2)⊗χν2σ+σ(χν1/2

×ν−1/2)⊗ν2σ

b χoσ1GSp(2) σ(χν1/2
×ν−1/2)⊗χνσ+σ(χν−1/2

×ν1/2)⊗νσ

IV a σStGSp(4) σStGL(2)⊗ν
3σ

b L(ν2, ν−1σStGSp(2)) σ1GL(2)⊗ν
3σ+σ(ν3/2

×ν−3/2)⊗νσ

c L(ν3/2StGL(2), ν
−3/2σ) σStGL(2)⊗σ+σ(ν

3/2
×ν−3/2)⊗ν2σ

d σ1GSp(4) σ1GL(2)⊗σ

V a δ([ξ, νξ ], ν−1/2σ) σξStGL(2)⊗ν
2σ+σStGL(2)⊗ξν

2σ

b L(ν1/2ξStGL(2), ν
−1/2σ) σξStGL(2)⊗νσ+σ1GL(2)⊗ξν

2σ

c L(ν1/2ξStGL(2), ξν
−1/2σ) σStGL(2)⊗ξνσ+σξ1GL(2)⊗ν

2σ

d L(νξ, ξoν−1/2σ) σ1GL(2)⊗ξνσ+σξ1GL(2)⊗νσ

VI a τ(S, ν−1/2σ) 2·(σStGL(2)⊗ν
2σ)+σ1GL(2)⊗ν

2σ

b τ(T, ν−1/2σ) σ1GL(2)⊗ν
2σ

c L(ν1/2StGL(2), ν
−1/2σ) σStGL(2)⊗νσ

d L(ν, 1F×oν−1/2σ) 2·(σ1GL(2)⊗νσ)+σStGL(2)⊗νσ

VII χoπ 0

VIII a τ(S, π) 0

b τ(T, π) 0

IX a δ(νξ, ν−1/2π(µ)) 0

b L(νξ, ν−1/2π(µ)) 0

X πoσ σπ⊗ν3/2ωπσ+σπ⊗ν
3/2σ

XI a δ(ν1/2π, ν−1/2σ) σπ⊗ν2σ

b L(ν1/2π, ν−1/2σ) σπ⊗νσ

supercuspidal 0

Table 1. Jacquet modules with respect to P , using the isomorphism (11).
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Now assume that (τ, V ) is irreducible and admissible. Then it is known by [Tun-
nell 1983; Saito 1993; Waldspurger 1985, Lemme 8] that the space HomT (τ,C3)

is at most one-dimensional. It follows that

(15) dim VT,3 ≤ 1.

The following facts are known for any character 3 of T such that 3|F× = ωτ :

• For principal series representations, we have

(16) dim(HomT (χ1×χ2,C3))= 1 for all 3;

see [Tunnell 1983, Proposition 1.6 and Theorem 2.3].

• For twists of the Steinberg representation, we have

(17) dim(HomT (σStGL(2),C3))=

{
0 if L is a field and 3= σ ◦NL/F ,

1 otherwise;

see [Tunnell 1983, Proposition 1.7 and Theorem 2.4].

• If τ is infinite-dimensional and L = F × F , then

(18) dim(HomT (π,C3))= 1 for all 3;

see Lemme 8 of [Waldspurger 1985].

• For one-dimensional representations, we have

(19) dim(HomT (σ1GL(2),C3))=

{
1 if 3= σ ◦NL/F ,

0 otherwise;

this is obvious.

3.3. Jacquet–Waldspurger modules. Recall the groups N and T defined in (2)
and (9), respectively. Let (π, V ) be an admissible representation of GSp(4, F). We
now consider

(20)
V (N , T,3)= 〈π(tn)v−3(t)v : v ∈ V, t ∈ T, n ∈ N 〉

VN ,T,3 = V/V (N , T,3).

Evidently, there is a surjective map VN → VN ,T,3 which induces an isomorphism

(21) (VN )T,3 ∼= VN ,T,3.

Here, on the left we use the notation (13) for the GL(2, F)-module VN . Note that,
in view of (8), we have to embed GL(2, F) into GSp(4, F) via the map

(22) GL(2, F) 3 g 7−→
[

g
det(g) t g−1

]
,



444 RALF SCHMIDT AND LONG TRAN

and consider VN a GL(2, F)-module via this embedding. We call VN ,T,3 the
Jacquet–Waldspurger module of π . This module retains an action of F×, coming
from the action of the group {diag(x, x, 1, 1) : x ∈ F×} on V . The map V 7→ VN ,T,3

defines a functor, called the Jacquet–Waldspurger functor, from the category of
admissible GSp(4, F)-representations to the category of F×-modules.

Lemma 3.3.1. Let V, V ′, V ′′ be admissible representations of GSp(4, F).

(i) If V = V ′⊕ V ′′ is a direct sum, then

(23) VN ,T,3 = V ′N ,T,3⊕ V ′′N ,T,3.

(ii) The Jacquet–Waldspurger functor is right exact, i.e, if 0→V ′→V→V ′′→ 0
is exact, then

(24) V ′N ,T,3→ VN ,T,3→ V ′′N ,T,3→ 0

is exact. Moreover, if we are in the nonsplit case, then the Jacquet–Waldspurger
functor is exact.

Proof. These are general properties of Jacquet-type functors. See Proposition 2.35
of [Bernstein and Zelevinskii 1976]. �

Lemma 3.3.2. Let (π, V ) be an admissible representation of GSp(4, F) of finite
length. Then the F×-module VN ,T,3 is finite-dimensional. More precisely, if n is
the length of the GL(2, F)-module VN , then dim VN ,T,3 ≤ n.

Proof. The proof is by induction on n. If n= 1, then VN is an irreducible, admissible
representation of GL(2, F). In this case the assertion follows from (15).

Assume that n > 1. Let V ′ be a submodule of VN of length n − 1. Then
V ′′ := VN/V ′ is irreducible. By (24), we have an exact sequence

(25) V ′T,3
α
−→ VN ,T,3→ V ′′T,3→ 0.

By induction and (15), it follows that

(26) dim VN ,T,3 = dim im(α)+ dim V ′′T,3 ≤ n− 1+ 1= n.

This concludes the proof. �

Assume that we are in the nonsplit case, i.e., the quadratic extension L is a
field. Then the semisimplifications of the VN ,T,3 can easily be calculated from
VN using (21). We already noted that in the nonsplit case the Waldspurger functor
is exact. Therefore, to calculate the VN ,T,3, we can simply take (τ ⊗ σ)T,3 for
each constituent τ ⊗ σ occurring in Table 1. If τT,3 is one-dimensional, then
(τ ⊗ σ)T,3 = σ1F× as an F×-module, and if τT,3 = 0, then (τ ⊗ σ)T,3 = 0. We
have listed the semisimplifications of the VN ,T,3 for all irreducible, admissible
representations in Table 2.
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representation semisimplification of VN ,T,3

I χ1×χ2 o σ (irreducible) ν3/2χ1χ2σ1F× + ν
3/2σ1F× + ν

3/2χ1σ1F× + ν
3/2χ2σ1F×

II a χStGL(2)o σ ν3/2χ2σ1F× + ν
3/2σ1F× + ν

2χσ1F×

b χ1GL(2)o σ ν3/2χ2σ1F× + ν
3/2σ1F× + νχσ1F×

III a χ o σStGSp(2) χν2σ1F× + ν
2σ1F×

b χ o σ1GSp(2) —

IV a σStGSp(4) ν3σ1F×

b L(ν2, ν−1σStGSp(2)) ν3σ1F× + νσ1F×

c L(ν3/2StGL(2), ν
−3/2σ) —

d σ1GSp(4) —

V a δ([ξ, νξ ], ν−1/2σ) ν2σ1F× + ξν
2σ1F×

b L(ν1/2ξStGL(2), ν
−1/2σ) νσ1F× + ξν

2σ1F×

c L(ν1/2ξStGL(2), ν
−1/2ξσ ) ξνσ1F× + ν

2σ1F×

d L(νξ, ξ o ν−1/2σ) ξνσ1F× + νσ1F×

VI a τ(S, ν−1/2σ) 2 · (ν2σ1F×)

b τ(T, ν−1/2σ) ν2σ1F×

c L(ν1/2StGL(2), ν
−1/2σ) —

d L(ν, 1F× o ν−1/2σ) —

VII χ oπ 0

VIII a τ(S, π) 0

b τ(T, π) 0

IX a δ(νξ, ν−1/2π(µ)) 0

b L(νξ, ν−1/2π(µ)) 0

X π o σ ν3/2ωπσ1F× + ν
3/2σ1F×

XI a δ(ν1/2π, ν−1/2σ) ν2σ1F×

b L(ν1/2π, ν−1/2σ) νσ1F×

supercuspidal 0

Table 2. The semisimplifications of Jacquet–Waldspurger modules. It
is assumed that L is a field, and that the representation of GSp(4, F)
admits a (3, β)-Bessel functional. A “ — ” indicates that no such Bessel
functional exists.
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4. Asymptotic behavior

We begin this section by developing a simple theory of finite-dimensional F×-
modules, which applies to the Jacquet–Waldspurger modules of the previous section.
In Section 4.2 we clarify the notion of “asymptotic function”. Using our previous
results on Jacquet–Waldspurger modules, as well as a result of Danis,man in the
nonsplit case (Proposition 4.3.3), we can calculate the asymptotic behavior of all
Bessel functions of all representations; see Table 4. Simultaneously, we obtain the
precise structure as an F×-module of the Jacquet–Waldspurger modules; see Table 3.

4.1. Finite-dimensional F×-modules. Recall that F× = 〈$ 〉× o×. We consider
representations of F× on finite-dimensional complex vector spaces. All such
representations are assumed to be continuous.

Let n be a positive integer and U be an n-dimensional complex vector space
with basis e1, . . . , en . We define an action of F× on U as follows:

• o× acts trivially on all of U .

• $ acts by sending e j to e j + e j−1 for all j ∈ {1, . . . , n}, where we understand
e0 = 0. In other words, the matrix of $ with respect to the basis e1, . . . , en is
a Jordan block

(27)


1 1
. . .

. . .

1 1
1

.
We denote the equivalence class of the F×-module thus defined by [n]. Note that
[n] is canonically defined, even though $ is not. Clearly, [n] is an indecomposable
F×-module. If σ is a character of F×, then σ [n] := σ ⊗[n] is also indecomposable.

Lemma 4.1.1. Every finite-dimensional indecomposable F×-module is of the form
σ [n] for some character σ of F× and positive integer n.

Proof. Let (ϕ,U ) be an indecomposable F×-module. We may decompose U
over o×, i.e.,

(28) U =
r⊕

i=1

U (σi ),

where the σi are pairwise distinct characters of F×, and

(29) U (σi )= {u ∈U : ϕ(x)u = σi (x)u for all x ∈ o×}.

Let f =ϕ($). Since each U (σi ) is f -invariant and U is indecomposable, it follows
that r = 1, i.e., U =U (σ ) for some character σ of o×. Indecomposability implies
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that the Jordan normal form of f consists of only one Jordan block

(30)


λ 1
. . .

. . .

λ 1
λ

, λ ∈ C×,

of size n. Extend σ to a character of F× by setting σ($)= λ. Then it is easy to
see that ϕ ∼= σ [n]. �

Lemma 4.1.2. Let U be a finite-dimensional F×-module. Then

(31) U ∼=
r⊕

i=1

σi [ni ]

with characters σi of F× and positive integers ni . A decomposition as in (31) is
unique up to permutation of the summands.

Proof. A decomposition as in (31) exists by Lemma 4.1.1. To prove uniqueness,
assume that

(32)
r⊕

i=1

σi [ni ] ∼=

s⊕
j=1

τ j [m j ].

By considering isotypical components with respect to characters of o×, we may
assume that all σi and τ j agree when restricted to o×. After appropriate tensoring
we may assume this restriction is trivial. The uniqueness statement then follows
from the uniqueness of Jordan normal forms. �

Lemma 4.1.3. Let σ be a character of F×, and n a positive integer. Let m ∈
{0, . . . , n}.

(i) There exists exactly one F×-invariant submodule Um of σ [n] of dimension m.
We have Uk ⊂Um for k ≤ m.

(ii) The representation of F× on Um is isomorphic to σ [m].

(iii) The representation of F× on σ [n]/Um is isomorphic to σ [n−m].

Proof. (i) Since the invariant subspaces of [n] and σ [n] coincide, we may assume
that σ = 1, so that σ [n] = [n]. Let e1, . . . , en be a basis of [n] with respect to
which $ acts via the matrix (27). Let Um = 〈e1, . . . , em〉. Then Um is invariant
and isomorphic to [m] as an F×-module.
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Conversely, let U ⊂ [n] be any nonzero invariant subspace. Then U is also
invariant under the endomorphism f with matrix

(33)


0 1
. . .

. . .

0 1
0

.
The effect of f on a column vector u is to shift its entries “up” and fill in a 0 at the
bottom. Let m be maximal with the property that there exists a u ∈U of the form

u = t
[u1, . . . , um, 0, . . . , 0] with um 6= 0.

The vector f m−1u is a nonzero multiple of e1, showing that e1 ∈U . Considering
f m−2u, we see that e2 ∈U as well. Continuing, we see that e1, . . . , em ∈U . The
maximality of m implies that U =Um .

(ii) We already saw that the subspace Um of [n] is isomorphic to [m]. Hence the
subspace σ ⊗Um of σ [n] is isomorphic to σ [m].

(iii) Clearly [n]/Um is isomorphic to [n−m]. Hence σ [n]/(σ ⊗Um) is isomorphic
to σ [n−m]. �

Let U be a finite-dimensional F×-module. For a character σ of F×, let Uσ

be the sum of all submodules of U isomorphic to σ [n] for some n. We call
Uσ the σ -component of U . By (31), U is the direct sum of its σ -components. A
homomorphism U→ V of finite-dimensional F×-modules induces a map Uσ→ Vσ
for all σ ; this follows from Lemma 4.1.3.

4.2. Asymptotic functions. Let L be the vector space of functions f : F×→ C

with the following properties:

(i) There exists an open-compact subgroup 0 of F× such that f (uγ )= f (u) for
all u ∈ F× and all γ ∈ 0.

(ii) f (u)= 0 for v(u)� 0.

Such f arise if we restrict Bessel functions on GSp(4, F) to the subgroup

{diag(u, u, 1, 1) : u ∈ F×} ∼= F×.

Clearly L contains the Schwartz space S(F×), i.e., the space of locally constant,
compactly supported functions F×→ C. We may think of the quotient L/S(F×)
as a space of “asymptotic functions”, in the sense that the image of some f ∈ L in
this quotient is determined by the values f (u) for v(u)� 0.

There is an action π̄ of F× on L given by translation: (π̄(x) f )(u)= f (ux) for
x, u ∈ F×. This is a smooth action by the properties of the elements of L. The action
preserves the subspace S(F×), so that we get an action on the quotient L/S(F×).
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For the proof of the following lemma, we will use the formula

(34)
n∑

k=0

(
n
k

)
(−1)k P(k)= 0 for all P ∈ C[X ] with deg(P) < n.

This formula follows by differentiating the identity (1+x)n=
∑n

k=0
(n

k

)
xk repeatedly

and setting x =−1.

Lemma 4.2.1. Let β ∈ C×. For a positive integer n, let Fn(β) be the space of
functions f : Z≥0→ C satisfying

(35)
n∑

k=0

(
n
k

)
(−β)n−k f (m+ k)= 0 for all m ≥ 0.

Then dimFn(β)= n, and a basis of Fn(β) is given by the functions

(36) f j (m)= m jβm, m ≥ 0,

for j = 0, . . . , n− 1.

Proof. It is clear from (35) that any f ∈ Fn(β) is determined by the values
f (0), . . . , f (n−1). Hence dimFn(β)≤ n, and we only need to show that the func-
tions f j lie in Fn(β) and are linearly independent. The fact that the functions f j lie
in Fn(β) follows from (34). It is easy to prove that they are linearly independent. �

Proposition 4.2.2. Let K be an F×-invariant subspace of L which contains S(F×)
with finite codimension n. Assume that, as an F×-module, the quotient K/S(F×) is
isomorphic to σ [n] for some character σ of F×. Then there exist f0, . . . , fn−1 ∈ K
with the following properties:

(i) The images of f0, . . . , fn−1 in K/S(F×) are a basis of the quotient space.

(ii) f j has asymptotic behavior

(37) f j (x)= v(x) jσ(x) for all x ∈ F× with v(x)� 0,

for all j ∈ {0, . . . , n− 1}.

Proof. It suffices to show that every f ∈ K has the asymptotic form

(38) f (x)=
n−1∑
k=0

ck v(x)kσ(x) for all x ∈ F× with v(x)� 0

for some constants ck . We have σ [n](u)= σ(u)id for u ∈ o× on all of σ [n]. Hence,
for a fixed unit u ∈ o×,

(39) π̄(u) f − σ(u) f ∈ S(F×).
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It follows that there exists a j0 ≥ 0 such that

(40) f (u$m+ j0)= σ(u) f ($m+ j0) for all m ≥ 0.

Since o× is compact and both sides of (40) are locally constant, we may choose j0
large enough so that (40) holds for all u ∈ o×.

Every vector in σ [n] is annihilated by (σ [n]($)− λ id)n , where we abbreviate
λ= σ($). Hence

(41) (π̄($)− λ id)n f ∈ S(F×)

for all f ∈ K, or

(42)
n∑

k=0

(
n
k

)
(−λ)n−kπ̄($ k) f ∈ S(F×).

It follows that there exists a j0 ≥ 0 such that

(43)
n∑

k=0

(
n
k

)
(−λ)n−k f ($m+k+ j0)= 0 for all m ≥ 0.

We may assume that the same j0 works for both (40) and (43). Setting h(m) :=
f ($m+ j0), (43) reads

(44)
n∑

k=0

(
n
k

)
(−λ)n−kh(m+ k)= 0 for all m ≥ 0.

By Lemma 4.2.1, there exist constants d0, . . . , dn−1 such that

(45) h(m)=
n−1∑
k=0

dkmkλm for all m ≥ 0.

We can then also find constants c0, . . . , cn−1 such that

(46) h(m)=
n−1∑
k=0

ck(m+ j0)kλm+ j0 for all m ≥ 0.

(To get the ck’s from the dk’s, expand mk
= ((m+ j0)− j0)k in (45).) For x ∈ F×

with v(x)≥ j0, write x = u$ j with u ∈ o× and j ≥ j0. Then

f (x)= σ(u) f ($ j ) by (40)

= σ(u)
n−1∑
k=0

ck j kλ j by (46)

=

n−1∑
k=0

ck v(x)kσ(x). �
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Corollary 4.2.3. Let U be a finite-dimensional submodule of L/S(F×). Then each
σ -component of U is indecomposable.

Proof. Let K be the preimage of U under the projection L→ L/S(F×). Assume
that there exists a σ for which Uσ is decomposable. Then Uσ contains a direct
sum σ [n] ⊕ σ [n′] with n, n′ > 0. By Proposition 4.2.2, there exist two functions
f, f ′ ∈ K such that the image of f in

U = K/S(F×)

lies in σ [n], the image of f ′ lies in σ [n′], and such that

(47) f (x)= σ(x) and f ′(x)= σ(x) for all x ∈ F× with v(x)� 0.

It follows from (47) that f and f ′ have the same image in K/S(F×), which is a
contradiction. �

4.3. Asymptotic behavior of Bessel functions. Let (π, V ) be an irreducible, ad-
missible representation of GSp(4, F). Assume that V is the (3, β)-Bessel model
of π with respect to a character 3 of T . We associate with each Bessel function
B ∈ V the function ϕB : F×→ C defined by

ϕB(u)= B(diag(u, u, 1, 1)).

Let K be the space spanned by all functions ϕB .

Lemma 4.3.1. K contains S(F×).

Proof. This follows by the same arguments as in Lemma 4.1 of [Danis,man 2014]. �

An easy argument as in Proposition 4.7.2 of [Bump 1997], or as in Proposition 3.1
of [Danis,man 2014], shows that if B ∈ V (N ), then ϕB has compact support. It is
also true, and equally easy to see, that

B ∈ V (N , T,3) H⇒ ϕB has compact support in F×.

It follows that the linear map B 7→ ϕB induces a surjection

(48) VN ,T,3→ K/S(F×).

Lemma 4.3.2. Assume that the map (48) is an isomorphism. Then every σ -
component of VN ,T,3 is indecomposable as an F×-module.

Proof. The map (48) induces an isomorphism of the respective σ -components.
Hence the assertion follows from Corollary 4.2.3. �

Proposition 4.3.3. Suppose we are in the nonsplit case. Then the map (48) is an
isomorphism.

Proof. See Theorem 4.9 of [Danis,man 2014]. �
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Recall that in Table 2 we determined the semisimplifications of the Jacquet–
Waldspurger modules for all irreducible, admissible representations. In the nonsplit
case, we can now determine the precise algebraic structure of these modules.

Corollary 4.3.4. The algebraic structure of the Jacquet–Waldspurger modules
VN ,T,3 for all irreducible, admissible representations of GSp(4, F) is given in
Table 3, under the assumption that the representation (π, V ) admits a nonsplit
(3, β)-Bessel functional. (A “ — ” indicates that no such Bessel functional exists.)

Proof. By Proposition 4.3.3 and Lemma 4.3.2, every σ -component of VN ,T,3 is
indecomposable. This information, together with the semisimplifications from
Table 2, gives the precise structure. �

For type I, we have to distinguish various cases, depending on the regularity of
the inducing character:

(49) VN ,T,3

=



ν3/2χ1χ2σ ⊕ ν
3/2χ1σ ⊕ ν

3/2χ2σ ⊕ ν
3/2σ if χ1χ2, χ1, χ2, 1

are pairwise different,

ν3/2χ2σ ⊕ (ν3/2χσ)[2]⊕ ν3/2σ if χ := χ1 = χ2 6= 1, χ2
6= 1,

(ν3/2χσ)[2]⊕ (ν3/2σ)[2] if χ := χ1 = χ2 6= 1, χ2
= 1,

(ν3/2χσ)[2]⊕ (ν3/2σ)[2] if {χ1, χ2} = {χ 6= 1, 1}

(ν3/2σ)[4] if χ1 = χ2 = 1.

Corollary 4.3.5. Table 4 shows the asymptotic behavior of the functions

B(diag(u, u, 1, 1))

for all irreducible, admissible representations (π, V ) of GSp(4, F), where B runs
through a nonsplit (3, β)-Bessel model of π . (A “ — ” indicates that no such Bessel
model exists.)

Proof. By Proposition 4.3.3, the map (48) is an isomorphism. We can thus use
Proposition 4.2.2, which translates the algebraic structure of VN ,T,3 given in Table 3
into the asymptotic behavior of Bessel functions. �

Remark. This result is to be understood in the sense that all the constants given
in Table 4 are necessary, i.e., for any choice of C1,C2, . . . there exists a Bessel
function B such that B(diag(u, u, 1, 1)) has the asymptotic behavior given by this
choice of constants.
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representation VN ,T,3

I χ1×χ2 o σ see (49)

II a χStGL(2)o σ χ2
6= 1 ν2χσ ⊕ ν3/2χ2σ ⊕ ν3/2σ

χ2
= 1 ν2χσ ⊕ (ν3/2σ)[2]

b χ1GL(2)o σ χ2
6= 1 νχσ ⊕ ν3/2χ2σ ⊕ ν3/2σ

χ2
= 1 νχσ ⊕ (ν3/2σ)[2]

III a χ o σStGSp(2) χν2σ ⊕ ν2σ

b χ o σ1GSp(2) —

IV a σStGSp(4) ν3σ

b L(ν2, ν−1σStGSp(2)) ν3σ ⊕ νσ

c L(ν3/2StGL(2), ν
−3/2σ) —

d σ1GSp(4) —

V a δ([ξ, νξ ], ν−1/2σ) ν2σ ⊕ ξν2σ

b L(ν1/2ξStGL(2), ν
−1/2σ) νσ ⊕ ξν2σ

c L(ν1/2ξStGL(2), ν
−1/2ξσ ) ξνσ ⊕ ν2σ

d L(νξ, ξ o ν−1/2σ) ξνσ ⊕ νσ

VI a τ(S, ν−1/2σ) (ν2σ)[2]

b τ(T, ν−1/2σ) ν2σ

c L(ν1/2StGL(2), ν
−1/2σ) —

d L(ν, 1F× o ν−1/2σ) —

VII χ oπ 0

VIII a τ(S, π) 0
b τ(T, π) 0

IX a δ(νξ, ν−1/2π(µ)) 0

b L(νξ, ν−1/2π(µ)) 0

X π o σ ωπ 6= 1 ν3/2ωπσ ⊕ ν
3/2σ

ωπ = 1 (ν3/2σ)[2]

XI a δ(ν1/2π, ν−1/2σ) ν2σ

b L(ν1/2π, ν−1/2σ) νσ

supercuspidal 0

Table 3. Jacquet–Waldspurger modules VN ,T,3. It is assumed
that L is a field, and that the representation of GSp(4, F) admits
a (3,ψβ)-Bessel functional. A “ — ” indicates that no nonsplit
Bessel functional exists.
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representation |u|−3/2 B(diag(u, u, 1, 1))

I χ1×χ2 o σ see (50)

II a χStGL(2)o σ χ2
6= 1 C1(ν

1/2χσ)(u)+C2(χ
2σ)(u)+C3σ(u)

χ2
= 1 C1(ν

1/2χσ)(u)+ (C2+C3v(u))σ (u)

b χ1GL(2)o σ χ2
6= 1 C1(ν

−1/2χσ)(u)+C2(χ
2σ)(u)+C3σ(u)

χ2
= 1 C1(ν

−1/2χσ)(u)+ (C2+C3v(u))σ (u)

III a χ o σStGSp(2) C1(ν
1/2χσ)(u)+C2(ν

1/2σ)(u)

b χ o σ1GSp(2) —

IV a σStGSp(4) C(ν3/2σ)(u)

b L(ν2, ν−1σStGSp(2)) C1(ν
3/2σ)(u)+C2(ν

−1/2σ)(u)

c L(ν3/2StGL(2), ν
−3/2σ) —

d σ1GSp(4) —

V a δ([ξ, νξ ], ν−1/2σ) C1(ν
1/2ξσ )(u)+C2(ν

1/2σ)(u)

b L(ν1/2ξStGL(2), ν
−1/2σ) C1(ν

1/2ξσ )(u)+C2(ν
−1/2σ)(u)

c L(ν1/2ξStGL(2), ν
−1/2ξσ ) C1(ν

−1/2ξσ )(u)+C2(ν
1/2σ)(u)

d L(νξ, ξ o ν−1/2σ) C1(ν
−1/2ξσ )(u)+C2(ν

−1/2σ)(u)

VI a τ(S, ν−1/2σ) (C1+C2v(u))(ν1/2σ)(u)

b τ(T, ν−1/2σ) C(ν1/2σ)(u)

c L(ν1/2StGL(2), ν
−1/2σ) —

d L(ν, 1F× o ν−1/2σ) —

VII χ oπ 0

VIII a τ(S, π) 0

b τ(T, π) 0

IX a δ(νξ, ν−1/2π(µ)) 0

b L(νξ, ν−1/2π(µ)) 0

X π o σ ωπ 6= 1 C1(ωπσ)(u)+C2σ(u)

ωπ = 1 (C1+C2v(u))σ (u)

XI a δ(ν1/2π, ν−1/2σ) C(ν1/2σ)(u)

b L(ν1/2π, ν−1/2σ) C(ν−1/2σ)(u)

supercuspidal 0

Table 4. Asymptotic behavior of B(diag(u, u, 1, 1)) in the nonsplit
case. A “ — ” indicates that no nonsplit Bessel functional exists.
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Again, for type I we have to distinguish various cases:

(50) |u|−3/2 B(diag(u, u, 1, 1))

=



C1(χ1χ2σ)(u) if χ1χ2, χ1, χ2, 1
+C2(χ1σ)(u)+C3(χ2σ)(u)+C4σ(u) are pairwise different,

C1(χ
2σ)(u) if χ := χ1 = χ2 6= 1, χ2

6= 1,
+(C2+C3v(u))(χσ)(u)+C4σ(u)

(C1+C2v(u))(χσ)(u)+ (C3+C4v(u))σ (u) if χ := χ1 = χ2 6= 1, χ2
= 1,

(C1+C2v(u))(χσ)(u)+ (C3+C4v(u))σ (u) if {χ1, χ2} = {χ 6= 1, 1},

(C1+C2v(u)+C3v
2(u)+C4v

3(u))σ (u) if χ1 = χ2 = 1.

Remark 4.3.6. The proof of Proposition 4.3.3 given in [Danis,man 2014] is based
on the exactness of the Waldspurger functor, which is only true in the nonsplit case.
Assume that (π, V ) is an irreducible, admissible representation of GSp(4, F) which
admits a split Bessel model B(π,3, β). Then we still have the surjection (48),
which implies that the space of asymptotic functions K/S(F×), as an F×-module,
is a quotient of the Jacquet–Waldspurger module VN ,T,3. Starting from the VN ,T

given in Table 1, the VN ,T,3 can be calculated in many cases, but some of them
pose difficulties, again due to the fact that the Waldspurger functor in the split case
is not exact. Thus, complete results in the split case would follow from the solution
of the following two problems:

• Calculate the Jacquet–Waldspurger modules VN ,T,3 in all cases.

• Control the kernel of the map (48).

The current methods still allow for some preliminary results on the asymptotic
behavior of the functions B(diag(u, u, 1, 1)) in the split case. More precisely, it is
not difficult to create a table similar to Table 4, but it is unclear if all the constants Ci

in such a table are really necessary. What is clear is that every B(diag(u, u, 1, 1))
is of the general form

(51) B(diag(u, u, 1, 1))=
n∑

i=1

Civ(u)kiσi (u) for v(u)� 0

with ki nonnegative integers, σi characters of F×, and Ci ∈ C.

5. Local zeta integrals and L-factors

Given an irreducible, admissible, unitary representation π of GSp(4, F) and a
character µ of F×, a certain type of zeta integral was introduced in Section 3 of
[Piatetski-Shapiro 1997] and used to define an L-factor LPS(s, π, µ). These zeta
integrals depend on a choice of Bessel model for π , and hence the L-factor may
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also depend on this choice. In many cases, though, one can prove that LPS(s, π, µ)
is independent of the choice of Bessel data.

In Section 5.1 we introduce a simplified type of zeta integral and use it to define
the regular part LPS

reg(s, π, µ) of the Piatetski-Shapiro L-factor. The simplified zeta
integrals also depend on the choice of a Bessel model for π . Using the asymptotic
behavior given in Table 4, we explicitly calculate LPS

reg(s, π, µ) in the nonsplit case
for all representations. It turns out that LPS

reg(s, π, µ) is independent of the choice
of Bessel model, and coincides with the usual degree-4 (spin) Euler factor if π
is generic. For nongeneric representations, however, the two factors do not agree
in general.

We then investigate the Piatetski-Shapiro zeta integrals (78). Their definition
involves a certain subgroup G of GSp(4, F), to which we dedicate Section 5.2. The
resulting L-factor LPS(s, π, µ) is either equal to LPS

reg(s, π, µ), or has an additional
factor L(s+ 1/2,3µ), where 3µ =3 · (µ ◦ NL/F ) depends on the Bessel data. In
Section 5.5 we will identify several cases where LPS(s, π, µ)= LPS

reg(s, π, µ).
Overall in this section we closely follow [Piatetski-Shapiro 1997]. However, we

treat all representations, not only unitary ones. Our notion of exceptional pole is
slightly more general than the one given in [Piatetski-Shapiro 1997]. Also, we fill
in some of the missing proofs of that paper.

5.1. The simplified zeta integrals. Let π be an irreducible, admissible represen-
tation of GSp(4, F). Let B(π,3, β) be a (3, β)-Bessel model for π . Let µ be
a character of F×. For B ∈ B(π,3, β) and s ∈ C, we define the simplified zeta
integrals

(52) ζ(s, B, µ)=
∫

F×

B
([

x
1

])
µ(x)|x |s−3/2 d×x .

The same integrals appear in Proposition 18 of [Danis,man 2015b]. Using the
general form (51) of the functions B

([ x
1

])
, which holds both in the split and the

nonsplit case, it is easy to see that ζ(s, B, µ) converges to an element of C(q−s)

for real part of s large enough. Let I (π, µ) be the C-vector subspace of C(q−s)

spanned by all ζ(s, B, µ) as B runs through B(π,3, β).

Proposition 5.1.1. Let π be an irreducible, admissible representation of GSp(4, F)
admitting a (3, β)-Bessel model with β as in (4). Then I (π, µ) is a nonzero
C[q−s, qs

] module containing C, and there exists R(X) ∈ C[X ] such that

R(q−s)I (π, µ)⊂ C[q−s, qs
],

so that I (π, µ) is a fractional ideal of the principal ideal domain C[q−s, qs
] whose

quotient field is C(q−s). The fractional ideal I (π, µ) admits a generator of the
form 1/Q(q−s) with Q(0)= 1, where Q(X) ∈ C[X ].
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Proof. One can argue as in the proof of Proposition 2.6.4 of [Roberts and Schmidt
2007]. One step in the proof is to show that I (π, µ) contains C. This follows from
Lemma 4.3.1. �

Using the notation of this proposition, we set

(53) LPS
reg(s, π, µ) := 1/Q(q−s)

and call this the regular part of the Piatetski-Shapiro L-factor; see [Piatetski-Shapiro
1997]. As the notation indicates, LPS

reg(s, π, µ) does not depend on the Bessel data
β and 3. This is implied by the following result.

Theorem 5.1.2. Table 5 shows the factors LPS
reg(s, π, µ) for all irreducible, admis-

sible representations (π, V ) of GSp(4, F) in the nonsplit case. (A “ — ” indicates
that no nonsplit Bessel functional exists.)

Proof. Up to an element of S(F×), the functions x 7→ B
([ x

1

])
, where B ∈

B(π,3, β), are listed in Table 4. Using the fact that

(54)
∞∑

m=m0

m j zm
= g(z)

1
(1− z) j+1

with a function g(z) which is holomorphic and nonvanishing at z = 1, the integrals
in (52) are thus easily calculated up to elements of C[qs, q−s

]. �

Also indicated in Table 5 are the generic representations (i.e., those that admit
a Whittaker model); supercuspidals may or may not be generic. We see that for
all generic representations LPS

reg(s, π, µ)= L(s, ϕ) if µ= 1F× . Here L(s, ϕ) is the
L-factor of the Langlands parameter ϕ of π , as listed in Table A.8 of [Roberts and
Schmidt 2007].

5.2. The group G. We now recall the setup of [Piatetski-Shapiro 1997]. Let L be
the quadratic extension of F as in Section 2. Let V = L2, which we consider as a
space of row vectors. We endow V with the skew-symmetric F-linear form

(55) ρ(x, y)= TrL/F (x1 y2− x2 y1), x = (x1, x2), y = (y1, y2).

Let

GSpρ =
{
g ∈ GL(4, F) : ρ(xg, yg)= λρ(x, y),

for some λ= λ(g) ∈ F×, for all x, y ∈ V
}

be the symplectic similitude group of the form ρ. Let

(56) G = {g ∈ GL(2, L) : det(g) ∈ F×}.

The group G acts on V by matrix multiplication from the right. A calculation shows

(57) ρ(xg, yg)= det(g)ρ(x, y)
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representation LPS
reg(s, π, µ) generic

I χ1×χ2 o σ (irreducible) L(s, χ1χ2σµ)L(s, σµ)L(s, χ1σµ)L(s, χ2σµ) •

II a χStGL(2)o σ L(s, ν1/2χσµ)L(s, χ2σµ)L(s, σµ) •

b χ1GL(2)o σ L(s, ν−1/2χσµ)L(s, χ2σµ)L(s, σµ)

III a χ o σStGSp(2) L(s, ν1/2χσµ)L(s, ν1/2σµ) •

b χ o σ1GSp(2) —

IV a σStGSp(4) L(s, ν3/2σµ) •

b L(ν2, ν−1σStGSp(2)) L(s, ν3/2σµ)L(s, ν−1/2σµ)

c L(ν3/2StGL(2), ν
−3/2σ) —

d σ1GSp(4) —

V a δ([ξ, νξ ], ν−1/2σ) L(s, ν1/2ξσµ)L(s, ν1/2σµ) •

b L(ν1/2ξStGL(2), ν
−1/2σ) L(s, ν1/2ξσµ)L(s, ν−1/2σµ)

c L(ν1/2ξStGL(2), ν
−1/2ξσ ) L(s, ν−1/2ξσµ)L(s, ν1/2σµ)

d L(νξ, ξ o ν−1/2σ) L(s, ν−1/2ξσµ)L(s, ν−1/2σµ)

VI a τ(S, ν−1/2σ) L(s, ν1/2σµ)2 •

b τ(T, ν−1/2σ) L(s, ν1/2σµ)

c L(ν1/2StGL(2), ν
−1/2σ) —

d L(ν, 1F× o ν−1/2σ) —

VII χ oπ 1 •

VIII a τ(S, π) 1 •

b τ(T, π) 1

IX a δ(νξ, ν−1/2π(µ)) 1 •

b L(νξ, ν−1/2π(µ)) 1

X π o σ L(s, ωπσµ)L(s, σµ) •

XI a δ(ν1/2π, ν−1/2σ) L(s, ν1/2σµ) •

b L(ν1/2π, ν−1/2σ) L(s, ν−1/2σµ)

supercuspidal 1 ◦

Table 5. Regular parts of Piatetski-Shapiro L-factors (nonsplit case).

for x, y ∈ V and g ∈ G. Hence, G ⊂ GSpρ . Since all four-dimensional symplectic
F-spaces are isomorphic to the standard space F4 with the form (1), the groups
GSpρ and GSp(4, F) are isomorphic; here, we think of GSp(4, F) as acting on the
right on the space of row vectors F4. We wish to find one such isomorphism under
which the group G takes on a particularly simple shape inside GSp(4, F).
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For this we assume that the matrix β in (4) is diagonal and nondegenerate, i.e.,
b = 0 and a, c 6= 0; after a suitable conjugation, every nondegenerate β can be
brought into this form. Consider the following F-basis of V,

(58) f1 = (1, 0), f2 = (1/c, 0), f3 = (0, 1/2), f4 = (0, c/(21)).

Let e1, . . . , e4 be the standard basis of F4. Then the map fi 7→ ei establishes
an isomorphism V ∼= F4 preserving the symplectic form on both spaces (the
form ρ on V , and the form J defined in (1) on F4). The resulting isomorphism
GSpρ ∼= GSp(4, F) has the following properties:

G 3
[

x
1

]
7−→


x

x
1

1

,(59)

G 3
[

1
x

]
7−→


1

1
x

x

,(60)

G 3
[

t
t̄

]
7−→


x yc
−ya x

x ya
−yc x

 for t = x + y1 ∈ L×,(61)

G 3
[

1 x + y1
1

]
7−→


1 2x −2ay

1 −2ay −2ac−1x
1

1

.(62)

Here, t̄ = x − y1 is the Galois conjugate of t . Recall from (9) that the matrices on
the right hand side of (61) are precisely the elements of T . It is easy to verify that the
matrices on the right-hand side of (62) are precisely those elements of N that lie in

N0 =

{[
1 X

1

]
: tr(βX)= 0

}
=




1 x y
1 y z

1
1

 : ax + by+ cz = 0

 .(63)

In particular, if we consider G a subgroup of GSp(4, F), then we see that

G ∩ R = T N0;
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see Proposition 2.1 of [Piatetski-Shapiro 1997]. We define the following subgroups
of G:

AG
= G ∩

[
∗

∗

]
=

{[
xt

t̄

]
∈ GL(2, L) : x ∈ F×, t ∈ L×

}
,(64)

N0 = G ∩
[

1 ∗
1

]
=

{[
1 b

1

]
∈ GL(2, L) : b ∈ L

}
,(65)

BG
= G ∩

[
∗ ∗

∗

]
=

{[
a b

d

]
∈ GL(2, L) : ad ∈ F×

}
,(66)

K G
= G ∩GL(2, oL)=

{[
a b
c d

]
∈ GL(2, oL) : ad − bc ∈ F×

}
.(67)

By our remarks above, when embedded into GSp(4, F), the group N0 coincides
with the group introduced in (63), so that the notation is consistent. The Iwasawa
decomposition for GL(2, L) implies that G = BG K G . The modular factor for BG

is δ
([a b

d

])
= |a/d|L , where | · |L is the normalized absolute value on L . Note that

|t |L =|NL/F (t)|F for t ∈ L×. Let dn be the Haar measure on N0 that gives N0 ∩ K G

volume 1. Let da be the Haar measure on AG that gives AG
∩ K G volume 1. Let

dk be the Haar measure on K G with total volume 1. There is a Haar measure on
G given by

(68)
∫
N0

∫
AG

∫
K G

f (nak)δ(a)−1 dk da dn.

The measure (68) gives K G volume 1. We will also use the integration formula

(69)
∫

N0\G

f (g) dg =
∫

BG

f (wb) db =
∫
N0

∫
AG

f (wna) da dn

for a function f on G that is left N0-invariant (the db in the middle integral is a right
Haar measure on BG). Here,w=

[
−1

1]
∈G, which is embedded into GSp(4, F) as

(70) w 7−→


2
−2ac−1

1
2
−

1
2 ca−1




1
1

−1
−1

.
Principal series representations of G. Let 3 be a character of L×, let µ be a
character of F×, and s ∈ C. We denote by J (3,µ, s) the induced representation
indG

BG (χ) (unnormalized induction), where

(71) χ

([
xt ∗

t̄

])
= µ(x)|x |s+1/23(t)−1.



ZETA INTEGRALS FOR GSP(4) VIA BESSEL MODELS 461

It is easy to see that the contragredient of J (3,µ, s) is J (3−1, µ−1, 1− s).
Let V = L2, considered as a space of row vectors. Let S(V ) be the space of

Schwartz–Bruhat functions on V, i.e., the space of locally constant functions with
compact support. For g ∈ G, 8 ∈ S(V ) and a complex number s, we define

(72) f 8(g, µ,3, s)
:= µ(det(g))|det(g)|s+1/2

∫
L×

8((0, t̄)g)|t t̄ |s+1/2µ(t t̄)3(t) d×t.

This is the same definition as on page 265 of [Piatetski-Shapiro 1997], except we
have (0, t̄) instead of (0, t), in order to be compatible with our conventions about
Bessel models. Assuming convergence, a calculation shows that f 8 ∈ J (3,µ, s).

Let S0(V ) be the subspace of 8 ∈ S(V ) for which 8(0, 0) = 0. If 8 ∈ S0(V )
and g ∈ G, then 8((0, t̄ )g)= 0 for t outside a compact set of L×. It follows that
the integral (72) converges absolutely for 8 ∈ S0(V ), for any s ∈ C.

Lemma 5.2.1. J (3,µ, s)= { f 8( · , µ,3, s) :8 ∈ S0(V )}.

Proof. Given f ∈ J (3,µ, s), we need to find 8 ∈ S0(V ) such that f 8 = f . We
define 8 by

(73) 8(x, y)=

{
µ−1(det(k)) f (k) if (x, y)= (0, 1)k for some k ∈ K G,

0 if (x, y) 6∈ (0, 1)K G.

It is straightforward to verify that 8 is well defined, that 8 ∈ S0(V ), and that f 8

is a multiple of f . �

Lemma 5.2.2. Let 3µ =3 · (µ ◦ NL/F ).

(i) The representation J (3,µ, s) contains a one-dimensional G-invariant sub-
space if and only if

(74) 3µ(t)= |t |
−s−1/2
L for all t ∈ L×.

In this case the function

(75) f (g)= µ(det(g))|det(g)|s+1/2, g ∈ G,

spans a one-dimensional G-invariant subspace of indG
BG (χ).

(ii) The representation J (3,µ, s) contains a one-dimensional G-invariant quo-
tient if and only if

(76) 3µ(t)= |t |
−s+3/2
L for all t ∈ L×.

Proof. Part (i) is an easy exercise. Part (ii) follows from (i), observing that the
contragredient of J (3,µ, s) is J (3−1, µ−1, 1− s). �
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Note that condition (74) is equivalent to saying that s is a pole of L(s+1/2,3µ).
Later we will define the notion of exceptional pole; see (92). The exceptional poles
will be among the poles of L(s + 1/2,3µ). Note that, by (73), the function f
in (75) is a multiple of f 8, where

(77) 8(x, y)=
{

1 if (x, y)= (0, 1)k for some k ∈ K G,

0 if (x, y) 6∈ (0, 1)K G.

Hence, in the nonsplit case, 8 is the characteristic function of (oL⊕oL)\(pL⊕pL).

5.3. The zeta integrals. Let 3 be a character of T ∼= L×, and let µ be a character
of F×. Recall the definition of the functions f 8(g, µ,3, s) in (72). Let π be an
irreducible, admissible representation of GSp(4, F). Let B(π,3, β) be a (3, β)-
Bessel model for π . For B ∈ B(π,3, β) and s ∈ C, let

(78) Z(s, B,8,µ)=
∫

T N0\G

B(g) f 8(g, µ,3, s) dg,

provided this integral converges. (In [Piatetski-Shapiro 1997] this integral was
denoted by L(W,8,µ, s).) Substituting the definition of f 8(g, µ,3, s) and un-
folding the integral shows that

(79) Z(s, B,8,µ)=
∫

N0\G

B(g)8((0, 1)g)µ(det(g))|det(g)|s+1/2 dg.

By (68), we have

(80) Z(s, B,8,µ)

=

∫
AG

∫
K G

δ(a)−1 B(ak)8((0, 1)ak)µ(det(ak))|det(ak)|s+1/2 dk da.

Recall that S0(V ) is the space of 8 ∈ S(V ) satisfying 8(0, 0)= 0. Let 81 ∈ S(V )
be the characteristic function of oL ⊕ oL . Then every 8 ∈ S(V ) can be written in a
unique way as 8=80+ c81 with 80 ∈ S0(V ) and c ∈ C. We will first investigate
Z(s, B,8,µ) for 8 ∈ S0(V ).

Lemma 5.3.1. Let the notations and hypotheses be as above.

(i) For any B ∈ B(π,3, β) and 8 ∈ S0(V ), the function Z(s, B,8,µ) converges
for real part of s large enough to an element of C(q−s). This element lies in the
ideal I (π, µ) generated by all simplified zeta integrals; see Proposition 5.1.1.

(ii) For any B ∈ B(π,3, β), there exists 8 ∈ S0(V ) such that Z(s, B,8,µ) =
ζ(s, B, µ).
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Hence, the integrals Z(s, B,8,µ), as B runs through B(π,3, β) and 8 runs
through S0(V ), generate the ideal I (π, µ) already exhibited in Proposition 5.1.1.

Proof. (i) Let 8 ∈ S0(V ). We have

(81) 8((0, 1)ak)=8(t̄ k3, t̄ k4) if a =
[

xt
t̄

]
∈ AG, k =

[
k1 k2

k3 k4

]
∈ K G.

Since one of k3 or k4 is a unit and 8(0, 0)= 0, it follows that 8((0, 1)ak)= 0 if t
is outside a compact set of L×. As a consequence, there exists a small subgroup 0
of K G such that

8((0, 1)akγ )=8((0, 1)ak)

for all a ∈ AG , k ∈ K G and γ ∈ 0. By making 0 even smaller, we may assume
that B and µ◦det are right 0-invariant. It follows that Z(s, B,8,µ) as in (80) is a
finite sum of integrals of the form

(82) I (s, B,8,µ)=
∫
AG

δ(a)−1 B(a)8((0, 1)a)µ(det(a))|det(a)|s+1/2 da,

with different B and 8 ∈ S0(V ). Using coordinates on AG, we have

(83) I (s, B,8,µ)

=

∫
F×

∫
L×

|xt t̄−1
|
−1
L B

([
xt

t̄

])
8(0, t̄)µ(xt t̄)|xt t̄ |s+1/2 d×t d×x

=

∫
F×

∫
L×

|x |−23(t)B
([

x
1

])
8(0, t̄)µ(xt t̄)|xt t̄ |s+1/2 d×t d×x

=

(∫
F×

B
([

x
1

])
µ(x)|x |s−3/2 d×x

)(∫
L×

3(t)8(0, t̄)µ(t t̄)|t t̄ |s+1/2 d×t
)
.

The first integral is precisely ζ(s, B, µ); see (52). Since the integration in the
second integral is over a compact subset of L×, this integral is in C[qs, q−s

]. It
follows that I (s, B,8,µ) lies in the ideal I (π, µ).

(ii) By (79) and (69), we have

Z(s, B,8,µ)=
∫
N0

∫
AG

B(wna)8((0, 1)wna)µ(det(a))|det(a)|s+1/2 da dn

=

∫
N0

∫
AG

B(wna)8((−1, 0)na)µ(det(a))|det(a)|s+1/2 da dn
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=

∫
L

∫
F×

∫
L×

B
(
w

[
1 n

1

][
xt

t̄

])
8

(
(−1, 0)

[
1 n

1

][
xt

t̄

])
×µ(xt t̄)|xt t̄ |s+1/2 d×t d×x dn

=

∫
L

∫
F×

∫
L×

B
(
w

[
xt t̄n

t̄

])
8(−xt,−t̄n)µ(xt t̄)|x |s+1/2

|t |s+1/2
L d×t d×x dn

=

∫
L

∫
F×

∫
L×

B
(
w

[
xt n

t̄

])
8(−xt,−n)µ(xt t̄)|x |s+1/2

|t |s−1/2
L d×t d×x dn

=

∫
L

∫
F×

∫
L×

B
(
w

[
1

x−1

][
t n

t̄

])
8(−t,−n)

×µ(x)−1µ(t t̄)|x |3/2−s
|t |s−1/2

L d×t d×x dn.

Now choose 8 such that 8(−t,−n) is zero unless t is close to 1 and n is close to 0.
If the support of 8 is chosen small enough, then, after appropriate normalization,

Z(s, B,8,µ)=
∫

F×

B
([

x−1

1

]
w

)
µ(x)−1

|x |3/2−s d×x .

This is just ζ(s, wB, µ). The assertion follows. �

We see from Lemma 5.3.1 that, instead of (53), we could have chosen to define
LPS

reg(s, π, µ) as the gcd of all Z(s, B,8,µ), as B runs through B(π,3, β) and
8 runs through S0(V ). The same observation was made in [Danis,man 2015b,
Proposition 18(i)].

Next we investigate Z(s, B,81, µ), where we recall 81 is the characteristic
function of oL ⊕ oL . In the split case, a character 3 of L× = F×× F× is a pair
(λ1, λ2) of characters of F×, and by L(s,3) we mean L(s, λ1)L(s, λ2).

Lemma 5.3.2. Let 3µ =3 · (µ ◦ NL/F ).

(i) Assume that 3µ is ramified. Then Z(s, B,81, µ)= 0.

(ii) Assume that 3µ is unramified. Then

(84) Z(s, B,81, µ)= ζ(s, Bµ, µ)L(s+ 1/2,3µ),

where

(85) Bµ(g) :=
∫

K G

B(gk)µ(det(k)) dk, g ∈ GSp(4, F).
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Proof. Evidently, 81((x, y)k)=81(x, y) for all (x, y)∈ V and k ∈ K G . Therefore,
from (80), we get

(86) Z(s, B,81, µ)

=

∫
AG

∫
K G

δ(a)−1 B(ak)81((0, 1)a)µ(det(ak))|det(a)|s+1/2 dk da

=

∫
AG

δ(a)−1 Bµ(a)81((0, 1)a)µ(det(a))|det(a)|s+1/2 da.

Clearly, Bµ is an element of B(π,3, β) satisfying

Bµ(gk)= µ−1(det(k))Bµ(g)

for k ∈ K G . Using coordinates on AG , we have

(87) Z(s, B,81, µ)

=

∫
F×

∫
L×

|xt t̄−1
|
−1
L Bµ(a)81((0, t̄))µ(xt t̄)|xt t̄ |s+1/2 d×t d×x

=

∫
F×

∫
L×

Bµ

([
xt

t̄

])
81((0, t̄))µ(xt t̄)|t t̄ |s+1/2

|x |s−3/2 d×t d×x

=

∫
F×

∫
L×∩oL

3(t)Bµ

([
x

1

])
µ(xt t̄)|t t̄ |s+1/2

|x |s−3/2 d×t d×x

= ζ(s, Bµ, µ)
∫

L×∩oL

3(t)µ(t t̄)|t t̄ |s+1/2 d×t.

It is straightforward to calculate that

(88)
∫

L×∩oL

3(t)µ(t t̄)|t t̄ |s+1/2 d×t=
{

L(s+ 1/2,3µ) if 3µ is unramified,
0 if 3µ is ramified.

�

We see from Lemma 5.3.1 and Lemma 5.3.2 that Z(s, B,8,µ) converges for
real part of s large enough to an element of C(q−s), for any B ∈ B(π,3, β) and
8 ∈ S(V ). Let I3,β(π, µ) be the C-vector subspace of C(q−s) spanned by all
ζ(s, B, µ) as B runs through B(π,3, β).

Proposition 5.3.3. Let π be an irreducible, admissible representation of GSp(4, F)
admitting a (3, β)-Bessel model with β as in (4). Then I3,β(π, µ) is a nonzero
C[q−s, qs

] module containing C, and there exists R(X) ∈ C[X ] such that

R(q−s)I3,β(π, µ)⊂ C[q−s, qs
],
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so that I3,β(π, µ) is a fractional ideal of the principal ideal domain C[q−s, qs
]

whose quotient field is C(q−s). The fractional ideal I3,β(π, µ) admits a generator
of the form 1/Q(q−s) with Q(0)= 1, where Q(X) ∈ C[X ].

Proof. The proof is similar to that of Proposition 5.1.1. It follows easily from (79)
that I3,β(π, µ) is a C[qs, q−s

]-module. It follows from Proposition 5.1.1 and
Lemma 5.3.1 that I3,β(π, µ) contains C. �

Using the notation of this proposition, we set

(89) LPS
3 (s, π, µ) := 1/Q(q−s).

This is the Piatetski-Shapiro L-factor, as defined in [Piatetski-Shapiro 1997]. Our
notation indicates that these factors may depend on 3 (and β, which we suppress
from the notation).

We now distinguish two cases. In the first, assume

(90)
Z(s, B,8,µ)
LPS

reg(s, π, µ)
is entire for all B ∈ B(π,3, β) and 8 ∈ S(V ).

Being entire is equivalent to lying in C[qs, q−s
]. Hence, in this case the fractional

ideal generated by all Z(s, B,8,µ) is generated by LPS
reg(s, π, µ), and we have

(91) LPS
3 (s, π, µ)= LPS

reg(s, π, µ).

In particular, the Piatetski-Shapiro L-factor does not depend on 3 in this case.
For the second case, assume

(92)
Z(s, B,8,µ)
LPS

reg(s, π, µ)
has a pole for some B ∈ B(π,3, β) and 8 ∈ S(V ).

Such poles are called exceptional poles. By (84), exceptional poles are precisely
the poles of

(93)
ζ(s, Bµ, µ)
LPS

reg(s, π, µ)
L(s+ 1/2,3µ),

as B runs through B(π,3, β). Since the fraction in (93) is entire, exceptional poles
are found among the poles of L(s+ 1/2,3µ). If we write

(94) L(s,3µ)=
1

(1− γ1q−s)(1− γ2q−s)
,

where one of the complex numbers γ1, γ2 may be zero, then

(95) LPS(s, π, µ)= LPS
reg(s, π, µ)

1
P(q−s−1/2)

,

where P ∈ C[X ] is either 1− γi X or (1− γ1 X)(1− γ2 X).
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Remark. Our definition of exceptional pole is slightly more general than the one
given in [Piatetski-Shapiro 1997]. Therein, a complex number s0 is called an
exceptional pole if s0 is a pole of LPS(s, π, µ) but not of LPS

reg(s, π, µ). It follows
easily that an exceptional pole according to Piatetski-Shapiro is also an exceptional
pole according to our definition. However, the two notions may not coincide if there
is overlap between the poles of LPS

reg(s, π, µ) and the poles of L(s+ 1/2,3µ).
The regular poles are the poles of LPS

reg(s, π, µ). According to our definition,
an exceptional pole can also be regular, while in [Piatetski-Shapiro 1997] the two
notions are exclusive. Our definition is designed in such a way that LPS(s, π, µ) 6=
LPS

reg(s, π, µ) precisely if there exist exceptional poles.

5.4. Double coset decompositions. We first prove the following double coset de-
composition for GL(2, F). Let β be as in (4), and let T be the group of all

(96)
[

x + yb/2 yc
−ya x − yb/2

]
∈ GL(2, F), x2

− y2
(b2

4
− ac

)
6= 0.

Recall that we are in the split case if and only if b2
− 4ac ∈ F×2. We can and will

make the assumption that

(97) a, c 6= 0.

In the split case, let r1, r2 ∈ F× be the two roots of the equation

(98) ar2
+ br + c = 0.

Let B1 be the subgroup of GL(2, F) consisting of all elements of the form
[ 1 ∗
∗

]
,

and let B2 be the subgroup consisting of all elements of the form
[ 1
∗ ∗

]
.

Lemma 5.4.1. (i) In the nonsplit case, GL(2, F)= T B1 = T B2.

(ii) In the split case,

(99) GL(2, F)= T B1 t T g1s B1 t T g2s B1

= T B2 t T g1 B2 t T g2 B2, where gi =

[
1 ri

1

]
, s =

[
1

−1

]
.

The set T B1 (resp. T B2) is open and dense in GL(2, F), and consists of all[a1
a3

a2
a4

]
∈ GL(2, F) with aa2

1+ba1a3+ ca2
3 6= 0 (resp. aa2

2+ba2a4+ ca2
4 6= 0).

For i = 1 or 2, the set T gi s B1 (resp. T gi B2) consists of all
[a1

a3

a2
a4

]
∈ GL(2, F)

with a1 = a3ri (resp. a2 = a4ri ).

Proof. Calculations show that if aa2
1 + ba1a3+ ca2

3 6= 0, then the equation[
x + yb/2 yc
−ya x − yb/2

][
1 z

d

]
=

[
a1 a2

a3 a4

]
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can be solved for x, y, z, d. Assume that aa2
1 + ba1a3+ ca2

3 = 0. Then a1 = a3ri

for i = 1 or i = 2. Calculations show that the equation[
x + yb/2 yc
−ya x − yb/2

]
gi s
[

1 z
d

]
=

[
a1 a2

a3 a4

]
can be solved for x, y, z, d . This proves the statements for B1, and the proof for B2

is similar. �

Let P be the (F-points of the) Siegel parabolic subgroup of GSp(4, F); see (2).
Let G be the group defined in (56). We assume that β =

[a
c

]
with ac 6= 0, and

embed G into GSp(4, F) such that (59) to (62) hold. More generally, if

g =
[
α β

γ δ

]
∈ G,

then a calculation shows that, as an element of GSp(4, F),

(100) g =


α1 cα2 2β1 −2aβ2

−aα2 α1 −2aβ2 −
2a
c β1

1
2γ1

c
2γ2 δ1 −aδ2

c
2γ2 −

c
2a γ1 cδ2 δ1

.
Here, α= α1+1α2 etc., with 1 as defined after (7). The following result is a more
precise version of a remark made in the proof of Theorem 4.3 of [Piatetski-Shapiro
1997].

Lemma 5.4.2. Assume the above notations and hypotheses. Let

(101) s2 =


1

1
−1

1

.
Then

(102) GSp(4, F)= G P tGs2 P.

The double coset Gs2 P is open and dense in GSp(4, F), and

(103) s−1
2 Gs2 ∩ P =

{[
A

det(A) tA−1

]
: A ∈ GL(2, F)

}
.

We have Gs2 P = Gs2 H N , where H and N are defined in (3) and (2), respectively.
Furthermore,

G P =
{

G B2 N in the nonsplit case,
G B2 N t Gg1 B2 N t Gg2 B2 N in the split case,

(104)
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where

(105) B2 =




1
x y

y −x
1

 : x ∈ F, y ∈ F×

, gi =


1 ri

1
1
−ri 1

,

with r1, r2 ∈ F× being the two roots of the equation ar2
+ c = 0.

Proof. Using the description (100) of the elements of G, it is easy to verify (103). As
a consequence, Gs2 P=Gs2 H N . Equation (104) follows from (99); the disjointness
in the split case is easy to verify.

By the Bruhat decomposition,

(106) GSp(4, F)= Pt


1 ∗

1
1

1

s2 Pt


1
∗ 1 ∗

1 ∗
1

s1s2 Pt


1 ∗ ∗

1 ∗ ∗
1

1

s2s1s2 P.

Calculations show that

Gs2 P ∩


1 ∗ ∗

1 ∗ ∗
1

1

s2s1s2 P =

{[
1 X

1

]
s2s1s2 p : p ∈ P, tr(βX) 6= 0

}
,(107)

Gs2 P ∩


1
∗ 1 ∗

1 ∗
1

s1s2 P =




1
x 1 z

1 −x
1

s1s2 p : p ∈ P, x2
6= −a/c

 ,(108)

Gs2 P ∩


1 ∗

1
1

1

s2 P =


1 ∗

1
1

1

s2 P,(109)

Gs2 P ∩ P =∅,(110)

and

(111) G P ∩


1 ∗ ∗

1 ∗ ∗
1

1

s2s1s2 P =
{[

1 X
1

]
s2s1s2 p : p ∈ P, tr(βX)= 0

}
,
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G P ∩


1
∗ 1 ∗

1 ∗
1

s1s2 P =




1
x 1 z

1 −x
1

s1s2 p : p ∈ P, x2
=−a/c

 ,(112)

G P ∩


1 ∗

1
1

1

s2 P =∅,(113)

G P ∩ P = P.(114)

It follows that GSp(4, F) = G P t Gs2 P . Since the big Bruhat cell is dense in
GSp(4, F), (107) implies that Gs2 P is also dense in GSp(4, F). Since G P =
K G BG P = K G P is the product of a compact and a closed set, it is closed in
GSp(4, F). �

In the proof of the following lemma we will make use of the fact that a continuous
bijection X→ Y between p-adic spaces is a homeomorphism. This is because we
can cover X with open-compact subsets, and a continuous bijection from a compact
topological space to a Hausdorff space is a homeomorphism.

For a locally compact, totally disconnected space X , we denote by S(X) the
space of locally constant functions X→ C with compact support. If X is a group,
h ∈ X and φ ∈ S(X), we denote by Rhφ the element of S(X) given by x 7→ φ(xh),
and by Lhφ the element of S(X) given by x 7→ φ(h−1x).

Let U be the unipotent radical of the Borel subgroup of GSp(4, F). Then U
consists of all matrices of the form

1 ∗ ∗

∗ 1 ∗ ∗
1 ∗

1


in GSp(4, F). For c1, c2 ∈ F , we define a character ψc1,c2 of U by

(115) ψc1,c2




1 y ∗

x 1 ∗ ∗
1 −x

1


= ψ(c1x + c2 y).

The statement of the following result was mentioned in the proof of Theorem 4.3
of [Piatetski-Shapiro 1997].

Lemma 5.4.3. Let D : S(GSp(4, F))→C be a distribution on GSp(4, F) with the
following properties:
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• There exist c1, c2 ∈ F× such that

(116) D(Ruφ)= ψc1,c2(u)D(φ) for all u ∈U

and all φ ∈ S(GSp(4, F)).

• There exists a character β of G such that

(117) D(Lhφ)= β(h)D(φ) for all h ∈ G

and all φ ∈ S(GSp(4, F)).

Then D = 0.

Proof. Since GSp(4, F) = G P tGs2 P , it suffices to show that a distribution on
S(Gs2 P) with the properties (116) and (117) is zero, and a distribution on S(G P)
with those properties is also zero.

(1) First we prove that a distribution D on Gs2 P with the properties (116) and (117)
must be zero. For x ∈ F×, let hx = diag(x, x, 1, 1). By Lemma 5.4.2, Gs2 P =
Gs2 H N . In fact, every element of Gs2 P can be written in the form gs2hx n with
g ∈ G and uniquely determined x ∈ F× and n ∈ N . Hence Gs2 P is homeomorphic
to G× H × N . We consider the continuous map

p : Gs2 P→ F× defined by gs2hx n 7−→ x .

The set Gs2 P is invariant under the left action of G and the right action of U. It
is easy to see that every fiber p−1(x) is G ×U -invariant. By Corollary 2.1 of
[Aizenbud et al. 2010], Bernstein’s localization principle, it is sufficient to prove
that any distribution D on S(p−1(x)) with the properties (116) and (117) vanishes,
for all x ∈ F×.

We apply Proposition 4.3.2 of [Bump 1997] with

G× N ∼= Gs2hx N = p−1(x).

It shows that there exists a constant c1 ∈ C such that

D(φ)= c1

∫
G

∫
N

β(g) ψ−1
c1,c2

(n) φ(gs2hx n) dn dg

for all φ ∈ S(p−1(x)). We may choose some z ∈ F such that

ψc1,c2(uz) 6= 1 for uz =


1
z 1

1 −z
1

.
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By (62),

nz := s2uzs−1
2 =


1 −z

1 −z
1

1

 ∈ N0 ⊂ G,

so that D(Ln−1
z
φ) = β(n−1

z )D(φ) = D(φ) by (117). On the other hand, the
substitution g 7→ n−1

z gnz shows that

D(Ln−1
z
φ)= c1

∫
G

∫
N

φ(nzgs2hx n)β(g)ψ−1
c1,c2

(n) dn dg

= c1

∫
G

∫
N

φ(gnzs2hx n)β(g)ψ−1
c1,c2

(n) dn dg

= c1

∫
G

∫
N

8(gs2uzhx n)β(g)ψ−1
c1,c2

(n) dn dg

= c1

∫
G

∫
N

8(gs2hx nuz)β(g)ψ−1
c1,c2

(n) dn dg

= ψc1,c2(uz)c1

∫
G

∫
N

8(gs2hx n)β(g)ψ−1
c1,c2

(n) dn dg.

In the last step we used (116). Hence D(φ)=ψc1,c2(uz)D(φ), which implies D= 0
on S(p−1(x)).

(2) Next, using the decomposition (104), we prove that a distribution D on G P
with the properties (116) and (117) must be zero.

(2.1) We will first show that a distribution D on G B2 N with the properties (116)
and (117) must be zero. We define the groups

(118) H1 :=

kx =


1

x
x

1

 : x ∈ F×

, U1 :=


1
∗ 1 ∗

1 ∗
1

∩GSp(4, F).

Then, with N0 as in (63),

(119) G B2 N = GU H1 = G N0U1 H1 = GU1 H1 = G H1U1.

In fact, it is not difficult to see that any element of G P can be written in the form
gkx u with uniquely determined g ∈ G, x ∈ F× and u ∈ U1. Hence G B2 N is
homeomorphic to G× H1×U1. We consider the continuous map

p : G B2 N → F× defined by gkx u 7−→ x .
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The set G B2 N is invariant under the left action of G and the right action of U . It is
easy to see that every fiber p−1(x) is G×U -invariant. By Bernstein’s localization
principle, it is enough to show that a distribution D on p−1(x) with the properties
(116) and (117) vanishes.

We apply Proposition 4.3.2 of [Bump 1997] to

G×U1 ∼= GkxU1 = p−1(x).

It shows that there exists a constant c2 ∈ C such that

(120) D(φ)= c2

∫
G

∫
U1

β(g) ψ−1
c1,c2

(u1) φ

g


1

x
x

1

u1

 du1 dg

for any φ ∈ S(p−1(x)). Let t ∈ F× be such that ψ(c22t x) 6= 1,

(121) n :=


1 2t

1 −2ac−1t
1

1

 ∈ N0 ⊂ G and u :=


1 2t x

1
1

1

.
Hence,

ψc1,c2(u)= ψ(c22t x) 6= 1.

Much as above, we calculate

D(Ln−1φ)

= c2

∫
G

∫
U1

β(g)ψ−1
c1,c2

(u1)φ(gnkx u1)du1 dg

= c2

∫
G

∫
U1

β(g)ψ−1
c1,c2

(u1)φ

gkx


1 2t x

1 −2ac−1t x−1

1
1

u1

 du1 dg

= c2

∫
G

∫
F

∫
F

β(g)ψ−1(c1 y)φ

gkx


1 2t x

1 −2ac−1t x−1

1
1




1
y 1 z

1 −y
1


 dydzdg

= c2

∫
G

∫
F

∫
F

β(g)ψ−1(c1 y)φ

g


1 −2t xy

1 −2t xy
1

1

kx


1
y 1 z

1 −y
1




1 2t x
1

1
1


 dydzdg
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= c2

∫
G

∫
F

∫
F

β

g


1 2t xy

1 2t xy
1

1


 ψ−1(c1 y)φ

gkx


1
y 1 z

1 −y
1




1 2t x
1

1
1


 dydzdg

= c2

∫
G

∫
U1

β(g)ψ−1(c1 y)φ

gkx u1


1 2t x

1
1

1


 du1 dg

= D(Ruφ).

Hence, by (116) and (117),

D(φ)= D(Ln−1φ)= D(Ruφ)

= ψ(c22t x)D(φ).

It follows that D(φ)= 0.

(2.2) Now assume we are in the split case. Let i ∈ {1, 2}. We will show that
a distribution D on Ggi B2 N with the properties (116) and (117) must be zero.
Calculations in coordinates verify that

(122) g−1
i Ggi ∩ B2 =




1
y−1
2ri

y
y 1−y

2ri

1

 : y ∈ F×

.
It follows that

(123) Ggi B2 N = Ggi H1 N tGgi g̃i N , where g̃i =


1
−

1
2ri

1
1 1

2ri

1

,
and H1 is as in (118). We will proceed to show that a distribution D on Ggi B2 N
with the properties (117) and

(124) D(Ruφ)= ψ(c2x)D(φ) for all u =


1 x y

1 y z
1

1

 ∈ N

must be zero.
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(2.2.1) We will first show that a distribution D on Ggi H1 N with the properties
(117) and (124) vanishes. We have

(125) g−1
i Ggi ∩ H1 N =




1 −2ri u u
1 u v

1
1

 : u, v ∈ F

.
Hence

(126) Ggi H1 N = Ggi H1U2, where U2 =


1 ∗

1
1

1

.
In fact, every element of Ggi H1 N can be written in the form ggi kx u with uniquely
determined x ∈ F× and u ∈U2. We consider the continuous map

p : Ggi H1 N → F× defined by ggi kx u 7−→ x .

It is easy to see that every fiber p−1(x) is G× N -invariant. By Bernstein’s local-
ization principle, it is enough to show that a distribution D on p−1(x) with the
properties (117) and (124) vanishes. We apply Proposition 4.3.2 of [Bump 1997] to

G×U2 ∼= Ggi kxU2 = p−1(x).

It shows that there exists a constant c3 ∈ C such that

(127) D(φ)= c3

∫
G

∫
F

β(g) ψ−1(c2z) φ

ggi kx


1 z

1
1

1


 dz dg

for all φ ∈ S(p−1(x)). Now, for any y ∈ F ,

D(φ)= c3

∫
G

∫
F

β(g)ψ−1(c2z)φ

ggi kx


1 z

1
1

1




1 y
1 y

1
1


 dz dg

= c3

∫
G

∫
F

β(g)ψ−1(c2z)φ

ggi


1 y

1 y
1

1

kx


1 z

1
1

1


 dz dg
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= c3

∫
G

∫
F

β(g)ψ−1(c2z)φ

ggi


1 −2ri y y

1 y
1

1

g−1
i gi


1 2ri y

1
1

1

kx


1 z

1
1

1


 dz dg

= c3

∫
G

∫
F

β(g)ψ−1(c2z)φ

ggi


1 2ri y

1
1

1

kx


1 z

1
1

1


 dz dg

= c3

∫
G

∫
F

β(g)ψ−1(c2z)φ

ggi kx


1 z+2ri xy

1
1

1


 dz dg

=ψ(c22ri xy)c3

∫
G

∫
F

β(g)ψ−1(c2z)φ

ggi kx


1 z

1
1

1


 dz dg

=ψ(c22ri xy)D(φ).

It follows that D(φ)= 0.

(2.2.2) Finally, we will show that a distribution D on Ggi g̃i N with the properties
(117) and (124) vanishes. We have

(128) (gi g̃i )
−1Ggi g̃i ∩ N =




1 u
1 v

1
1

 : u, v ∈ F

 .
Hence

(129) Ggi g̃i N = Ggi g̃iU3, where U3 =


1 ∗

1 ∗
1

1

.
We apply Proposition 4.3.2 of [Bump 1997] to

G×U3 ∼= Ggi g̃iU3.

It shows that there exists a constant c4 ∈ C such that

(130) D(φ)= c4

∫
G

∫
F

β(g) φ

ggi g̃i


1 z

1 z
1

1


 dz dg
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for any φ ∈ S(Ggi g̃i N ). Then, for any x ∈ F ,

ψ(c2x)D(φ)= c4

∫
G

∫
F

β(g)φ

ggi g̃i


1 z

1 z
1

1




1 x
1

1
1


 dz dg

= c4

∫
G

∫
F

β(g)φ

ggi g̃i


1 x

1
1

1

(gi g̃i )
−1gi g̃i


1 z

1 z
1

1


 dz dg

= c4

∫
G

∫
F

β(g)φ

ggi g̃i


1 z

1 z
1

1


 dz dg

= D(φ).

It follows that D(φ)= 0. This concludes the proof. �

5.5. Some cases with no exceptional poles. The following is Theorem 4.2 of
[Piatetski-Shapiro 1997], with a slightly modified proof to accommodate our more
general notion of exceptional pole.

Theorem 5.5.1. Let µ be a character of F×. Let (π, V ) be an irreducible, admissi-
ble representation of GSp(4, F) admitting a (3, β)-Bessel model. Assume that s0

is an exceptional pole for the datum π,3, β, µ, as defined in the previous section.
Then there exists a nonzero functional ` : V → C with the property

(131) `(π(g)v)= µ−1(det(g))|det(g)|−s0−1/2 `(v) for all v ∈ V and g ∈ G.

Proof. By definition, the function

(132)
Z(s, B,8,µ)
LPS
3 (s, π, µ)

=
Z(s, B,8,µ)

LPS
reg(s, π, µ)L(s+ 1/2,3µ)

lies in C[qs, q−s
], for any choice of B ∈ B(π,3, β) and 8 ∈ S(V ). In particular,

we may evaluate at s0. We note that

(133)
Z(s, B,8,µ)
LPS
3 (s, π, µ)

∣∣∣∣
s=s0

= 0 if 8 ∈ S0(V ).

This follows from Lemma 5.3.1(i), and the fact that s0 is a pole of L(s+ 1/2,3µ).
We now define

(134) `(B)=
Z(s, B,81, µ)

LPS
3 (s, π, µ)

∣∣∣∣
s=s0

,
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where, as before,81 is the characteristic function of oL⊕oL . Since Z(s, B,8,µ)=
LPS
3 (s, π, µ) for some choice of B and 8, (133) implies that ` is a nonzero func-

tional. It follows from (79) that

(135) Z(s, π(g)B, g.8,µ)

= Z(s, B,8,µ)µ−1(det(g))|det(g)|−s−1/2 for all g ∈ G,

where (g.8)(x, y)=8((x, y)g). Consequently,

(136)
Z(s, π(g)B, g.81, µ)

LPS
3 (s, π, µ)

∣∣∣∣
s=s0

=
Z(s, B,81, µ)

LPS
3 (s, π, µ)

∣∣∣∣
s=s0

µ−1(det(g))| det(g)|−s0−1/2.

Since g.8−8 ∈ S0(V ), property (133) allows us to replace g.8 on the left-hand
side by 8. It follows that ` has the asserted property (131). �

Let c1, c2 ∈ F×. Recall from (115) the definition of the character ψc1,c2 of U .
An irreducible, admissible representation (π, V ) of GSp(4, F) is called generic if
it admits a nonzero functional L : V → C satisfying

(137) L(π(u)v)= ψc1,c2(u)L(v) for all v ∈ V, u ∈U.

Such an L is called a ψc1,c2-Whittaker functional.
The proof of (ii) of the following result has been sketched in Theorem 4.3 of

[Piatetski-Shapiro 1997]; here, we provide the details.

Corollary 5.5.2. There are no exceptional poles for π,3, β, µ if one of the follow-
ing conditions is satisfied.

(i) The character 3µ =3 · (µ ◦ NL/F ) is ramified.

(ii) π is generic.

Hence, in these cases we have LPS
3 (s, π, µ)= LPS

reg(s, π, µ), and in particular the
Piatetski-Shapiro L-factor is independent of the choice of Bessel model for π .

Proof. (i) This is immediate from Lemma 5.3.2(i).

(ii) Let (π, V ) be an irreducible, admissible, generic representation of GSp(4, F).
Let (π∨, V∨) be the contragredient representation. Then π∨ is also generic. Let L
be a ψc1,c2-Whittaker functional on V∨.

Assume that π admits an exceptional pole; we will obtain a contradiction. By
Theorem 5.5.1, there exists a character β of G and a functional ` : V → C such
that

(138) `(π(g)v)= β(g)v



ZETA INTEGRALS FOR GSP(4) VIA BESSEL MODELS 479

for all v ∈ V and g ∈ G. We define a linear map

(139) 1 : S(GSp(4, F))→ V∨

by

(140) 1(φ)(v)=

∫
GSp(4,F)

φ(g)`(π(g)v) dg,

where φ ∈ S(GSp(4, F)), v ∈ V , and ` is a functional as in (131). Since ` is
nonzero, it is easy to see that 1 is nonzero. One readily verifies that

(141) 1(Rhφ)= π
∨(h)1(φ) for all h ∈ GSp(4, F).

In particular, the image of 1 is an invariant subspace of V∨. Consequently, 1 is
surjective. This allows us to define a nonzero distribution D :S(GSp(4, F))→C by

(142) D(φ)= L(1(φ)), φ ∈ S(GSp(4, F)).

Since L is a ψc1,c2-Whittaker functional on V∨, it follows from (141) that

(143) D(Ruφ)= ψc1,c2(u)D(φ) for all u ∈U.

For h ∈ G, we have

1(Lhφ)(v)=

∫
GSp(4,F)

φ(h−1g)`(π(g)v) dg

=

∫
GSp(4,F)

φ(g)`(π(hg)v) dg

= β(h)
∫

GSp(4,F)

φ(g)`(π(g)v) dg

by (138). Hence 1(Lhφ)= β(h)1(φ), and thus

(144) D(Lhφ)= β(h)D(φ) for all h ∈ G.

By Lemma 5.4.3, properties (143) and (144) imply that D = 0, a contradiction. �
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TORIC SURFACES OVER AN ARBITRARY FIELD

FEI XIE

We study toric varieties over an arbitrary field with an emphasis on toric
surfaces in the Merkurjev–Panin motivic category of “K-motives”. We ex-
plore the decomposition of certain toric varieties as K-motives into prod-
ucts of central simple algebras, the geometric and topological information
encoded in these central simple algebras, and the relationship between the
decomposition of the K-motives and the semiorthogonal decomposition of
the derived categories. We obtain the information mentioned above for
toric surfaces by explicitly classifying all minimal smooth projective toric
surfaces using toric geometry.

1. Introduction

Throughout, we fix an arbitrary base field k. Let X be a scheme over k and let
K/k be a field extension. We say a scheme Y over k is a K/k-form of X if the
schemes X K := X ⊗k K and YK are isomorphic as schemes over K [Serre 1997,
Chapter III §1]. Let ks be the separable closure of k. A ks/k-form is simply called
a form or twisted form. The scheme Xks has a natural 0 = Gal(ks/k)-action.

We will focus on the study of toric varieties over k. Let X be a normal geo-
metrically irreducible variety over k and let T be an algebraic torus acting on X
over k. The variety X is a toric T -variety if there is an open orbit U such that U is a
principal homogeneous space or torsor over T. A toric T -variety is called split if the
torus T is split. The case of split toric varieties have been extensively studied, for
example in [Danilov 1978; Fulton 1993; Cox et al. 2011]. Since any toric variety
X has a torus action over k and is a twisted form of a split toric variety, the study
of X is equivalent to the study of the split toric variety Xks with a 0-action on the
fan structure as well as the study of the open orbit U ; see Section 3.

Iskovskih [1979] classified minimal rational surfaces over arbitrary fields. Focus-
ing on the cases of toric surfaces, we give an explicit description of minimal toric
surfaces via toric geometry. In addition, the explicit nature of the classification of
minimal toric surfaces made it possible for us to fully understand toric surfaces in

The author was supported in part by the NSF research grant DMS-#1160206.
MSC2010: primary 14J20, 14L30, 14M25; secondary 11E72, 16E35, 16H05.
Keywords: toric variety, motivic category, separable algebra, exceptional collection.
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aspects such as affirming Merkurjev and Panin’s question (Question 1) in dimen-
sion 2, decomposing toric surfaces as K-motives into products of central simple
algebras, and providing full exceptional collections for the derived categories of
toric surfaces, etc.

Theorem 4.12. The surface X is a minimal smooth projective toric surface if
and only if X is (i) a P1-bundle over a smooth conic curve but not a form of
F1= Proj(OP1⊕OP1(1)); (ii) the Severi–Brauer surface; (iii) an involution surface;
(iv) the del Pezzo surface of degree 6 with Picard rank 1.

This paper is motivated by ideas in [Merkurjev and Panin 1997], which studies
toric varieties over an arbitrary field in the motivic category C defined in loc. cit.,
and in particular by the following question:

Question 1. If X is a smooth projective toric variety over k, is K0(Xks ) always a
permutation 0-module?

Definition 1.1. A 0-module M is a permutation 0-module if there exists a 0-
invariant Z-basis of M. We call such a basis a permutation 0-basis or 0-basis.

The reason that we care about the 0-action on K0(Xks ) is that it in some way
determines X ; see Section 6. For example, if X has a rational point and K0(Xks ) is
a permutation 0-module, then X is isomorphic to the étale algebra corresponding
to any 0-basis of K0(Xks ) in the motivic category C [Merkurjev and Panin 1997,
Proposition 4.5]. In general, if K0(Xks ) has a permutation 0-basis of line bundles
over Xks , then the variety X decomposes into a finite product of central simple
algebras (over separable field extensions of k) in the motivic category C completely
described by this 0-basis as follows:

Theorem 6.5. Let X be a smooth projective toric T -variety over k that splits over l
and G = Gal(l/k). Assume K0(Xl) has a permutation G-basis P of line bundles
on Xl . Let {Pi }

t
i=1 be G-orbits of P, and let π : Xl→ X be the projection. For any

Si ∈ Pi , set Bi =EndOX (π∗(Si )) and B=
∏t

i=1 Bi . Then the map u=
⊕t

i=1 π∗(Si ) :

X→ B gives an isomorphism in the motivic category C.

Using the classification of minimal toric surfaces, we obtain that any smooth
projective toric surface satisfies the conditions of the above theorem:

Theorem 5.2. Let X be a smooth projective toric T -surface over k that splits over l
and G = Gal(l/k). Then K0(Xl) has a permutation G-basis of line bundles on Xl .

The original motivation for finding the decomposition of a smooth projective
variety over k into a product of central simple algebras in C is to compute higher
algebraic K-theory of the variety. Quillen [1973] computed higher algebraic K-
theory for Severi–Brauer varieties; see Example 3.5, and Swan [1985] for quadric
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hypersurfaces. Panin [1994] generalized their results by finding the decomposition
in C for twisted flag varieties.

As a matter of fact, these central simple algebras also encode arithmetic/geometric
information about the variety, and in nice cases, classify its twisted forms. Blunk
[2010] investigated del Pezzo surfaces of degree 6 over k in this direction; see
Example 3.6. He showed that a del Pezzo surface of degree 6 is determined by a
pair of Azumaya algebras (over étale quadratic and cubic extensions of the base
field, respectively) and the surface has a rational point if and only if both Azumaya
algebras in the pair are split. We will investigate the same information for all
smooth projective toric surfaces over k; see Section 7. For example, we obtain that
a P1-bundle over a smooth conic curve is isomorphic to k×Q×k×Q in C and the
surface is determined by the quaternion algebra Q corresponding to the conic curve.
More generally, if the Picard group Pic(Xks ) of a smooth projective toric variety X
is a permutation 0-module, then the open orbit U is determined by a set of central
simple algebras, each corresponding to a 0-orbit of Pic(Xks ); see Corollary 7.3.
This implies that the toric variety X has a rational point if and only if every central
simple algebra in the set is split.

Moreover, since Tabuada [2014, Theorem 6.10] showed that the motivic category
C is a part of the category of noncommutative motives Hmo0, it implies that certain
semiorthogonal decompositions of the derived category of a smooth projective
variety will give a decomposition of the variety in C (Theorem 8.4).

We will briefly discuss the possibility of lifting the motivic decomposition of a
smooth projective toric variety to the derived category; see Section 8.

By the classification of minimal toric surfaces and known results of semiorthog-
onal decomposition of rational surfaces, we can confirm the lifting for smooth
projective toric surfaces.

Theorem 8.6. Let X be a smooth projective toric surface over k that splits over l
and G = Gal(l/k). Then K0(Xl) has a permutation G-basis P of line bundles
over Xl such that each G-orbit is an exceptional block. Furthermore, there exists
an ordering of the G-orbits {Pi }

t
i=1 of P such that {P1, . . . , Pt } gives a full excep-

tional collection of Db(Xl). Therefore, for any Si ∈ Pi , {π∗S1, . . . , π∗St } is a full
exceptional collection of Db(X), where π : Xl→ X is the projection.

Organization. The organization of the paper is as follows: Sections 2 and 3 intro-
duce the background on the motivic category C and toric varieties over k, including
some basic facts and examples needed for the paper. For more details about C,
see [Merkurjev and Panin 1997, §1] or [Merkurjev 2005, §3]. Section 4 classifies
minimal smooth projective toric surfaces over k via toric geometry. Section 5
verifies that K0(Xks ) has a permutation 0-basis of line bundles for toric surfaces. In
Section 6, we consider smooth projective toric varieties X of all dimensions where
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K0(Xks ) has a permutation 0-basis of line bundles. We decompose such X into
a product of central simple algebras in the motivic category by reinterpreting the
construction of the separable algebra corresponding to a toric variety investigated
in [Merkurjev and Panin 1997]. In Section 7, we apply the construction in §6 to
toric surfaces. Moreover, we relate the constructed algebras to the open orbit U
via Galois cohomology. For details on Galois cohomology, see [Serre 1997; Knus
et al. 1998; Gille and Szamuely 2006]. In Section 8, we discuss the relationship
between the semiorthogonal decomposition of the derived category and the motivic
decomposition of toric varieties via noncommutative motives and descent theory
for derived categories.

Most of the time, instead of working with Xks and 0-action, we work with Xl

and G = Gal(l/k)-action where l is the splitting field of the torus T.

Notation. Fix the base field k and a separable closure ks of k. Let 0 = Gal(ks/k).
Let T denote an algebraic torus over k with splitting field l and G = Gal(l/k)
unless otherwise stated. For any object Z (algebraic groups, varieties, algebras,
maps) over k and any extension K/k, write Z ⊗k K as Z K .

For a split toric variety Y, we denote 6 the fan structure and Aut6 the group of
fan automorphisms. We will freely use the same notation for the ray in the fan, the
minimal generator of the ray in the lattice and the Weil divisor corresponding to
the ray when the context is clear.

For an algebra A, denote Aop its opposite algebra. Denote Sn the permutation
group of a set of n elements.

2. The motivic category C

Definition 2.1. The motivic category C = Ck over a field k has:

• objects: pairs (X, A) where X is a smooth projective variety over k and A is a
finite separable k-algebra,

• morphisms: HomC((X, A), (Y, B))= K0(X × Y, Aop
⊗k B).

The Grothendieck group K0 of a pair is defined below. A k-algebra A is finite
separable if dimk(A) is finite and for any field extension K of k, the K -algebra
AK is semisimple. Equivalently we have:

Definition 2.2. The algebra A is a finite separable k-algebra if it is a finite product
of central simple li -algebras Ai where li is a finite separable field extension of k,
i.e, Ai is a matrix algebra over a finite dimensional division algebra with center li .

Let u : (X, A)→ (Y, B) and v : (Y, B)→ (Z ,C) be morphisms in C. Since
u ∈ K0(X × Y, Aop

⊗k B)∼= K0(Y × X, B⊗k Aop), the map u can also be viewed
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as uop
: (Y, Bop)→ (X, Aop). The composition v ◦u : (X, A)→ (Z ,C) is given by

π∗(q∗v⊗B p∗u),

where p : X ×Y × Z→ X ×Y, q : X ×Y × Z→ Y × Z , π : X ×Y × Z→ X × Z
are projections.

We write X for (X, k) and A for (Spec k, A). Since the morphisms are defined
in K0, the category is also called the category of K-correspondences.

Algebraic K-theory of a pair. The algebraic K-theory of a pair (X, A) is defined
in the following way and it generalizes the Quillen K-theory of varieties:

Let P(X, A) be the exact category of left OX ⊗k A-modules which are locally
free OX -modules of finite rank and morphisms of OX ⊗k A-modules. The group
Kn(X, A) of the pair (X, A) is defined as K Q

n (P(X, A)), the Quillen K -theory of P.
Let M(X, A) be the exact category of left OX ⊗k A-modules which are coherent
OX -modules and morphisms of OX ⊗k A-modules. The group K ′n(X, A) of the
pair (X, A) is defined as K Q

n (M(X, A)). The embedding P ⊂M induces a map
Kn(X, A)→ K ′n(X, A) and it is an isomorphism if X is regular (resolution theorem).
Note that Kn(X, k) is the usual Kn(X) and Kn(Spec k, A) = Kn(Rep(A)) is the
K -theory of representations of A.

In fact, Kn defines a functor Kn : C→Ab which sends (X, A) to Kn(X, A). For
u : (X, A)→ (Y, B), x ∈ Kn(X, A), we can define

Kn(u)(x)= q∗(u⊗A p∗x),

where p : X × Y → X , q : X × Y → Y are projections.
Similarly we can define, for any variety V over k, a functor K V

n : C→Ab where
on objects K V

n (X, A)= K ′n(V × X, A).

Example 2.3 [Merkurjev and Panin 1997, Example 1.6(1)]. Mn(k)∼= k in C.

Example 2.4 [Merkurjev and Panin 1997, Example 1.6(3)], see also [Tabuada 2014,
Theorem 9.1]. Let A and B be two central simple k-algebras. Then A ∼= B in C if
and only if [A] = [B] ∈ Br(k).

Proof. The previous example indicates that Brauer equivalences give isomorphisms
in C. So [A] = [B] ∈ Br(k) implies A ∼= B in C.

For the opposite direction, since each central simple k-algebra is Brauer equivalent
to a unique division k-algebra, we can assume A, B are division algebras. Let
M : A→ B and N : B→ A be inverse maps in C. Since K0(Aop

⊗k B)∼= ZR and
K0(Bop

⊗k A)∼= ZRop for R the unique simple B-A-bimodule, we have M = n R
and N =m Rop for some m, n ∈Z. N ◦M = N⊗B M ∼=mn Rop

⊗B R∼= A, M ◦N =
M ⊗A N ∼= mn R⊗A Rop ∼= B. Since A, B are simple modules, we have mn = 1
and we can assume M = R, N = Rop. As a right A-module and a left B-module
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respectively, we have MA ∼= Ar and B M ∼= Bs. Similarly, A N ∼= Ap and NB ∼= Bq.
The left A-module isomorphism N ⊗B M ∼= N ⊗B Bs ∼= N s ∼= Aps ∼= A implies
that p = s = 1. Similarly r = q = 1. In particular, this implies dimk A = dimk B.

Finally consider the k-algebra homomorphism f : B → EndA(MA) ∼= A by
sending b to lb left multiplication by b. This is obviously injective, and it is
surjective because A, B have the same dimension, so A ∼= B as k-algebras. �

3. Toric varieties

Let T be an algebraic torus over k.

Definition 3.1. A toric T -variety X over k is a normal geometrically irreducible
variety with an action of the torus T and an open orbit U which is a principal
homogeneous space over T.

By definition, the torus Tks ∼= Gn
m,ks splits where n = dim X. The torus T

corresponds to a cocycle class [ρ] ∈ H 1(0,Autgp,ks (Gn
m,ks )) = H 1(0,GL(n,Z))

where Autgp,ks denotes the group automorphism over ks. Moreover, the torus T
splits over a finite Galois extension l of k (Tl ∼= Gn

m,l), which is called the splitting
field of T.

Explicitly, tori Tks = T ⊗k ks and Gn
m,ks =Gm,k⊗k ks have natural Galois actions

with 0 acting on the factor ks. The Galois actions give group automorphisms of
Tks and Gn

m,ks over k, but not over ks because 0 also acts on the scalars ks. Let
σ :0→Autk(Tks ) and τ :0→Autk(Gn

m,ks ) be the respective natural Galois actions.
Let φ : Tks → Gn

m,ks be an isomorphism. Then we obtain ρ : 0→ GL(n,Z) by
sending g to φσ(g)φ−1τ(g)−1, and we have ker(ρ) = Gal(ks/ l) where l is the
splitting field.

Conversely, the torus T can be constructed from ρ : 0→ GL(n,Z) as follows;
see also [Voskresenskii 1982, §1]. The map ρ factors through ρ ′ : G =Gal(l/k)→
GL(n,Z) for a finite Galois extension l of k. Let µ :G→Autk(Gn

m,l) be the action
on the torus Gn

m,k ⊗k l via µ(g)= ρ ′(g)⊗ g, g ∈ G. Then T ∼= Gn
m,l/µ(G).

Definition 3.2. A toric T -variety X over k is called a toric T -model if U (k) is
nonempty.

In this case, the open orbit U ∼= T as k-varieties and there is an T -equivariant
embedding T ↪→ X. If X is smooth over k, then the set X (k) is nonempty if and
only if U (k) is [Voskresenskii and Klyachko 1985, §4 Proposition 4].

Definition 3.3. A toric T -variety is split if T splits, and is nonsplit otherwise.

Let Xks (or Xl) be the split toric variety with the fan structure 6. Since the
0-action on Tks is compatible with the one on Xks , the image of ρ is contained in
Aut6 , namely

ρ(0)= Gal(l/k)⊆ Aut6 ⊂ GL(n,Z).
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Let X6 be the split toric variety over k with the fan structure 6. If X is a toric
T -model, then similarly to the case of the torus T, the variety X can be recovered
from ρ and 6 as (X6⊗k l)/µ(G). In general, for each toric T -variety X, there is a
unique (up to T -isomorphism) toric T -model X∗ such that Xks ∼= (X∗)ks . We call
X∗ the associated toric T -model of X. More specifically, the toric T -model X∗ is
given by (X ×U )/T where T acts on X ×U diagonally, and the toric T -variety X
is given by (X∗×U )/T where T acts on X∗×U via t · (x, y) = (t x, yt−1); see
[Voskresenskii and Klyachko 1985, §4].

In summary, an algebraic torus T is uniquely determined by a 1-cocycle (class)
ρ : 0→ GL(n,Z). A toric T -model X is uniquely determined by ρ and fan 6
with the restriction ρ(0)⊆ Aut6 . A toric T -variety is uniquely determined by its
associated T -model X∗ and a principal homogeneous space U ∈ H 1(k, T ).

Lemma 3.4. Let φ : X61 → X62 be a toric morphism of split smooth projective
toric varieties over ks, and let φ : N1→ N2 be the induced Z-linear map of lattices
that is compatible with fans 61, 62. Let ρi : 0 → Aut(Ni ) be Galois actions
on Ni that are compatible with the fans 6i (ρi (0) ⊆ Aut6i ) such that φ is 0-
equivariant with respect to ρ1, ρ2. Let Ti be the torus corresponding to ρi . Then,
for any U1 ∈ H 1(k, T1), there exists U2 ∈ H 1(k, T2) such that φ descends to a map
X1→ X2, where X i is the toric variety corresponding to (ρi , 6i ,Ui ) for i = 1, 2.

Proof. Restrict φ to tori φ|TN1
: TN1 → TN2 . Since φ is 0-equivariant, the maps φ

and φ|TN1
descend to ϕ : X∗1→ X∗2 where X∗i are the toric Ti -models corresponding

to 6i and ψ : T1→ T2. The map ψ induces H 1(k, T1)→ H 1(k, T2) and let U2 be
the image of U1 under this map. Set X i = (X∗i ×Ui )/Ti . Then φ descends to a
map X1→ X2. �

Example 3.5 (Severi–Brauer variety X (Xks ∼= Pn)). Let A be a central simple
k-algebra of degree n + 1. Then X = SB(A) is a toric variety with the torus
T =RE/k(Gm,E)/Gm,k , where E is a maximal étale k-subalgebra of A. The variety
X has a rational point if and only if A = Mn+1(k) if and only if X ∼= Pn.

Quillen [1973, §8 Theorem 4.1] showed that Km(SB(A))∼= Km(k)×
∏

Km(A⊗i )

for m>0 and Panin [1994] showed that SB(A)∼=k×
∏

A⊗i in C, where the products
run over i = 1, . . . , n.

Example 3.6. Let X be a del Pezzo surface of degree 6 over k (K X is antiample
with K 2

X = 6, Xks ∼= Blp1,p2,p3(P
2) where p1, p2, p3 are not collinear). It is a toric

T -variety where the torus T is the connected component of the identity of Autk(X).
Blunk [2010] showed that X ∼= k×P×Q in C where P is an Azumaya K -algebra

of rank 9 (dimk(P)/ dimk(K )= 9) and Q is an Azumaya L-algebra of rank 4 where
K , L are étale k-algebras of degree 2 and 3, respectively.
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Example 3.7 (Involution surface X (Xks ∼=P1
×P1)). The surface X corresponds to

a central simple k-algebra A of degree 4 together with a quadratic pair (σ, f ) on A.
For the definition of a quadratic pair, see [Knus et al. 1998, §5B]. The associated
even Clifford algebra C0(A, σ, f ) (defined in their §8B) is a quaternion algebra
over K, which is an étale quadratic extension of k and is called the discriminant
extension of X. Write B=C0(A, σ, f ). Then X is the Weil restriction RK/k SB(B);
see [Auel and Bernardara 2015, Example 3.3]. Denote by T the torus of SB(B) in
Example 3.5. Then X is a toric variety with the torus RK/k T.

Panin [1994] showed that X ∼= k× B× A in C.

K0 of split toric varieties. Let Y be a split smooth proper toric T -variety with
fan 6.

For σ ∈ 6, denote Oσ the closure of the T -orbit corresponding to σ and Jσ
the sheaf of ideals defining Oσ . Write σ(1) for the set of rays spanning σ . For
σ, τ ∈ 6, if σ(1)∩ τ(1) = ∅ and σ(1)∪ τ(1) span a cone in 6, then denote the
cone by 〈σ, τ 〉, otherwise set 〈σ, τ 〉 = 0.

Theorem 3.8 (Klyachko [1992]; Demazure). As an abelian group, K0(Y ) is gener-
ated by Oσ = 1− Jσ with these relations:

Oσ ·Oτ =
{
O〈σ,τ 〉 if 〈σ, τ 〉 6= 0,
0 otherwise;

(1) ∏
e∈6(1)

J f (e)
e = 1, f ∈ Hom(N ,Z)= M (the group of characters of T).(2)

Theorem 3.9 (Klyachko). The abelian group K0(Y ) is free with rank equal to the
number of the maximal cones. In addition, sheaves Oy and Oy′ coincide in K0(Y )
for any rational closed points y, y′ ∈ Y.

4. Minimal toric surfaces

Let X be a smooth projective toric surface over k. We say X is minimal if any
birational morphism f : X→ X ′ from X to another smooth surface X ′ defined over k
is an isomorphism. In this section, we will classify minimal smooth projective toric
surfaces.

First we notice that the exceptional locus of any birational morphism from a
toric surface is torus invariant. We use the convention that a surface is integral,
separated and of finite type.

Lemma 4.1. Let W be a smooth projective toric T -surface over k. Let h :W → Z
be a birational morphism over k from W to a smooth surface Z over k. Let E be
the exceptional divisor of h. Then E is T -invariant. Therefore, the surface Z is a
smooth projective toric T -surface and the map h is T -invariant.
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Proof. First assume that k is separably closed. Then W is split. Since for a split
toric variety the group of T -invariant Cartier divisors CDivT maps onto the Picard
group, the line bundle O(E) is fixed by the T -action. For any t ∈ T, the divisor t E
is linearly equivalent to E (denoted t E ∼ E).

Now assume the locus E is not T -invariant and let t0 ∈ T be such that t0 E 6= E .
Note that since W is proper and Z is separated, the map h is proper and the
surface Z = h(W ) is also proper (thus projective). We have p(t0 E) ∼ p(E) = 0.
Let C = p(t0 E) which is a curve on Z . Embed Z into some Pn and let H be a
hyperplane of Pn. Since C is a curve, we have C.H > 0. Therefore, C cannot be
linearly equivalent to 0, a contradiction.

For an arbitrary field k, we base change to the separable closure ks and use the
same argument. �

Lemma 4.2. Let X be a smooth projective toric T -surface over k. Then X is
minimal if and only if Xks admits no 0-invariant set of pairwise disjoint Tks -invariant
(−1)-curves.

Proof. Since any (−1)-curve is the exceptional locus of some birational morphism,
by the previous lemma, it is always torus invariant. The rest follows from [Hassett
2009, Theorem 3.2]. �

Definition 4.3. Let Y be a split smooth projective toric surface over a field K. If
there is a finite group G acting on Y by K -automorphisms, we call Y a G-surface
over K. The G-surface Y is called G-minimal over K if Y admits no G-invariant
set of pairwise disjoint torus invariant (−1)-curves.

Lemma 4.2 implies that we can redefine minimal toric surfaces as follows:

Definition 4.4. Let X be a smooth projective toric T -surface over k and let ρ :0→
GL(2,Z) be the map corresponding to the torus T. Let G = ρ(0), which is a finite
subgroup of GL(2,Z) and acts on the split toric surface Xks by fan automorphisms
(G⊆Aut6(Xks )). We say the toric surface X is minimal if Xks is G-minimal over ks.

Proposition 4.5. Let X and G = ρ(0) be the same as above. Then there is a finite
chain of blowups of toric T -surfaces

X = X0
f1
−→ X1

f2
−→· · ·

fn
−→ Xn = X ′,

where each X i is a smooth projective toric T -surface, each map fi is the blowup
of X i along T -invariant reduced zero-dimensional subscheme (in particular, fi is
T -invariant) and X ′ is minimal.

Proof. If X is not minimal, then Xks admits a G-invariant set of pairwise disjoint
Tks -invariant (−1)-curves. Contracting this G-set of (−1)-curves and descending
the contraction map to the base field k, we get a map f1 : X → X1 which is the
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cyclic dihedral generators

C1 = 〈I 〉 D2 = 〈C〉 A =
(

1 −1
1 0

)
D′2 = 〈C

′
〉

C2 = 〈−I 〉 D4 = 〈−I,C〉
B =

(
0 −1
1 0

)
D′4 = 〈−I,C ′〉

C3 = 〈A2
〉 D6 = 〈A2,C〉

C =
(

0 1
1 0

)
D′6 = 〈A

2,−C〉

C4 = 〈B〉 D8 = 〈B,C〉
C ′ =

(
1 0
0 −1

)
C6 = 〈A〉 D12 = 〈A,C〉

Table 1. Nonconjugate classes of finite subgroups of GL(2,Z)

and their generators.

blowup of a smooth projective toric T -surface X1 along T -invariant reduced zero-
dimensional subscheme. This process will terminate in finite steps because the
number of rays in the fan of (X1)ks is strictly less than that of Xks . �

Now, classifying all minimal smooth projective toric surfaces over k is the same
as classifying, for each finite subgroup G of GL(2,Z) (up to conjugacy), G-minimal
toric surfaces over ks. It is well known that when G is trivial, the minimal (toric)
surfaces are P2 and Hirzebruch surfaces Fa = Proj(OP1⊕OP1(a)) for a > 0, a 6= 1.

There are 13 nonconjugate classes of finite subgroups of GL(2,Z) and they can
only be either cyclic or dihedral groups [Newman 1972, Chapter IX, §14]. See
Table 1.

Definition 4.6. Let Y be a split smooth projective toric surface with fan structure 6.
Counterclockwise label the rays of 6 as y1, . . . , yn and denote by Di the divisor
corresponding to yi . We can assign a sequence a= (a1, . . . , an) to Y, where ai = D2

i .
We refer to this sequence as the self-intersection sequence of Y.

The group of fan automorphisms Aut6(Y ) acts on Z2, permuting rays yi of the
fan 6. First observe that as automorphisms of Y, the group Aut6(Y ) preserves
the self-intersection number of any divisor and thus permutes (torus invariant)
(−1)-curves on Y. Now, let us consider the case where Aut6(Y )∩SL(2,Z)= Ct

is nontrivial and look at the action of Ct on the rays. As indicated in Table 1, the
cyclic group Ct is generated by powers of A or B where B is the rotation by π/4
and A is conjugate in GL(2,R) to the rotation by π/3. In particular, the action of
Ct on the fan 6 is free, which implies t | n.

Lemma 4.7. Let Aut6(Y )∩SL(2,Z)= Ct be nontrivial (i.e., t = 2, 3, 4, 6). If the
number of rays of the fan >max{4, t}, then Y is not Ct -minimal, that is, there exists
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a Ct -invariant set of pairwise disjoint (−1)-curves on Y. Therefore, Ct -minimal
surfaces have the number of rays 6max{4, t}.

Proof. Denote counterclockwise y1, . . . , yn as rays of 6 and let a = (a1, . . . , an)

be its self-intersection sequence. If n > 4, Y is not P2 or Fa , then there exists i
such that ai =−1. Let σ be a generator of Ct and as discussed above, σ rotates the
rays. If n > t , then the ray σ(yi ) is not adjacent to yi (i.e., corresponding divisors
are disjoint) and thus {yi , σ (yi ), . . . , σ

t−1(yi )} form a Ct -invariant set of pairwise
disjoint (−1)-curves. �

Lemma 4.8. D2 fixes rays generated by ±(1, 1) or maximal cones generated by
(1, 0) and (0, 1) or by (−1, 0) and (0,−1); D′2 fixes rays generated by ±(1, 0).

Using toric geometry, Oda showed [1978, Theorem 8.2] that a split smooth
projective toric surface is a succession of blowups of P2 or Fa . The proof of the
theorem is essentially the following lemma:

Lemma 4.9. Let Y be a split smooth projective toric surface with the fan 6. Let
x, y be two rays in 6 where their minimal generators form a basis of Z2. If x, y
are not adjacent in the fan, then there is a ray z ∈6 between x, y corresponding to
a (−1)-curve.

Now we are ready to classify G-minimal toric surfaces for G a finite subgroup
of GL(2,Z).

Proposition 4.10. Let Y be a split smooth projective toric surface and let G be a fi-
nite subgroup of GL(2,Z) acting on Y by fan automorphisms; that is, G⊆Aut6(Y ).
Then the surface Y is G-minimal if and only if Y belongs to one of the following:

• G = D2: Y = P2,P1
×P1, F2a+1, a > 1;

• G = D′2: Y = F2a, a > 0;

• G = C2,C4, D4, D′4, D8: Y = P1
×P1;

• G = C3, D6: Y = P2;

• G = C6, D′6, D12: Y = S,

where Fa = Proj(OP1 ⊕OP1(a)) is the Hirzebruch surface and S is the blowup
Blp1,p2,p3(P

2) of P2 along three torus invariant points.

Proof. Assume the split toric surface Y is G-minimal. Let 6 be the fan structure
of Y and let n be the number of rays of 6. It is clear that for any subgroup H of G
together with the restricted H -action on Y, the surface Y is either H -minimal or
the (successive) blowups of H -minimal toric surfaces.

G = D2: (I) If D2 fixes at least one maximal cone, then 6 contains (I.1) rays (1, 0),
(0, 1), (−1,−1)where D2 fixes the maximal cone generated by (1, 0), (0, 1) or (I.2)
rays (1, 0), (0, 1), (−1, 0), (0,−1) where D2 fixes the maximal cones generated by
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(1, 0), (0, 1) and by (−1, 0), (0,−1). (II) Otherwise 6 contains rays ±(1, 1), and
the rays counterclockwise before and after (1, 1) must be (a+ 1, a) and (a, a+ 1),
respectively. By Lemma 4.9, it is easy to see that if 6 contains more rays in any
of the above cases, then Y admits a D2-set of pairwise disjoint (−1)-curves. Thus,
Y is isomorphic to (I.1) P2; (I.2) P1

×P1; (II) F2a+1. Since F1 has a D2-invariant
(−1)-curve, it is not minimal. So we have a > 1.

G = D′2: 6 contains rays ±(1, 0), and the rays counterclockwise before and after
(1, 0) must be (a,−1) and (a, 1), respectively. By Lemma 4.9, 6 contains no other
rays. Thus, Y is isomorphic to F2a, a > 0.

G=C2: Let x, y ∈6 be two adjacent rays. Then6 should have rays x, y,−x,−y,
where the minimal generators of x, y form a basis of Z2 and by Lemma 4.9, it
contains no other rays. Thus, Y ∼= P1

×P1.

G = C4, D4, D′4, D8: Since C2 is a subgroup of C4, D4, D′4, D8, we have Y ∼=
P1
×P1 or its blowups. Since the group of fan automorphisms of P1

×P1 is D8

which contains C4, D4, D′4, the minimal C2-surface P1
×P1 is already a G-surface

for G = C4, D4, D′4, D8 and must be G-minimal. Thus, Y ∼= P1
×P1.

For cases G = Ct , t > 2. Recall that t | n and by Lemma 4.7, n 6max{4, t}.

G = C3: 3 | n, n 6 4, so n = 3 and Y ∼= P2.

G = D6: C3 ⊂ D6 implies that Y is either P2 or its blowups. Since the group of
fan automorphisms is D6, we have Y ∼= P2.

For cases G ⊇ C3, observe that if Y is not P2, then it must be the blowup of S
where S is the blowup of P2 along three torus invariant points.
G = C6, D′6, D12 C3 ⊂ D′6 ⊂ D12 and C3 ⊂ C6 ⊂ D12 imply that Y is either P2 or
the blowup of P2. Since the group of fan automorphisms of P2 is D6, Y can not
be P2. Thus, Y is either S or its blowup. We have Y ∼= S because the group of fan
automorphisms of S is D12. �

Lemma 4.11. Let X be a toric surface that is a form of Fa, a > 1. Then X is a
P1-bundle over a smooth conic curve. If X has a rational point, then X ∼= Fa .

Proof. Let X correspond to (ρ1, 61,U1) and let 61 be the fan of Fa with rays
(1, 0), (0, 1), (−1, a), (0,−1). Let φ : Z2

→ Z be the projection to the first factor,
which corresponds to φ : Fa→ P1. Let ρ2 = det ◦ρ1 : 0→ GL(1,Z). Either ρ1 is
trivial or ρ1 permutes the rays (1, 0), (−1, a). Then φ is Galois equivariant with
respect to ρ1 and ρ2. By Lemma 3.4, the map φ descends to ϕ : X→ C. As a form
of P1, C is a smooth plane conic curve ([Gille and Szamuely 2006, Corollary 5.4.8]
for characteristic not 2 and [Elman et al. 2008, §45A] for any characteristic).

Let D be the divisor corresponding to the ray (0,−1). Then D is a Galois
invariant section of the bundle φ : Fa→ P1. Thus, D descends to a section D′ of
ϕ : X→ C. Moreover, Fa ∼= P(φ∗OFa (D)) descends to X ∼= P(ϕ∗OX (D′)). Thus,
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X is a P1-bundle over C. If X has a rational point, so does C. Therefore, C ∼= P1

and X ∼= Fa . �

By Proposition 4.10, a minimal smooth projective toric surface X is a form of
(i) Fa, a > 2; (ii) P2; (iii) P1

× P1; (iv) Blp1,p2,p3(P
2) where p1, p2, p3 are not

collinear. Furthermore, we have

Theorem 4.12. The surface X is a minimal smooth projective toric surface if
and only if X is (i) a P1-bundle over a smooth conic curve but not a form of
F1= Proj(OP1⊕OP1(1)); (ii) the Severi–Brauer surface; (iii) an involution surface;
(iv) the del Pezzo surface of degree 6 with Picard rank 1.

Proof. It follows from Lemma 4.11, Examples 3.5, 3.6, 3.7 and the fact that a
minimal del Pezzo surface of degree not equal to 8 has Picard rank 1 [Colliot-
Thélène et al. 2008, Theorem 2.4]. �

5. K0 of toric surfaces

In this section, we will show that K0(Xks ) is a permutation 0-module for X a
smooth projective toric surface over k. First recall how K0 behaves under blowups:

Theorem 5.1 [SGA 6 1971, VII 3.7]. Let X be a noetherian scheme and i : Y → X
a regular closed immersion of pure codimension d. Let p : X ′→ X be the blow up
of X along Y and Y ′ = p−1Y. There is a split short exact sequence

0→ K0(Y )
u
−→ K0(Y ′)⊕ K0(X)

v
−→ K0(X ′)→ 0,

and the splitting w for u is given by w(y′, x)= p|Y ′∗(y′), y′ ∈ K (Y ′), x ∈ K (X).

This gives us an isomorphism K0(X ′)∼= ker(w)∼= K0(X)⊕
⊕d−1 K0(Y ) which

fits into the split short exact sequence

0→ K0(X)
p∗
−→ K0(X ′)→

d−1⊕
K0(Y )→ 0.

Now let X be a smooth projective toric T -surface over k that splits over l. Let Y
be a T -invariant reduced zero-dimensional subscheme of X. Then Yl is a disjoint
union of Tl-invariant points permuted by G = Gal(l/k). Set X ′ = BlY X. We have

0→ K0(Xl)
p∗
−→ K0(X ′l)→ K0(Yl)=

⊕
Z→ 0,

where p∗ is a G-homomorphism. Each Z is generated by OEi (−1) where Ei are
the exceptional divisors corresponding to the points in Yl and G permutes Ei the
same way as G permutes the points in Yl .

Note that OEi (−1) = OX ′l (Ei )−OX ′l in K0. If we know K0(Xl) has a permu-
tation G-basis γ , then K (X ′l) has a permutation G-basis consisting of p∗γ (total
transforms of γ ) and the O(Ei ).
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Theorem 5.2. Let X be a smooth projective toric T -surface over k that splits over l
and G = Gal(l/k). Then K0(Xl) has a permutation G-basis of line bundles on Xl .

Proof. By previous discussion and the fact that G ⊆ Aut6 , it suffices to prove
that K0(Xl) has a permutation Aut6-basis of line bundles for X minimal. By
Theorem 4.12, we only need to consider the following cases for Xl :

(i) Fa, a > 2, Aut6 = S2.

(ii) P2, Aut6 = D6.

(iii) P1
×P1, Aut6 = D8.

(iv) del Pezzo surface of degree 6, Aut6 = D12.

We will use equation (2) in Theorem 3.8 with f = (1, 0) and (0, 1) in producing
relations and finding a permutation basis. We will write xi for rays in the fan and
Ji =O(−Di ) where Di are the divisors corresponding to xi .

(i) Rays x1 = (1, 0), x2 = (0, 1), x3 = (−1, a), x4 = (0,−1): Then S2 fixes x2, x4

and permutes x1, x3. Relations are:

J3 = J1, J4 = J2 J a
3 = J a

1 J2.

Let x be a rational point of Xl . Then the sheaf Ox equals (1− J1)(1− J2) in K0.
For any m ∈ Z, consider the exact sequence

0→O(−(m+ 1)D1− D2)→O(−m D1− D2)→OD1(−m D1− D2)→ 0.

Since D1 ∼= P1 and deg[OD1(−m D1− D2)] = D1 · (−m D1− D2)=−1, we have

OD1(−m D1− D2)=OD1(−1)=OD1 −Ox in K0.

Hence J m+1
1 J2 = J m

1 J2+ J1 J2− J2 in K0. This implies J4 = J a
1 J2 belongs to the

abelian group generated by 1, J1, J2, J1 J2. By Theorem 3.8, we have K0 as an
abelian group is generated by 1, J1, J2, J1 J2. They form a basis of K0 because
the rank of K0 (= the number of maximal cones in the fan) is 4. Thus, K0 has a
permutation basis 1, J1, J2, J1 J2. (Alternatively, this basis can easily be obtained
from the projective bundle theorem [Quillen 1973, §8, Theorem 2.1] because Fa is
a P1-bundle over P1.)

(ii) Rays x1 = (1, 0), x2 = (0, 1), x3 = (−1,−1): Then D6 rotates xi and reflects
along lines in x1, x2, x3. Relations are J1 = J2 = J3. A permutation basis is
1, J1, J 2

1 .

(iii) Rays x1 = (1, 0), x2 = (0, 1), x3 = (−1, 0), x4 = (0,−1): Then D8 rotates
xi and reflects along lines in x1, x2, (1, 1), (−1, 1). Relations are:

J3 = J1, J4 = J2.

A permutation basis is 1, J1, J2, J1 J2.
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(iv) Rays x1 = (1, 0), x2 = (0, 1), x3 = (−1,−1), y1 = (−1, 0), y2 = (0,−1),
y3 = (1, 1): Then D12 ∼= S2× S3 (S2, S3 permutation groups), S2 = 〈−1〉 switches
between xi and yi , and S3 permutes the pair of rays (xi , yi ). Let D′i be the divisors
corresponding to the rays yi and let J ′i =O(−D′i ). Relations are

J1

J ′1
=

J2

J ′2
=

J3

J ′3
.

As proved in [Blunk 2010, Theorem 4.2], we have a permutation basis 1, R1, R2,
R3, Q1, Q2 where

R1 = J1 J ′2, R2 = J2 J ′3, R3 = J3 J ′1, Q1 = J1 J2 J ′3, Q2 = J ′1 J ′2 J3. �

Remark 5.3. The difficulties in generalizing Theorem 5.2 to higher dimensions (at
least using the approach of this paper) are:

(1) The classification of nonconjugacy classes of finite subgroups of GL(n,Z)

is difficult and not complete. It often only provides algorithms and requires
the help of a computer even for small n. Also, the number of those finite
subgroups grows very fast relative to n. For example, there are total of 73 for
GL(3,Z) and 710 for GL(4,Z).

(2) The K -group K0(Xl) in question may not stay a permutation module after
blowups if X is not a surface.

6. Construction of separable algebras

Let X be a smooth projective toric T -variety over k that splits over l, and let X∗ be
its associated toric model; see Section 3. [Merkurjev and Panin 1997, Theorem 5.7]
states that there is a split monomorphism u : X∗→ A in the motivic category C from
X∗ to an étale k-algebra A and u is represented by an element Q in Pic(X∗⊗k A).
Using the invertible sheaf Q, a map u′ : X → B can be constructed out of u.
Theorem 7.6 of the same work states that u′ is also a split monomorphism in C. In
this section, we will recall the construction of u′ and consider the case when u is
an isomorphism.

Write X A = X ⊗k A and we have f : Xl→ X∗l , a Tl-isomorphism. Consider the
diagram:

(3)

X A⊗k l X∗A⊗k l

X A X∗A

f A

πX A πX∗A

Let P ′ = f ∗(π∗X∗A(Q)). Then B = EndX A(πX A∗(P
′)) ∈ Br(A) and u′ : X→ B is

represented by πX A∗(P
′), namely u′=φ∗(P ′)∈ K0(X, B), where φ is the projection

X A⊗k l→ X.
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The following criterion, which is [Merkurjev and Panin 1997, Proposition 4.5],
checks when a toric model is isomorphic to an étale algebra in C:

Proposition 6.1. Let X∗ be a smooth projective toric model over k that splits over l
and G = Gal(l/k). If K0(X∗l ) is a permutation G-module, then X∗ ∼= HomG(P, l)
in the motivic category C for any permutation G-basis P of K0(X∗l ).

Remark 6.2. In particular, this implies that for any split smooth projective toric
variety Y over k, Y ∼= kn in C where n equals to the rank of K0(Y ) (also equals
to the number of maximal cones of the fan). Note that a smooth projective toric
variety Y over k where the fan of Yl has no symmetry (i.e., Aut6(Yl) is trivial) is
automatically split.

Lemma 6.3. Let X∗,G be the same as before. Then there is an isomorphism
u : X∗→ A in C where A is an étale k-algebra and u is represented by an element
Q ∈ Pic(X∗A) if and only if K0(X∗l ) has a permutation G-basis of line bundles
on X∗l .

Proof.⇒: Decompose A as
∏t

i=1 ki , where ki are finite separable field extensions
of k. We have X∗A=

∐t
i=1 X∗ki

the disjoint union of X∗ki
and Q=

∐t
i=1 Qi , where Qi

are line bundles on X∗ki
. Let qi : X∗ki

→ X∗ be the projections. Then u=
⊕t

i=1 qi∗Qi .
Let pi : X∗ks → X∗ki

be the projections and Gi = Gal(ki/k). Then

uks =

t⊕
i=1

p∗i q∗i qi∗(Qi )=

t⊕
i=1

⊕
g∈Gi

p∗i (gQi )

and Aks ∼= (ks)n where n =
∑t

i=1 |Gi |. View u as uop
: Aop

= A→ X∗. Then
the map uop

ks induces an isomorphism K0((ks)n)→ K0(X∗ks ), where the canonical
basis of the former is sent to {p∗i (gQi ) | g ∈ Gi , 1 6 i 6 t} and this set gives
a permutation 0-basis of K0(X∗ks ) consisting of line bundles. As Gal(ks/ l) acts
trivially on K0(X∗ks ), this basis descends to X∗l .
⇐: Assume P is a permutation G-basis of K0(X∗l ) consisting of line bundles

on X∗l and P divides into t G-orbits. Let {Si }
t
i=1 be the set of representatives of

G-orbits, and let Gal(l/ki ) be the stabilizer of Si . Set A = HomG(P, l). Then
A ∼=

∏t
i=1 ki . Since X∗ has a rational point, by [Colliot-Thélène et al. 2008,

Proposition 5.1], we have Si ∈ Pic(X∗l )
Gal(l/ki ) ∼= Pic(X∗ki

), namely Si ∼= p∗i (Qi ) for
some Qi ∈ Pic(X∗ki

), where pi : X∗l → X∗ki
are the projections. There is a morphism

u : X∗→ A which is represented by
∐t

i=1 Qi ∈ Pic(X∗A), and by construction, the
map ul induces an isomorphism K0(X∗l ) ∼= K0(Al). Using the following lemma,
we have u is an isomorphism. �

Lemma 6.4. Let X∗ be the same as before and A an étale k-algebra. If u : X∗→ A
is a morphism in C such that K0(uks ) : K0(X∗ks )→ K0(Aks ) is an isomorphism, then
so is u.
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Proof. There is a commutative diagram:

K0(X∗) K0(A)

K0(X∗ks )
0 K0(Aks )0

K0(u)

K0(uks )

The right vertical map is an isomorphism because A is étale and so is K0(uks )

by assumption. The left vertical map is an isomorphism by [Merkurjev and Panin
1997, Corollary 5.8]. Thus, K0(u) is also an isomorphism.

Write w = uop
: A→ X∗. Then by the splitting principle (their Proposition 6.1)

and its proof, K X∗
0 (w) : K0(X∗, A)→ K0(X∗ × X∗) is surjective. Thus, there

exists v ∈ K0(X∗, A) : X∗ → A such that w ◦ v = K X∗
0 (w)(v) = 1X∗ , and thus

K0(w◦v)= K0(w)K0(v)= 1K0(X∗). Since K0(w)= φ is an isomorphism, we have
K0(v)= φ

−1 and K0(v ◦w)= K0(v)K0(w)= 1K0(A). This implies v ◦w= 1A and
thus v is a two sided inverse of w in C. �

The proof of (3)⇐⇒ (4) in their Proposition 7.9 shows that the Tl-isomorphism
f : Xl→ X∗l induces a G=Gal(l/k)-module isomorphism f ∗ : K0(X∗l )→ K0(Xl).

Thus, K0(X∗l ) has a permutation G-basis of line bundles on X∗l if and only if K0(Xl)

has such a basis. Note that the proof (1)⇒ (2) (an isomorphism u : X∗→ A gives an
isomorphism u′ : X→ B), which uses the construction (3) recalled at the beginning
of the section, works only when u is represented by an element Q ∈ Pic(X∗A). Thus,
we have the following instead:

Theorem 6.5. Let X be a smooth projective toric T -variety over k that splits over l
and G = Gal(l/k). Assume K0(Xl) has a permutation G-basis P of line bundles
on Xl . Let {Pi }

t
i=1 be G-orbits of P, and let π : Xl→ X be the projection. For any

Si ∈ Pi , set Bi =EndOX (π∗(Si )) and B=
∏t

i=1 Bi . Then the map u=
⊕t

i=1 π∗(Si ) :

X→ B gives an isomorphism in the motivic category C.

Proof. By Lemma 6.3, we have an isomorphism u : X∗ → A represented by
Q ∈ Pic(X∗A). Here A∼=

∏t
i=1 ki where Gal(l/ki ) are the stabilizers of Si under the

G-action. Then Q is the disjoint union
∐t

i=1 Qi where the Qi ∈ Pic(X∗ki
) descend

from ( f ∗)−1(Si ) ∈ Pic(X∗l )
Gal(l/ki ). Now we run the construction (3) for Qi :

Xki⊗k l X∗ki⊗k l

Xki
X∗ki

fi

πX πX∗

Let p : Xl → Xki and q : Xki → X be the projections. Then πX∗ f ∗i π
∗

X∗(Qi )∼=

p∗(Si )⊗k ki where its OXki
-module structure comes from the one on p∗(Si ). Thus,



498 FEI XIE

EndOXki
(πX∗ f ∗i π

∗

X∗(Qi )) ∼= EndOXki
(p∗(Si ))⊗k Endk(ki ) is Brauer equivalent to

B ′i = EndOXki
(p∗Si ). It remains to prove that Bi ∼= B ′i. There is a G-isomorphism:

Bi ⊗k l ∼= EndOXl
(π∗π∗(Si ))∼= EndOXl

(p∗q∗q∗ p∗(Si ))

∼= EndOXl
(p∗ p∗(Si )⊗k ki )

∼= EndOXl
(p∗ p∗(Si ))⊗k ki

∼= (B ′i ⊗ki l)⊗k ki ∼= B ′i ⊗k l.

The fourth isomorphism follows from Lemma 6.6. Taking G-invariants on both
sides, we have Bi ∼= B ′i. �

Lemma 6.6. Let X be a proper variety over k and assume that there is a finite
group G acting on Cartier divisors CDiv(X). Let D ∈ CDiv(X) and g ∈ G such
that D and gD are not linearly equivalent. Then HomOX (OX (D),OX (gD))= 0.

Proof. Assume that HomOX (OX (D),OX (gD)) 6=0, which is equivalent to assuming
OX (gD− D) has a nonzero global section s. Since G is a finite group, gn

= 1 for
some n. Thus, the invertible sheaf OX (D−gD)= (gn−1

⊗· · ·⊗g⊗1)OX (gD−D)
has a nonzero global section t = gn−1s ⊗ · · · ⊗ s. We view s and t as maps
s : OX (D)→ OX (gD) and t : OX (gD)→ OX (D). Since st, ts ∈ 0(X, OX ) = k
are nonzero, we have O(gD− D)∼=OX , a contradiction. �

Remark 6.7. There is a more “economical” description of the algebra isomorphic
to X in C:

Write Si = O(−Di ), where the Di are torus invariant. Let Gal(l/ li ) be the
stabilizer of Di under the G-action and let πi : Xli → X be the projection. Then
divisors Di and thus invertible sheaves Si descend to Xli , and we use the same
notation. Then X ∼=

∏t
i=1 EndOX (πi∗(Si )). In effect, it replaces all Mn(k) in B

constructed in the theorem by k which is an isomorphism in C.

Remark 6.8. A question remains: If K0(Xl) is a permutation G-module, can we
always find a permutation G-basis of line bundles?

Recall that for n > 0, Kn defines a functor Kn : C→ Ab. Hence we have

Corollary 6.9. Kn(X)∼=
∏t

i=1 Kn(Bi ).

7. Separable algebras for toric surfaces

Separable algebras for minimal toric surfaces. Recall the families of minimal
toric surfaces described in Theorem 5.2: Let X be a minimal smooth projective
toric T -surface over k that splits over l, and let X∗ be its associated toric model.
Let π : Xl→ X be the projection. All isomorphisms below are taken in the motivic
category C.
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(i) If Xl∼= Fa, a>2, then X∗∼=k4 and X∼=k×Q×k×Q, where Q∼=EndOX (π∗ J1)

is a quaternion k-algebra.

(ii) More generally, let X = SB(A) be a Severi–Brauer variety of dimension n
and J = OXl (−1). Then X∗ ∼= kn+1 and X ∼= k ×

∏n
i=1 A⊗i , where A⊗i ∼=

EndOX (π∗ J i ); see Example 3.5.

(iii) If Xl ∼=P1
×P1, then X∗∼= k×K ×k where K is a quadratic étale algebra and

the discriminant extension of X, and X ∼= k× B× A, where B ∼= EndOX (π∗ J1)

is an Azumaya K -algebra of rank 4 and A ∼= EndOX (π∗(J1 J2)) is a central
simple k-algebra of degree 4; see Example 3.7.

(iv) See Example 3.6, where X∗ ∼= k × K × L and P ∼= EndOX (π∗R1) and Q ∼=
EndOX (π∗Q1).

Now let X be a smooth projective toric T -variety over k that splits over l and
G = Gal(l/k). Recall that X is uniquely determined by the associated toric model
X∗, which corresponds to ρ : 0→ GL(n,Z), the fan 6 such that ρ(0) ⊆ Aut6 ,
and a principal homogeneous space U ∈ H 1(k, T ). Every variety within a family
above has the same fan. Let ρ ′ :G ↪→Aut6(Xl) be the inclusion induced by ρ. We
want to see how the separable algebras described above relate to ρ ′ and U.

Let dim X = n and let N be the number of rays in the fan 6. Then the Picard
rank of Xl is m = N − n. Write M for the group of characters of Tl and CDivTl

for Tl-invariant Cartier divisors. There is a natural action of Aut6(Xl) on M
and CDivTl (Xl), and an induced action on Pic(Xl) via the canonical morphism
CDivTl (Xl)→ Pic(Xl), D 7→OXl (D).

We have a short exact sequence of Aut6(Xl)-modules and therefore of G-modules
via ρ ′:

(4) 0→ M→ CDivTl (Xl)→ Pic(Xl)→ 0,

or simply 0→ Zn
→ ZN

→ Zm
→ 0. It corresponds to the short exact sequence of

tori over l:
1→ Gm

m,l→ GN
m,l→ Gn

m,l→ 1

and the sequence descends to

(5) 1→ S→ V → T → 1.

Let i :Aut6(Xl) ↪→ SN , where SN is the group of permutations of the canonical
Z-basis of the lattice ZN and it induces i∗ : H 1(G,Aut6) → H 1(G, SN ). Let
[α] = i∗[ρ ′] and let E be the corresponding étale k-algebra of degree N. Then
V =RE/k(Gm,E). Let j :Aut6(Xl)→GL(m,Z) be the map induced by the action
of Aut6(Xl) on Pic(Xl) which induces j∗ : H 1(G,Aut6)→ H 1(G,GL(m,Z)).
Let [β] = j∗[ρ ′]. Then S is the torus corresponding to [β].
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The short exact sequence of tori over k gives

0→ H 1(G, T ) δ
−→ H 2(G, S)→ Br(E).

Here, by Hilbert’s Theorem 90,

H 1(G, V )= H 1(G,RE/k(Gm,E)(l))=
∏

H 1(Gal(Et/k), E×t )= 0,

where E =
∏

Et and the Et are finite separable field extensions of k.
Let S∗ = Hom(Sl,Gm,l) be the group of characters over l. Then sequence (4)

can be rewritten as
0→ T ∗→ V ∗→ S∗→ 0,

which induces H 0(G, S∗) ∂
−→H 1(G, T ∗). Geometrically, ∂ is the map Pic(X∗)→

Pic(T ) which sends Q ∈ Pic(X∗) to its restriction Q|T on T.
There is a G-equivariant bilinear map S(l)⊗S∗→ l× which sends x⊗χ to χ(x),

and it induces a pairing of Galois cohomology groups ∪ : H 2(G, S)⊗H 0(G, S∗)→
Br(k). Similarly, we have ∪ : H 1(G, T )⊗ H 1(G, T ∗)→ Br(k).

Lemma 7.1. The following diagram is commutative:

H 1(G, T )⊗ H 0(G, S∗) H 1(G, T )⊗ H 1(G, T ∗)

H 2(G, S)⊗ H 0(G, S∗) Br(k)

1⊗∂

δ⊗1 ∪

∪

Proof. Let a ∈ H 1(G, T ), ϕ ∈ H 0(G, S∗). For each ag ∈ T (l), g ∈ G, pick
bg ∈ V (l) that maps to ag. Then (δa)g,h = b−1

gh bg
gbh, g, h ∈ G. Pick φ ∈ V ∗ that

maps to ϕ. Then (∂ϕ)g = φ−1gφ. Let α = a ∪ (∂ϕ) and β = (δa)∪ϕ. Then

αg,h =
g(∂ϕ)h(ag)=

g(φ−1hφ)(bg)= (
gφ−1)(bg) · (

ghφ)(bg)

and
βg,h = (

ghϕ)((δa)g,h)= (ghφ)(b−1
gh ) · (

ghφ)(bg) · (
ghφ)(gbh).

Set θg = (
gφ)(bg). Then βg,h = θ

−1
gh θg

gθhαg,h . Thus, α and β give the same cycle
class in Br(k). �

Let P ∈ Pic(Xl) be a line bundle on Xl with stabilizer group Gal(l/κ) under the
G-action. Since P ∈ Pic(Xl)

Gal(l/κ) ∼= (S∗)Gal(l/κ), the line bundle P corresponds
to a character χ : Sκ → Gm,κ over κ , or equivalently χ ′ : S→ Rκ/k(Gm,κ). Let
π : Xl→ X be the projection.

Proposition 7.2. Let δP : H 1(G, T ) δ
−→ H 2(G, S) χ ′

−→Br(κ) be the composition
map. Then δP [U ] = [EndOX (π∗P)] ∈ Br(κ).
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Proof. First we prove the case when κ = k. In this case, the line bundle P ∈
Pic(Xl)

G ∼= Pic(X∗). Thus, there is Q ∈ Pic(X∗) such that P ∼= f ∗π∗X∗Q, where
πX∗ : X∗l → X∗ is the projection and f : Xl→ X∗l is the Tl-isomorphism. [Merkurjev
and Panin 1997, Lemma 7.3] shows that [U ]∪[Q|T ] = [EndOX (π∗P)] ∈Br(k). On
the other hand, δP([U ]) = δ[U ] ∪ [χ ′] = δ[U ] ∪ [Q]. By Lemma 7.1, δP([U ]) =
[U ] ∪ [∂Q] = [U ] ∪ [Q|T ].

In general, let H =Gal(l/κ) and consider the restriction map Res : H 1(G, T )→
H 1(H, Tκ) which sends [U ] to [Uκ ]. There is a commutative diagram:

H 1(G, T ) H 2(G, S) Br(κ)

H 1(H, Tκ) H 2(H, Sκ) Br(κ)

δ

Res

χ ′

Res

δ χ

Thus, δP [U ] = [EndOXκ
(πκ∗P)], where πκ : Xl → Xκ is the projection. By the

proof of Lemma 6.3, EndOXκ
(πκ∗P)∼= EndOX (π∗P). �

Corollary 7.3. Let X be a smooth projective toric variety over k that splits over l
and G = Gal(l/k). Assume Pic(Xl) is a permutation G-module, i.e., the torus S
is quasitrivial and thus has the form

∏t
i=1 Rki/k Gm,ki , where ki are finite separa-

ble field extensions of k. Then the principal homogeneous space U is uniquely
determined by (Bi ∈ Br(ki ))16i6t , where Bi split over E. Let {Si }

t
i=1 be the set of

representatives for G-orbits of Pic(Xl). Then Bi comes from EndOX (π∗Si ).

Proof. The result follows from Proposition 7.2 and the exact sequence

0→ H 1(k, T )→
t∏

i=1

Br(ki )→ Br(E). �

Remark 7.4. Families (i), (ii) and (iii) and their blowups have permutation Picard
groups.

(ii): Let X = SB(A) be a Severi–Brauer variety of dimension n, Aut6(Xl)= Sn+1.
We have

1→ Gm,k→ RE/k(Gm,E)→ T → 1,

which induces
0→ H 1(G, T ) δ

−→Br(k)→ Br(E).

Then δ(U )=[A] and A splits over E ; see [Merkurjev and Panin 1997, Example 8.5].

(i): Let Xl = Fa, a > 2,Aut6 = S2, and E factors as k × F × k, where F is the
quadratic étale k-algebra corresponding to [ρ ′] ∈ H 1(G, S2). We have

1→ Gm,k→ Gm,k ×RF/k(Gm,F )→ T → 1,
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where Gm,k→ Gm,k is the a-th power homomorphism. It induces

0→ H 1(G, T ) δ
−→Br(k)→ Br(k)×Br(F),

where [U ] 7→ [Q] 7→ ([Q⊗a
], [QF ]). By Lemma 4.11, the toric surface X is a P1-

bundle over some conic curve C. We have the torus of C is T ′=RF/k(Gm,F )/Gm,k .
There is a commutative diagram with exact rows:

1 Gm,k Gm,k ×RF/k(Gm,F ) T 1

1 Gm,k RF/k(Gm,F ) T ′ 1
h

Hence, the image of [U ] under δ ◦ h∗ : H 1(G, T )→ H 1(G, T ′)→ Br(k) is [Q],
and thus C = SB(Q). Since a quaternion algebra has a period at most 2 in the
Brauer group, if a is odd, then [Q⊗a

] ∈ Br(k) being trivial implies that Q =M2(k).
Thus we have:

Proposition 7.5. Let X be a toric surface that is a form of F2a+1. Then X ∼= F2a+1.

Remark 7.6. Iskovskih showed that any form of F2a+1 is trivial [Iskovskih 1979,
Theorem 3(2)]. The above proposition reproves this result in the case of toric
surfaces.

(iii): Let Xl =P1
×P1, Aut6 = D8. In this case, the map β :G→GL(2,Z) factors

through γ : G→ S2, where S2 permutes O(1, 0) and O(0, 1). Then the quadratic
étale algebra K corresponds to γ . We have

1→ RK/k(Gm,K )→ RE/k(Gm,E)→ T → 1,
which induces

0→ H 1(G, T ) δ
−→Br(K )→ Br(E).

Then δ(U ) = [B] and B splits over E . Let NK/k : RK/k(Gm,K )→ Gm,k be the
norm map which induces corK/k : Br(K )→ Br(k). Then [A] = corK/k[B].

Separable algebras for toric surfaces. Let X be a smooth projective toric T -
surface over k that splits over l and G = Gal(l/k). Recall that we have a finite
chain of blowups of toric T -surfaces

X = X0→ X1→ · · · → Xn = X ′,

where X ′ is minimal. For 1 6 i 6 n, let fi map (X i−1)l → (X i )l , which are
the blowups of G-sets of disjoint Tl-invariant points. Let Ei be the G-sets of the
exceptional divisors of fi and X ′ ∼= B in C.

Proposition 7.7. X ∼= B×
n∏

i=1

HomG(Ei , l) in C.
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Proof. We only need to consider the simple case: Let f : Y → Z be a blowup
of toric T -surfaces and let E = {Pj } be the G-set of line bundles associated to
the exceptional divisors of g = fl . We assume further that the G-action on E is
transitive.

Let p : Yl→ Y and q : Zl→ Z be the projections. Then we have a commutative
diagram:

Yl Zl

Y Z

g

p q
f

Recall that if K0(Zl) has a G-basis γ , then g∗(γ )∪ E is a G-basis of K0(Yl).
Since Z is a toric surface, we can assume γ consists of line bundles over Zl . Let
P ∈ γ . Then

EndOY (p∗g
∗P)∼= EndOY ( f ∗q∗P)∼= HomOZ (q∗P, f∗ f ∗(q∗P))∼= EndOZ (q∗P),

where f∗ f ∗ is identity because f is flat proper and f∗OY =OZ .
As for the G-orbit E , we have

⊕
j Pj = p∗Q for some locally free sheaf Q

on Y. By Lemma 6.6 and the assumption that G acts transitively on E , we have
EndOY (Q)∼=HomG(E, l). It is Brauer equivalent to EndOY (p∗Pj ) for any Pj ∈ E .
Thus the result follows from Theorem 6.5. �

8. Derived categories of toric surfaces

Let X be a smooth projective variety over k and let Db(X) be the bounded de-
rived category of coherent sheaves on X. We will define exceptional objects and
collections in a generalized way.

Definition 8.1. Let A be a finite simple k-algebra. An object V in D = Db(X) is
called A-exceptional if HomD(V, V )= A and ExtiD(V, V )= 0 for i 6= 0.

Definition 8.2. A set of objects {V1, . . . , Vn} in D= Db(X) is called an exceptional
collection if for each 16 i 6n, the object Vi is Ai -exceptional for some finite simple
k-algebra Ai , and ExtrD(Vi , V j ) = 0 for any integer r and i > j. The collection
is full if the thick triangulated subcategory 〈V1, . . . , Vn〉 generated by the Vi is
equivalent to Db(X).

Definition 8.3. A set of objects {V1, . . . , Vn} in D ∈ Db(X) is called an exceptional
block if it is an exceptional collection and ExtrD(Vi , V j )= 0 for any integer r and
i 6= j. Note that the ordering of the Vi in this case does not matter.

Assume {V1, . . . , Vn} is a full exceptional collection as above. Since 〈Vi 〉 is
equivalent to Db(Ai ), the bounded derived category of right Ai -modules, we have
semiorthogonal decompositions Db(X)= 〈V1, . . . , Vn〉 = 〈Db(A1), . . . , Db(An)〉.
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The semiorthogonal decomposition of Db(X) can be lifted to the world of dg
categories. For details about dg categories, see [Keller 2006]. There is a dg
enhancement of Db(X), denoted as Db

dg(X) where Db
dg(X) is the dg category with

same objects as Db(X) and whose morphisms have a dg k-module structure such
that H 0(HomDb

dg(X)
(x, y))=HomDb(X)(x, y). Let perfdg(X) be the dg subcategory

of perfect complexes. Since X is smooth projective, perfdg(X) is quasiequivalent to
Db

dg(X). For an A-exceptional object V, the pretriangulated dg subcategory 〈V 〉dg

generated by V is quasiequivalent to Db
dg(A). Therefore, there is a dg enhance-

ment of the semiorthogonal decomposition Db
dg(X) = 〈V1, . . . , Vn〉dg, which is

quasiequivalent to 〈Db
dg(A1), . . . , Db

dg(An)〉dg.
Let dgcat be the category of all small dg categories. There is a universal additive

functor U : dgcat→ Hmo0 where Hmo0 is the category of noncommutative mo-
tives, see [Tabuada 2015, §2.1-2.4]. We have U (perfdg(X))'

⊕n
i=1 U (Db

dg(Ai ))'⊕n
i=1 U (Ai ). On the other hand, the motivic category C is a full subcategory of

Hmo0 by sending a pair (X, A) to perfdg(X, A), the dg category of complexes of
right OX ⊗k A-modules which are also perfect complexes of OX -modules [Tabuada
2014, Theorem 6.10] or [Tabuada 2015, Theorem 4.17]. The above discussion gives
the following well-known fact:

Theorem 8.4. Let X be a smooth projective variety over k. If Db(X) has a full
exceptional collection of objects {V1, . . . , Vn} where each Vi is Ai -exceptional, then
X ∼=

∏n
i=1 Ai in the motivic category C.

We know for toric varieties satisfying the conditions of Theorem 6.5, they have a
complete motivic decomposition into central simple algebras. The following lemma
gives a criterion when the motivic decomposition can be lifted to the decomposition
of the derived category (i.e., the reverse of Theorem 8.4):

Lemma 8.5. Let X be a smooth projective toric variety over k that splits over l and
G = Gal(l/k). Assume K0(Xl) has a permutation G-basis P of line bundles over
Xl . Let {Pi }

t
i=1 be G-orbits of P and let π : Xl→ X be the projection.

Assume each G-orbit Pi is an exceptional block. If there is an ordering for G-
orbits {Pi }

t
i=1 such that {P1, . . . , Pt } gives a full exceptional collection of Db(Xl),

then for any Si ∈ Pi , the set {π∗S1, . . . , π∗St } is a full exceptional collection of
Db(X).

Proof. First we show that {π∗S1, . . . , π∗St } is an exceptional collection. Since π
is flat and finite, both π∗ : Db(X)→ Db(Xl) and π∗ : Db(Xl)→ Db(X) are exact
functors. The result follows from

ExtrDb(X)(π∗Si , π∗S j )⊗k l ∼= ExtrDb(Xl )
(π∗π∗Si , π

∗π∗S j )

∼=

⊕
g,g′∈G

ExtrDb(Xl )
(gSi , g′S j ).



TORIC SURFACES OVER AN ARBITRARY FIELD 505

In particular, π∗Si is an exceptional object and thus 〈π∗Si 〉 is an admissible subcat-
egory of Db(X). Since 〈π∗Si ⊗k l〉 = 〈Pi 〉 and Db(Xl) = 〈P1, . . . , Pt 〉, by [Auel
and Bernardara 2015, Lemma 2.3], we have Db(X)= 〈π∗S1, . . . , π∗St 〉. �

Using the classification of toric surfaces, we can confirm the lifting for toric
surfaces:

Theorem 8.6. Let X be a smooth projective toric surface over k that splits over
l and G = Gal(l/k). Then K0(Xl) has a permutation G-basis P of line bundles
over Xl such that each G-orbit is an exceptional block. Furthermore, there exists
an ordering of the G-orbits {Pi }

t
i=1 of P such that {P1, . . . , Pt } gives a full excep-

tional collection of Db(Xl). Therefore, for any Si ∈ Pi , {π∗S1, . . . , π∗St } is a full
exceptional collection of Db(X), where π : Xl→ X is the projection.

Proof. First assume that X is minimal. By the classification of minimal toric surfaces
(Theorem 4.12), we have Xl is (i) Fa, a > 2; (ii) P2; (iii) P1

×P1; (iv) del Pezzo
surface of degree 6. Using the notation introduced in Theorem 5.2, the derived
category Db(Xl) has the following full exceptional collections of line bundles:

(i) {O,O(D1),O(D2),O(D1+ D2)};

(ii) {O,O(D1),O(2D1)} = {O,O(1),O(2)};

(iii) {O,O(D1),O(D2),O(D1+ D2)} = {O,O(1, 0),O(0, 1),O(1, 1)};

(iv) {O, R∨1 , R∨2 , R∨3 , Q∨1 , Q∨2 } where (−)∨ is the dual of the invertible sheaf.

Cases (i)–(iii) follow from the projective bundle theorem [Orlov 1992, Theorem
2.6] and (iv) follows from [Auel and Bernardara 2015, Proposition 9.1] or [Blunk
et al. 2011]. Moreover, the collections {O(1, 0),O(0, 1)}, {R∨i }

3
i=1 and {Q∨j }

2
j=1

are exceptional blocks. These sets are the only G-orbits with more than one object.
Therefore, each G-orbit is an exceptional block.

Now it suffices to consider the case that f : X → X ′ is a simple blowup of a
minimal toric surface X ′, that is, the map fl : Xl → X ′l is the blowup of a G-set
of disjoint torus invariant points of X ′l where G acts on the set transitively. Let
Ei be the exceptional divisors of fl . Let E be the set {OEi (−1)}. By [Orlov
1992, Theorem 4.3], the derived category Db(X) has a full exceptional collection
{E, L• f ∗Db(X ′)}. Note that the full exceptional collections of minimal toric
surfaces provided above all have the structure sheaf O as the first object. The right
mutation of the pair (OEi (−1),O) is (O,O(Ei )) (the extension case in [Karpov
and Nogin 1998, Proposition 2.3]). Therefore, the right mutation of {E,O} is
{O, E ′} where E ′ = {O(Ei )}. The G-orbit E ′ is an exceptional block because the
order in the set is exchangeable. Hence, Db(Xl) has a full exceptional collection
{O, E ′, the rest of the line bundles provided above} (they form a basis of K0(Xl))
and each G-orbit is an exceptional block. �
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CORRECTIONS TO THE ARTICLE
THE JOHNSON–MORITA THEORY FOR THE RINGS OF

FRICKE CHARACTERS OF FREE GROUPS

TAKAO SATOH

Volume 275:2 (2015), 443–461

There is a gap in the proof of Proposition 3.1, and it seems to be still
an open problem to determine whether the map 8 is surjective or not.
In order not to cause any effect on our main theorems, we modify our
previous arguments in the following way.

• page 453, line 1: We withdraw the statement and the proof of Proposition 3.1.

• page 455, line 13: We amend the exact sequence (6) to

0→ HomQ(gr1(J ), gr2(J )) ι
→Aut (J/J 3)

ϕ
→ Im(ϕ)→ 1.

• page 456, lines 1, 5 and 18; page 458, line 6 from the bottom: We amend
Aut (J/J 3) to Im(ϕ).

• page 456, line 2; page 458 at the bottom: We amend the way to choose the
elements γ1, γ2, . . . , γp+q as follows. Let γ1, γ2, . . . , γp be all elements in
T1 ⊂ J , and γp+1, . . . , γp+q all elements in T2 ⊂ J 2.

• page 457, line 3: We complement the information about the map Aut Fn→

Aut(J/J 3). The image of this map is contained in Aut(J/J 3).
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