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#### Abstract

Let $\mathfrak{g}$ be a finite-dimensional simple Lie algebra of type $D$ or $E$ and $\lambda$ be a dominant integral weight whose support bounds the subdiagram of type $D_{4}$. We study certain quantum affinizations of the simple $\mathfrak{g}$-module of highest weight $\lambda$ which we term preminimal affinizations of order 2 (this is the maximal order for such $\lambda$ ). This class can be split in two: the coherent and the incoherent affinizations. If $\lambda$ is regular, Chari and Pressley proved that the associated minimal affinizations belong to one of the three equivalent classes of coherent preminimal affinizations. In this paper we show that, if $\lambda$ is irregular, the coherent preminimal affinizations are not minimal under certain hypotheses. Since these hypotheses are always satisfied if $\mathfrak{g}$ is of type $D_{4}$, this completes the classification of minimal affinizations for type $D_{4}$ by giving a negative answer to a conjecture of Chari and Pressley stating that the coherent and the incoherent affinizations were equivalent in type $D_{4}$ (this corrects the opposite claim made by the first author in a previous publication).


## 1. Introduction

This is the second paper of a series based on a project aiming at describing the classification of the Drinfeld polynomials of the irregular minimal affinizations of type $D$. The theory of minimal affinizations, initiated in [Chari 1995; Chari and Pressley 1996a], is an object of intensive study due to its rich structure and connections to other areas such as mathematical physics and combinatorics [Chari and Hernandez 2010; Zhang et al. 2016; Hernandez 2007; 2010; Hernandez and Leclerc 2016; Li and Qiao 2017; Naoi 2013; 2014]. We refer to the first two paragraphs of the first paper of the series [Moura and Pereira 2017] for an account of the status of this classification problem when this project started. The main result of the present paper (Theorem 2.4.4) is one of the crucial steps towards the final classification: it will provide one of the tools we shall use to compare certain affinizations or to show that they are not comparable. Moreover, together with the results of [Chari and Pressley 1996b], Theorem 2.4.4 completes the classification

[^0]in type $D_{4}$ by showing that the corresponding elements of two different families of affinizations described in [Chari and Pressley 1996b] are not equivalent, contrary to what was conjectured there. In fact, these elements are comparable and one is strictly larger than the other. Hence, only one of them, which we term an incoherent preminimal affinization of order 2 here, is actually a minimal affinization. The corresponding coherent affinization (the one that follows the pattern of the minimal affinizations in the regular case) is actually not minimal. The study made here goes beyond type $D$ and proves that, under certain conditions, the coherent affinizations are also not minimal in type $E$. Since the proof of this result is rather lengthy and there are several parts which are interesting in their own right, we deem it appropriate to write a paper focusing exclusively on this result.

We now give a not so formal description of the main results of the paper. Let $U_{q}(\tilde{\mathfrak{g}})$ denote the quantum affine algebra associated to a simply laced finite type Kac-Moody algebra $\mathfrak{g}$. If $\omega$ is a Drinfeld polynomial with classical weight $\lambda$, then the associated irreducible $U_{q}(\tilde{\mathfrak{g}})$-module $V_{q}(\boldsymbol{\omega})$, when regarded as module for $U_{q}(\mathfrak{g})$, decomposes as a direct sum of the form

$$
V_{q}(\omega) \cong V_{q}(\lambda) \oplus \oplus_{\mu} V_{q}(\mu)^{\oplus m_{\mu}},
$$

where the sum is over all dominant integral weights $\mu$ such that $\mu<\lambda$ in the usual partial order on weights, $m_{\mu}$ is a nonnegative integer, and $V_{q}(\mu)$ denotes the irreducible $U_{q}(\mathfrak{g})$-module of highest weight $\mu$. Any module satisfying this kind of decomposition is said to be an affinization of $V_{q}(\lambda)$ and an isomorphism as $U_{q}(\mathfrak{g})$-modules define an equivalence relation on the class of affinizations of $V_{q}(\lambda)$. Moreover, the partial order on weights induces a partial order on the set of equivalence classes of affinizations which obviously admit minimal elements, termed minimal affinizations [Chari 1995]. If $\mathfrak{g}$ is of type $A$, since quantum analogues of evaluation maps exist [Jimbo 1986], $V_{q}(\boldsymbol{\omega})$ is minimal if and only if $m_{\mu}=0$ for all $\mu<\lambda$. In that case, the roots of each polynomial $\omega_{i}(u)$ form what is called a $q$-string, where $i \in I$ and $I$ is an index set for the nodes of the Dynkin diagram of $\mathfrak{g}$. Moreover, if we denote by $a_{i}$ the center of the $q$-string associated to node $i$ and let $i_{1}$ be the first node in $\operatorname{supp}(\lambda)$, the support of $\lambda$, there exists a strictly monotonic function $f$ defined on $\operatorname{supp}(\lambda)$ such that

$$
a_{i}=a_{i_{1}} q^{f(i)}
$$

If $f$ is increasing, we say $V_{q}(\boldsymbol{\omega})$ is an increasing minimal affinization. Otherwise, we say it is decreasing. Although the increasing and decreasing minimal affinizations are equivalent, the understanding of the combinations of increasing and decreasing patterns for diagram subalgebras of type $A$ is a key point for describing the minimal affinizations outside type $A$.

More precisely, it was proved in [Chari and Pressley 1996a] that, if $V_{q}(\boldsymbol{\omega})$ is a minimal affinization and $J \subseteq I$ corresponds to a connected subdiagram of type $A$
which remains connected after removing the trivalent node $i_{*}$, then the associated $J$-tuple of polynomials corresponds to a minimal affinization of type $A$. We say that $\omega$ is preminimal if it satisfies this property. Thus, if $V_{q}(\boldsymbol{\omega})$ is minimal, $\boldsymbol{\omega}$ is preminimal. If $i$ is an extremal node, let $I_{i}$ be the maximal subdiagram of type $A$ not containing $i$. We say that $\omega$ is $i$-minimal if the associated $I_{i}$-tuple of polynomials corresponds to a minimal affinization of type $A$. The order of minimality of a preminimal $\omega$ is defined as the cardinality of the set of extremal nodes $i$ such that $\omega$ is $i$-minimal. Hence, the order can be $0,1,2,3$. It follows from the results of [Chari and Pressley 1996a] that, if $\operatorname{supp}(\lambda) \subseteq I_{i}$ for some extremal node $i$, then $V_{q}(\boldsymbol{\omega})$ is a minimal affinization if and only if $\omega$ is preminimal of order 3 . On the other hand, if $\operatorname{supp}(\lambda)$ bounds the diagram of type $D_{4}$, the order of any preminimal $\omega$ is at most 2 and, if $i_{*} \in \operatorname{supp}(\lambda), V_{q}(\boldsymbol{\omega})$ is a minimal affinization if and only if $\omega$ is preminimal of order 2. Note that, in this case, there are three equivalence classes of minimal affinizations, one for each extremal node, the node $i$ for which $i$-minimality fails.

The purpose of this paper is to describe a few properties of the preminimal affinizations of order 2 when $i_{*} \notin \operatorname{supp}(\lambda)$ and $\operatorname{supp}(\lambda)$ bounds the subdiagram of type $D_{4}$. For type $D_{4}$, it follows from [Chari and Pressley 1996b] that, if $V_{q}(\omega)$ is a minimal affinization, then $\omega$ has order 1 or 2 . It was clear from [Chari and Pressley 1996b] that not all Drinfeld polynomials of order 1 correspond to minimal affinizations. However, the conjecture mentioned in the first paragraph can be rephrased as "all preminimal Drinfeld polynomials of order 2 correspond to minimal affinizations". The preminimal Drinfeld polynomials of order 2 can be encoded by the following pictures:


The arrows point in the direction that the function $f$ decreases and $i$ is the node for which $i$-minimality fails. Drinfeld polynomials satisfying either of the pictures in each line give rise to equivalent affinizations. Note that, if $i_{*} \in \operatorname{supp}(\lambda)$, Drinfeld polynomials satisfying the diagrams in the second line do not exist. We say that the ones satisfying the first line are coherent (because the arrows agree) and the ones satisfying the second line are incoherent. The notion of coherent and incoherent preminimal Drinfeld polynomials of order 2 can be extended for rank higher than 4,
including type $E$. Note that the incoherent ones do not exist when $\operatorname{supp}(\lambda)$ intersects more than once the connected subdiagram having $i$ and $i_{*}$ as extremal nodes. Otherwise, we conjecture that the coherent ones are not minimal affinizations and prove that this is indeed the case in type $D$ as well as under certain conditions on $\operatorname{supp}(\lambda)$ when $\mathfrak{g}$ is of type $E$. In fact, the proof consists of showing that the coherent affinizations are strictly larger than their incoherent counterpart when the incoherent ones exist.

Part of the proof of Theorem 2.4.4 is based on a result about the multiplicity of $V_{q}(\nu)$ as a summand of the coherent and incoherent affinizations where $v$ is a specific dominant weight. The precise statement is in Proposition 2.4.6, which can be proved in greater generality than Theorem 2.4.4. The proof of Proposition 2.4.6 is a combination of arguments in the context of graded limits as well as in the context of qcharacters. Generators and relations for the graded limits of the coherent affinizations were described in [Moura 2010] for type $D_{4}$. This result has been extended for type $D_{n}, n>4$, in [Naoi 2014] in the case $i_{*} \in \operatorname{supp}(\lambda)$. However, as far as we can tell, the argument of [Naoi 2014] also works when $i_{*} \notin \operatorname{supp}(\lambda)$. Inspired by Proposition 2.4.6, we define in Section 2.5 a quotient of the "coherent graded limits" and prove that it projects onto the corresponding "incoherent graded limits" under the hypotheses of Theorem 2.4.4. It is tempting to conjecture that these projections are actually isomorphisms (see Remark 2.5.5 for further comments).

Beside Proposition 2.4.6, by considering diagram subalgebras, the proof of Theorem 2.4.4 also relies on proving that certain tensor products of minimal affinizations in types $A$ and $D$ are irreducible. From type $A$ we need tensor products of a general minimal affinization with a Kirillov-Reshetikhin module supported on an extremal node. This was exactly the topic of our first paper in this series, [Moura and Pereira 2017], where we described a necessary and sufficient condition for the irreducibility of such tensor products. In fact, this criterion for irreducibility is half of the main result of [Moura and Pereira 2017]. The other half will be crucial in the proof of the final classification as it also provides a tool to compare certain affinizations or to show that they are not comparable. From type $D$, we use a sufficient condition for the irreducibility of tensor products of two Kirillov-Reshetikhin modules associated to distinct extremal nodes proved in [Chari 2002]. For the proof of the final classification of minimal affinizations in type $D$ we will need sharper results which will appear in [Pereira $\geq 2018$ ] (see also [Pereira 2014]).

The paper is organized as follows. In Section 2, we fix the basic notation and review the background needed to state the main results. Further technical background is reviewed in Section 3. In Section 3.1, we compute the dimension of certain weight spaces of certain $\mathfrak{g}$-modules in terms of a "modified" Kostant partition function (see Proposition 3.1.1 and (3-1-3)). Such dimensions play a crucial
role in the proof of Proposition 2.4.6. In Section 3.2, in addition to reviewing some known facts about diagram subalgebras, we prove Lemma 3.2.4 which is an important technical ingredient to be used in the proof of Theorem 2.4.4. The few facts about qcharacters that we need are reviewed in Section 3.3 and the aforementioned criteria for irreducibility of certain tensor products is reviewed in Section 3.4. Section 3.5 contains the necessary technical background on graded limits. Section 4 is entirely dedicated to the proof of the main results: Theorem 2.4.4 and Proposition 2.4.6. In Section 4.1, we deduce some facts about qcharacters and tensor products of Kirillov-Reshetikhin modules. Upper bounds for certain outer multiplicities are obtained in Section 4.2 by studying graded limits. The main technical obstacles for proving Theorem 2.4.4 in greater generality when $\mathfrak{g}$ is of type $E$ arise from Lemma 4.2.3. Although the extra hypotheses are necessary for the validity of that lemma, they may not be necessary for the validity of Theorem 2.4.4. However, the proof with the techniques employed here, would require a much more intricate analysis (see the last paragraph of Section 2.4 for more precise comments). The heart of the proof of Proposition 2.4.6 is in Sections 4.3 and 4.4, where we study irreducible factors of "incoherent" and "coherent" tensor products of Kirillov-Reshetikhin modules associated to extremal nodes of the Dynkin diagram. Theorem 2.4.4 is finally proved in Section 4.5.

## 2. The main results

Throughout the paper, let $\mathbb{C}$ and $\mathbb{Z}$ denote the sets of complex numbers and integers, respectively. Let also $\mathbb{Z}_{\geq m}, \mathbb{Z}_{<m}$, etc. denote the obvious subsets of $\mathbb{Z}$. Given a ring $\mathbb{A}$, the underlying multiplicative group of units is denoted by $\mathbb{A}^{\times}$. The symbol $\cong$ means "isomorphic to". We shall use the symbol $\diamond$ to mark the end of remarks, examples, and statements of results whose proofs are postponed. The symbol $\square$ will mark the end of proofs as well as of statements whose proofs are omitted.
2.1. Classical and quantum algebras. Let $I$ be the set of vertices of a finite-type simply laced indecomposable Dynkin diagram and let $\mathfrak{g}$ be the associated simple Lie algebra over $\mathbb{C}$ with a fixed Cartan subalgebra $\mathfrak{h}$. Fix a set of positive roots $R^{+}$ and let $\mathfrak{g}_{ \pm \alpha}, \alpha \in R^{+}$, and $\mathfrak{g}=\mathfrak{n}^{-} \oplus \mathfrak{h} \oplus \mathfrak{n}^{+}$be the associated root spaces and triangular decomposition. The simple roots will be denoted by $\alpha_{i}$, the fundamental weights by $\omega_{i}, i \in I, Q, P, Q^{+}, P^{+}$will denote the root and weight lattices with corresponding positive cones, respectively. Let also $h_{\alpha} \in \mathfrak{h}$ be the coroot associated to $\alpha \in R^{+}$. If $\alpha=\alpha_{i}$ is simple, we often simplify notation and write $h_{i}$. We denote by $x_{\alpha}^{ \pm}$any element spanning the root space $\mathfrak{g}_{ \pm \alpha}$. In particular, we shall write

$$
\begin{equation*}
\left[x_{\alpha}^{-}, x_{\beta}^{-}\right]=x_{\alpha+\beta}^{-} . \tag{2-1-1}
\end{equation*}
$$

Let $C=\left(c_{i j}\right)_{i, j \in I}$ be the Cartan matrix of $\mathfrak{g}$, i.e., $c_{i, j}=\alpha_{j}\left(h_{i}\right)$.

By abuse of language, we will refer to any subset $J$ of $I$ as a subdiagram of the Dynkin diagram of $\mathfrak{g}$. Given $J \subseteq I$, we let $\bar{J}$ be the minimal connected subdiagram of $I$ containing $J$ and let $\partial J$ be the subset of $J$ consisting of nodes connected to at most one other node of $J$ and

$$
\stackrel{\circ}{J}=J \backslash \partial J
$$

For $i, j \in I$, set

$$
[i, j]=\overline{\{i, j\}}, \quad(i, j]=[i, j] \backslash\{i\}, \quad[i, j)=[i, j] \backslash\{j\}
$$

Define also the distance between $i, j$ as

$$
d(i, j)=\#[i, j)
$$

For a subdiagram $J \subseteq I$, we let $\mathfrak{g}_{J}$ be the subalgebra of $\mathfrak{g}$ generated by the corresponding simple root vectors, $\mathfrak{h}_{J}=\mathfrak{h} \cap \mathfrak{g}_{J}$ and so on. Also, let $Q_{J}$ be the subgroup of $Q$ generated by $\alpha_{j}, j \in J$, and $R_{J}^{+}=R^{+} \cap Q_{J}$. Set

$$
\begin{equation*}
\vartheta_{J}=\sum_{j \in J} \alpha_{j} \tag{2-1-2}
\end{equation*}
$$

which is an element of $R_{J}$ if $J$ is connected. When $J=I$ we may simply write $\vartheta$. Given $\lambda \in P$, let $\lambda_{J}$ denote the restriction of $\lambda$ to $\mathfrak{h}_{J}^{*}$ and let $\lambda^{J} \in P$ be such that $\lambda^{J}\left(h_{j}\right)=\lambda\left(h_{j}\right)$ if $j \in J$ and $\lambda^{J}\left(h_{j}\right)=0$ otherwise. The support of $\mu \in P$ is defined by

$$
\operatorname{supp}(\mu)=\left\{i \in I: \mu\left(h_{i}\right) \neq 0\right\}
$$

Given $\eta=\sum_{i \in I} s_{i} \alpha_{i} \in Q$, set

$$
\operatorname{rsupp}(\eta)=\left\{i \in I: s_{i} \neq 0\right\}, \quad \operatorname{ht}_{i}(\eta)=s_{i}, i \in I, \quad \text { and } \quad \operatorname{ht}(\eta)=\sum_{i \in I} s_{i}
$$

For a Lie algebra $\mathfrak{a}$ over $\mathbb{C}$, let $\tilde{\mathfrak{a}}=\mathfrak{a} \otimes \mathbb{C}\left[t, t^{-1}\right]$ be its loop algebras and identify $\mathfrak{a}$ with the subalgebra $\mathfrak{a} \otimes 1$. Then, $\tilde{\mathfrak{g}}=\tilde{\mathfrak{n}}^{-} \oplus \tilde{\mathfrak{h}} \oplus \tilde{\mathfrak{n}}^{+}$and $\tilde{\mathfrak{h}}$ is an abelian subalgebra. We denote by $\mathfrak{a}[t]$ the subalgebra determined by $\mathfrak{a} \otimes \mathbb{C}[t]$. Let also $\mathfrak{a}[t]_{+}=\mathfrak{a} \otimes t \mathbb{C}[t]$. The elements $x_{\alpha}^{ \pm} \otimes t^{r}, \alpha \in R^{+}, r \in \mathbb{Z}$, will be denoted by $x_{\alpha, r}^{ \pm}$and similarly we define $h_{\alpha, r}$. Given $a \in \mathbb{C}$, let $\tau_{a}$ be the Lie algebra automorphism of $\mathfrak{a}[t]$ defined by

$$
\begin{equation*}
\tau_{a}(x \otimes f(t))=x \otimes f(t-a) \quad \text { for every } x \in \mathfrak{a}, f(t) \in \mathbb{C}[t] \tag{2-1-3}
\end{equation*}
$$

Let $\mathbb{F}$ be an algebraic closure of $\mathbb{C}(q)$, the ring of rational functions on an indeterminate $q$, and let $U_{q}(\mathfrak{g})$ and $U_{q}(\tilde{\mathfrak{g}})$ be the associated Drinfeld-Jimbo quantum groups over $\mathbb{F}$. We use the notation as in [Moura 2010, Section 1.2]. In particular, the Drinfeld loop-like generators of $U_{q}(\tilde{\mathfrak{g}})$ are denoted by $x_{i, r}^{ \pm}, h_{i, s}, k_{i}^{ \pm 1}, i \in I$, $r, s \in \mathbb{Z}, s \neq 0$. Also, $U_{q}(\mathfrak{g})$ is the subalgebra of $U_{q}(\tilde{\mathfrak{g}})$ generated by $x_{i}^{ \pm}=x_{i, 0}^{ \pm}, k_{i}^{ \pm 1}$, $i \in I$, and the subalgebras $U_{q}\left(\mathfrak{n}^{ \pm}\right), U_{q}(\mathfrak{h}), U_{q}\left(\tilde{\mathfrak{n}}^{ \pm}\right), U_{q}(\tilde{\mathfrak{h}}), U_{q}\left(\mathfrak{g}_{J}\right), U_{q}\left(\tilde{\mathfrak{g}}_{J}\right)$, where $J \subseteq I$, are defined in the expected way.

The $\ell$-weight lattice of $U_{q}(\tilde{\mathfrak{g}})$ is the multiplicative group $\mathcal{P}_{q}$ of $n$-tuples of rational functions $\boldsymbol{\mu}=\left(\boldsymbol{\mu}_{i}(u)\right)_{i \in I}$ with values in $\mathbb{F}$ such that $\boldsymbol{\mu}_{i}(0)=1$ for all $i \in I$. The elements of the submonoid $\mathcal{P}_{q}^{+}$of $\mathcal{P}_{q}$ consisting of $n$-tuples of polynomials will be referred to as dominant $\ell$-weights or Drinfeld polynomials. Given $a \in \mathbb{F}^{\times}$and $\mu \in P$, let $\omega_{\mu, a} \in \mathcal{P}_{q}$ be the element whose $i$-th rational function is

$$
(1-a u)^{\mu\left(h_{i}\right)}, \quad i \in I
$$

In the case that $\mu=\omega_{i}$ for some $i$, we often simplify notation and write $\boldsymbol{\omega}_{i, a}$. Note that $\mathcal{P}_{q}$ is the (multiplicative) free abelian group on the set $\left\{\omega_{i, a}: i \in I, a \in \mathbb{F}^{\times}\right\}$, let $\mathcal{P}$ denote the subgroup generated by $\left\{\boldsymbol{\omega}_{i, a}: i \in I, a \in \mathbb{C}^{\times}\right\}$, and $\mathcal{P}^{+}=\mathcal{P}_{q}^{+} \cap \mathcal{P}$. If

$$
\begin{equation*}
\boldsymbol{\mu}=\prod_{(i, a) \in I \times \mathbb{F}^{\times}} \boldsymbol{\omega}_{i, a}^{p_{i, a}} \tag{2-1-4}
\end{equation*}
$$

we shall say that $\omega_{i, a}$ (respectively, $\omega_{i, a}^{-1}$ ) appears in $\boldsymbol{\mu}$ if $p_{i, a}>0$ (respectively, $p_{i, a}<0$ ). Let wt : $\mathcal{P}_{q} \rightarrow P$ be the group homomorphism determined by setting $\operatorname{wt}\left(\boldsymbol{\omega}_{i, a}\right)=\omega_{i}$. We have an injective map $\boldsymbol{\Psi}: \mathcal{P}_{q} \rightarrow\left(U_{q}(\tilde{\mathfrak{h}})\right)^{*}, \boldsymbol{\omega} \mapsto \boldsymbol{\Psi}_{\omega_{\tilde{\prime}}}$, (see [Moura 2010, Section 1.8]) and, hence, we identify $\mathcal{P}_{q}$ with its image in $\left(U_{q}(\tilde{\mathfrak{h}})\right)^{*}$ under $\boldsymbol{\Psi}$. Similarly, there is an injective map $\mathcal{P} \rightarrow \tilde{\mathfrak{h}}^{*}$. Following [Chari and Moura 2005], given $i \in I, a \in \mathbb{F}^{\times}, m \in \mathbb{Z}_{\geq 0}$, define

$$
\boldsymbol{\omega}_{i, a, m}=\prod_{j=0}^{m-1} \boldsymbol{\omega}_{i, a q^{m-1-2 j}} \quad \text { and } \quad \boldsymbol{\alpha}_{i, a}=\boldsymbol{\omega}_{i, a q, 2} \prod_{j \neq i} \omega_{j, a q,-c_{j, i}}^{-1} .
$$

For $\omega \in \mathcal{P}_{q}$, let $\omega_{J}$ be the associated $J$-tuple of rational functions and let $\mathcal{P}_{J}=$ $\left\{\omega_{J}: \omega \in \mathcal{P}_{q}\right\}$. Similarly define $\mathcal{P}_{J}^{+}$. Notice that $\omega_{J}$ can be regarded as an element of the $\ell$-weight lattice of $U_{q}\left(\tilde{\mathfrak{g}}_{J}\right)$. Let $\pi_{J}: \mathcal{P}_{q} \rightarrow \mathcal{P}_{J}$ denote the map $\boldsymbol{\omega} \mapsto \boldsymbol{\omega}_{J}$. If $J=\{j\}$ is a singleton, we write $\pi_{j}$ instead of $\pi_{J}$. An $\ell$-weight $\omega$ is said to be $J$-dominant if $\omega_{J} \in \mathcal{P}_{J}^{+}$. Let also $\mathcal{Q}_{J} \subset \mathcal{P}_{J}$ (respectively, $\mathcal{Q}_{J}^{+}$) be the subgroup (submonoid) generated by $\pi_{J}\left(\boldsymbol{\alpha}_{j, a}\right), j \in J, a \in \mathbb{C}^{\times}$. When no confusion arises, we shall simply write $\boldsymbol{\alpha}_{j, a}$ for its image in $\mathcal{P}_{J}$ under $\pi_{J}$. Let

$$
\iota_{J}: \mathbb{Z}\left[\mathcal{Q}_{J}\right] \rightarrow \mathbb{Z}\left[\mathcal{Q}_{q}\right],
$$

be the ring homomorphism such that $\iota_{J}\left(\boldsymbol{\alpha}_{j, a}\right)=\boldsymbol{\alpha}_{j, a}$ for all $j \in J, a \in \mathbb{C}^{\times}$. We shall often abuse notation and identify $\mathcal{Q}_{J}$ with its image under $\iota_{J}$. In particular, given $\boldsymbol{\mu} \in \mathcal{P}_{q}$, we set

$$
\boldsymbol{\mu} \mathcal{Q}_{J}=\left\{\boldsymbol{\mu} \boldsymbol{\alpha}: \boldsymbol{\alpha} \in \iota_{J}\left(\mathcal{Q}_{J}\right)\right\}
$$

It will also be useful to introduce the element $\omega^{J} \in \mathcal{P}_{q}$ defined by

$$
\left(\omega^{J}\right)_{j}(u)=\omega_{j}(u) \quad \text { if } j \in J \quad \text { and } \quad\left(\omega^{J}\right)_{j}(u)=1 \text { otherwise. }
$$

2.2. Finite-dimensional representations. We let $\mathcal{C}$ denote the category of finitedimensional $\mathfrak{g}$-modules and denote by $V(\lambda)$ an irreducible $\mathfrak{g}$-module of highest weight $\lambda \in P^{+}$. The character of a $\mathfrak{g}$-module $V$ will be denoted by $\operatorname{ch}(V)$. We think of $\operatorname{ch}(V)$ as an element of the group ring $\mathbb{Z}[P]$. Let also $\mathcal{C}_{q}$ be the category of all finite-dimensional type 1 modules of $U_{q}(\mathfrak{g})$. Thus, a finite-dimensional $U_{q}(\mathfrak{g})$-module $V$ is in $\mathcal{C}_{q}$ if $V=\bigoplus_{\mu \in P} V_{\mu}$ where

$$
V_{\mu}=\left\{v \in V: k_{i} v=q^{\mu\left(h_{i}\right)} v \text { for all } i \in I\right\}
$$

The character of $V$, also denoted by $\operatorname{ch}(V)$, is defined in the obvious way. The following theorem summarizes the basic facts about $\mathcal{C}_{q}$.
Theorem 2.2.1. Let $V$ be an object of $\mathcal{C}_{q}$. Then:
(a) $\operatorname{dim} V_{\mu}=\operatorname{dim} V_{w \mu}$ for all $w \in \mathcal{W}$.
(b) $V$ is completely reducible.
(c) For each $\lambda \in P^{+}$the $U_{q}(\mathfrak{g})$-module $V_{q}(\lambda)$ generated by a vector $v$ satisfying

$$
x_{i}^{+} v=0, \quad k_{i} v=q^{\lambda\left(h_{i}\right)} v, \quad\left(x_{i}^{-}\right)^{\lambda\left(h_{i}\right)+1} v=0, \quad \text { for all } i \in I,
$$

is irreducible and finite-dimensional. If $V \in \mathcal{C}_{q}$ is irreducible, then $V$ is isomorphic to $V_{q}(\lambda)$ for some $\lambda \in P^{+}$.
(d) For all $\lambda \in P^{+}, \operatorname{ch}\left(V_{q}(\lambda)\right)=\operatorname{ch}(V(\lambda))$.

If $J \subseteq I$, we shall denote by $V_{q}\left(\lambda_{J}\right)$ the simple $U_{q}\left(\mathfrak{g}_{J}\right)$-module of highest weight $\lambda_{J}$. Since $\mathcal{C}_{q}$ is semisimple, it is easy to see that, if $\lambda \in P^{+}$and $v \in V_{q}(\lambda)_{\lambda}$ is nonzero, then $U_{q}\left(\mathfrak{g}_{J}\right) v \cong V_{q}\left(\lambda_{J}\right)$.

Let $\widetilde{\mathcal{C}}_{q}$ be the category of all finite-dimensional $\ell$-weight modules of $U_{q}(\tilde{\mathfrak{g}})$. Thus, a finite-dimensional $U_{q}(\tilde{\mathfrak{g}})$-module $V$ is in $\widetilde{\mathcal{C}}_{q}$ if

$$
V=\bigoplus_{\omega \in \mathcal{P}_{q}} V_{\omega}
$$

where

$$
v \in V_{\omega} \Leftrightarrow \text { there exists } k \gg 0 \text { such that }\left(\eta-\boldsymbol{\Psi}_{\omega}(\eta)\right)^{k} v=0 \text { for all } \eta \in U_{q}(\tilde{\mathfrak{h}}) .
$$

$V_{\omega}$ is called the $\ell$-weight space of $V$ associated to $\omega$. A nonzero vector $v \in V_{\omega}$ is said to be a highest- $\ell$-weight vector if

$$
\eta v=\boldsymbol{\Psi}_{\omega}(\eta) v \text { for every } \eta \in U_{q}(\tilde{\mathfrak{h}}) \quad \text { and } \quad x_{i, r}^{+} v=0 \text { for all } i \in I, r \in \mathbb{Z}
$$

$V$ is said to be a highest- $\ell$-weight module if it is generated by a highest- $\ell$-weight vector. Note that if $V \in \widetilde{\mathcal{C}}_{q}$, then $V \in \mathcal{C}_{q}$ and

$$
V_{\lambda}=\bigoplus_{\omega: w t(\omega)=\lambda} V_{\omega}
$$

Given $\boldsymbol{\omega} \in \mathcal{P}_{q}^{+}$, the local Weyl module $W_{q}(\boldsymbol{\omega})$ is the $U_{q}(\tilde{\mathfrak{g}})$-module generated by a vector $w$ satisfying the defining relations

$$
x_{i, r}^{+} w=0, \quad x w=\boldsymbol{\Psi}_{\omega}(x) w, \quad\left(x_{i}^{-}\right)^{\mathrm{wt}(\boldsymbol{\omega})+1} w=0
$$

for all $i \in I, r \in \mathbb{Z}, x \in U_{q}(\tilde{\mathfrak{h}})$. It was proved in [Chari and Pressley 2001] that $W_{q}(\boldsymbol{\omega}) \in \widetilde{\mathcal{C}}_{q}$ for every $\boldsymbol{\omega} \in \mathcal{P}_{q}^{+}$and every finite-dimensional highest- $\ell$-weight module of highest $\ell$-weight $\boldsymbol{\omega}$ is a quotient of $W_{q}(\boldsymbol{\omega})$. Standard arguments show that $W_{q}(\boldsymbol{\omega})$ has a unique irreducible quotient, denoted by $V_{q}(\boldsymbol{\omega})$. In particular, we get the following classification of the simple objects of $\widetilde{\mathcal{C}}_{q}$.
Theorem 2.2.2. If $V$ is a simple object of $\widetilde{\mathcal{C}}_{q}$, then $V$ is isomorphic to $V_{q}(\boldsymbol{\omega})$ for some $\omega \in \mathcal{P}_{q}^{+}$.

Analogous results hold for the category $\mathcal{C}$ of finite-dimensional $\tilde{\mathfrak{g}}$-modules. In particular, given $\boldsymbol{\omega} \in \mathcal{P}^{+}$, we let $W(\boldsymbol{\omega})$ and $V(\boldsymbol{\omega})$ denote the corresponding local Weyl module and irreducible module, respectively. The following is a corollary of the proof that $W(\boldsymbol{\omega})$ is finite-dimensional.
Proposition 2.2.3. Suppose $V$ is a highest- $\ell$-weight module for $\tilde{\mathfrak{g}}$ and let $v$ be a highest- $\ell$-weight vector. Then, $V=U\left(\mathfrak{n}^{-}[t]\right) v$.
2.3. Minimal affinizations. Since $\mathcal{C}_{q}$ is semisimple, for any object $V \in \widetilde{\mathcal{C}}_{q}$ we have an isomorphism of $U_{q}(\mathfrak{g})$-modules

$$
V \cong \bigoplus_{\mu \in P^{+}} V_{q}(\mu)^{\oplus m_{\mu}(V)}
$$

for some $m_{\mu}(V) \in \mathbb{Z}_{\geq 0}$. We shall refer to the number $m_{\mu}(V)$ as the multiplicity of $V_{q}(\mu)$ in $V$.

Given $\lambda \in P^{+}, V \in \widetilde{\mathcal{C}}_{q}$ is said to be an affinization of $V_{q}(\lambda)$ if

$$
\begin{equation*}
m_{\lambda}(V)=1 \quad \text { and } \quad m_{\mu}(V) \neq 0 \Rightarrow \mu \leq \lambda . \tag{2-3-1}
\end{equation*}
$$

Two affinizations of $V_{q}(\lambda)$ are said to be equivalent if they are isomorphic as $U_{q}(\mathfrak{g})$-modules. The partial order on $P^{+}$induces a natural partial order on the set of (equivalence classes of) affinizations of $V_{q}(\lambda)$. Namely, if $V$ and $W$ are affinizations of $V_{q}(\lambda)$, say that $V \leq W$ if, for each $\mu \in P^{+}$, one of the following conditions holds:
(i) $m_{\mu}(V) \leq m_{\mu}(W)$.
(ii) If $m_{\mu}(V)>m_{\mu}(W)$, there exists $v>\mu$ such that $m_{\nu}(V)<m_{v}(W)$.

A minimal element of this partial order is said to be a minimal affinization [Chari 1995]. Clearly, a minimal affinization of $V_{q}(\lambda)$ must be irreducible as a $U_{q}(\tilde{\mathfrak{g}})$ module and, hence, is of the form $V_{q}(\boldsymbol{\omega})$ for some $\omega \in \mathcal{P}_{q}^{+}$such that $\mathrm{wt}(\boldsymbol{\omega})=\lambda$. More generally, any quotient of $W_{q}(\boldsymbol{\omega})$ is an affinization of $V_{q}(\lambda)$ provided $\operatorname{wt}(\boldsymbol{\omega})=\lambda$.

Suppose $\mathfrak{g}$ is of type $A_{n}$. It follows from [Jimbo 1986] that $V_{q}(\lambda)$ has a unique equivalence class of minimal affinizations and $V_{q}(\boldsymbol{\omega})$ is a minimal affinization if, and only if, it is an irreducible $U_{q}(\mathfrak{g})$-module. To describe the elements of $\mathcal{P}_{q}^{+}$with this property, identify $I$ with $\{1,2, \ldots, n\}$ in such a way that $c_{i, i+1}=-1$ for all $1 \leq i<n$ and $\omega_{1}$ is the highest weight of the standard representation of $\mathfrak{g}$. Given $i, j \in I, i \leq j$, set

$$
{ }_{i}|\lambda|_{j}=\sum_{k=i}^{j} \lambda\left(h_{k}\right) .
$$

If $i=1$, we may write $|\lambda|_{j}$ instead of ${ }_{1}|\lambda|_{j}$ and similarly if $j=n$. For $i>j$, we set ${ }_{i}|\lambda|_{j}=0$ and, for $i \leq j$, define

$$
p_{i, j}(\lambda)=p_{j, i}(\lambda)={ }_{i+1}|\lambda|_{j}+{ }_{i}|\lambda|_{j-1}+j-i .
$$

In particular, $p_{i, j}(\lambda)=0$ if $i=j$ and

$$
p_{i, j}(\lambda)=\lambda\left(h_{i}\right)+\lambda\left(h_{j}\right)+2_{i+1}|\lambda|_{j-1}+j-i \quad \text { if } \quad i<j .
$$

Theorem 2.3.1 [Chari and Pressley 1994b]. $V_{q}(\boldsymbol{\omega})$ is a minimal affinization of $V_{q}(\lambda)$ if and only if there exist $a_{i} \in \mathbb{F}^{\times}, i \in I$, and $\epsilon= \pm 1$ such that

$$
\begin{equation*}
\omega=\prod_{i \in I} \omega_{i, a_{i}, \lambda\left(h_{i}\right)} \quad \text { with } \quad \frac{a_{i}}{a_{j}}=q^{\epsilon p_{i, j}(\lambda)} \quad \text { for all } i<j \tag{2-3-2}
\end{equation*}
$$

Notice that (2-3-2) is equivalent to saying that there exist $a \in \mathbb{F}^{\times}$and $\epsilon= \pm 1$ such that

$$
\begin{equation*}
\omega=\prod_{i \in I} \omega_{i, a_{i}, \lambda\left(h_{i}\right)} \quad \text { with } \quad a_{i}=a q^{\epsilon p_{i, n}(\lambda)} \quad \text { for all } i \in I \tag{2-3-3}
\end{equation*}
$$

If \# $\operatorname{supp}(\lambda)>1$, the pair $(a, \epsilon)$ in (2-3-3) is unique. In that case, if $\omega$ satisfies (2-3-2) with $\epsilon=1$, we say that $V_{q}(\omega)$ is a decreasing minimal affinization. Otherwise, we say $V_{q}(\boldsymbol{\omega})$ is an increasing minimal affinization. If $\# \operatorname{supp}(\lambda)=1, \boldsymbol{\omega}$ can be represented in the form (2-3-3) by two choices of pairs $(a, \epsilon)$, one for each value of $\epsilon$. We do not fix a preferred presentation in that case. We consider $\omega$ to be simultaneously increasing and decreasing if $\# \operatorname{supp}(\lambda) \leq 1$.

Assume now that $\mathfrak{g}$ is of type $D$ or $E$, let $i_{*}$ be the trivalent node, $\omega \in \mathcal{P}_{q}^{+}$and $\lambda=\operatorname{wt}(\boldsymbol{\omega})$. We will say that $\omega$ is preminimal if $V_{q}\left(\omega_{J}\right)$ is a minimal affinization for any connected subdiagram $J$ of type $A$ such that $J \backslash\left\{i_{*}\right\}$ is connected. It was proved in [Chari and Pressley 1996a, Proposition 4.2] that, if $V_{q}(\boldsymbol{\omega})$ is a minimal affinization, then $\omega$ is preminimal. Henceforth, we assume $\omega$ is preminimal. It will be proved in Lemma 3.2.4 that
(2-3-4) $\quad m_{\mu}\left(V_{q}(\boldsymbol{\omega})\right)>0 \Rightarrow J_{\mu}$ is connected, where $J_{\mu}=\operatorname{rsupp}(\lambda-\mu)$.
Given $i \in \partial I$, let

$$
I_{i}=\overline{\partial I \backslash\{i\}}
$$

Thus, $I_{i}$ is the maximal connected subdiagram of type $A$ which does not contain $i$, $i_{*} \in I_{i}$, and $I_{i} \backslash\left\{i_{*}\right\}$ is disconnected. We will say that $\omega$ is $i$-minimal if $V_{q}\left(\omega_{I_{i}}\right)$ is a minimal affinization. Define the minimality order of $\boldsymbol{\omega}$ as

$$
\operatorname{mo}(\boldsymbol{\omega})=\#\left\{i \in \partial I: V_{q}(\boldsymbol{\omega}) \text { is } i \text {-minimal }\right\}
$$

If $\omega$ is preminimal of minimality order $k$, we shall simply say $\omega$ is preminimal of order $k$. The minimality order of $V_{q}(\boldsymbol{\omega})$ is set to be $\operatorname{mo}(\boldsymbol{\omega})$. Note that, if $\operatorname{mo}(\boldsymbol{\omega})=3$, then $V_{q}\left(\omega_{J}\right)$ is a minimal affinization for every connected subdiagram $J$ of type $A$. One easily checks using Theorem 2.3.1 that

$$
\begin{equation*}
\operatorname{mo}(\omega)=3 \quad \Rightarrow \quad \overline{\operatorname{supp}}(\lambda) \text { is of type } A \Rightarrow \operatorname{mo}(\omega) \geq 2 \tag{2-3-5}
\end{equation*}
$$

The next theorem was proved in [Chari and Pressley 1996a; 1996b].
Theorem 2.3.2. (a) If $\overline{\operatorname{supp}}(\lambda)$ is of type $A$, then $V_{q}(\boldsymbol{\omega})$ is a minimal affinization if and only if $\omega$ is preminimal of order 3. In particular, $V_{q}(\lambda)$ has a unique equivalence class of minimal affinizations.
(b) If $\overline{\operatorname{supp}}(\lambda)$ is not of type $A$ and $\lambda\left(h_{i_{*}}\right) \neq 0$, then $V_{q}(\boldsymbol{\omega})$ is a minimal affinization if and only if $\omega$ is preminimal of order 2 . In particular, $V_{q}(\lambda)$ has three equivalence classes of minimal affinizations.
(c) If $\mathfrak{g}$ is of type $D_{4}, \overline{\operatorname{supp}}(\lambda)$ is not of type $A, \lambda\left(h_{i_{*}}\right)=0$, and $V_{q}(\boldsymbol{\omega})$ is a minimal affinization, the order of $\omega$ is either 2 or 1 . Moreover, the number of equivalence classes of minimal affinizations of order 1 grows unboundedly with $\lambda$.

Outside type $A$, a minimal affinization is typically not irreducible as a $U_{q}(\mathfrak{g})$ module even under the assumption of part (a) of Theorem 2.3.2. If $\lambda$ satisfies the hypothesis of either part (a) or (b) of Theorem 2.3.2 it is said to be regular. Otherwise it is said to be irregular. If $\mathfrak{g}$ is of type $D$ and $\lambda$ is regular, the characters of the minimal affinizations were computed in [Naoi 2013; 2014] in terms of Demazure operators.
2.4. Coherent and incoherent affinizations. Assume $\mathfrak{g}$ is of type $D$ or $E$. For a connected subdiagram $J \subseteq I$ of type $A$, we shall say that a total ordering $<$ on $J$ is monotonic if, for all $i, k \in J$, we have

$$
c_{i, k}=-1 \text { and } i<k \quad \Rightarrow \quad\{j \in J: i<j<k\}=\varnothing \text {. }
$$

For each such subdiagram there are exactly two choices of monotonic orderings and the maximum and minimum of a monotonic ordering belong to $\partial J$. Each monotonic ordering on $J$ with the corresponding order-preserving identification of $J$ with $\{1, \ldots, n\}, n=\# J$, induces an isomorphism of algebras

$$
U_{q}\left(\tilde{\mathfrak{g}}_{J}\right) \cong U_{q}\left(\tilde{\mathfrak{s}}_{n+1}\right)
$$

Then, given $\boldsymbol{\omega} \in \mathcal{P}_{q}^{+}$such that $V_{q}\left(\boldsymbol{\omega}_{J}\right)$ is a minimal affinization, we shall say that $\boldsymbol{\omega}_{J}$ is increasing or decreasing, with respect to the given ordering, if $V_{q}\left(\omega_{J}\right)$ is an increasing or a decreasing minimal affinization for $U_{q}\left(\tilde{\mathfrak{s}}_{n+1}\right)$ after pulling back the action by the above isomorphism. If $J^{\prime}$ is another connected subdiagram of type $A$, we shall say that a choice of monotonic orderings on $J$ and $J^{\prime}$ is coherent if they coincide on $J \cap J^{\prime}$. In that case, we shall say that $J$ and $J^{\prime}$ are coherently ordered. Evidently, given any two intersecting such diagrams, there exists at least one choice of coherent orderings. The following lemma is also easily established.

Lemma 2.4.1. Let $J, J^{\prime}$ be coherently ordered connected subdiagrams of type $A$. Suppose $\omega \in \mathcal{P}_{q}^{+}$is such that both $V_{q}\left(\omega_{J}\right)$ and $V_{q}\left(\omega_{J^{\prime}}\right)$ are minimal affinizations and that

$$
\#\left(\operatorname{supp}(\operatorname{wt}(\boldsymbol{\omega})) \cap J \cap J^{\prime}\right)>1
$$

Then, $\omega_{J}$ is increasing if, and only if, $\omega_{J^{\prime}}$ is increasing.
Note that the assumption on the cardinality is essential in the above lemma.
Suppose $\omega \in \mathcal{P}_{q}^{+}$is preminimal of order 2, let $k \in \partial I$ be the node such that $\omega$ is not $k$-minimal, and choose coherent monotonic orderings on $I_{l}, l \in \partial I \backslash\{k\}$. We shall say that $\omega$ is coherent if $V_{q}\left(\omega_{I_{l}}\right), l \neq k$, are either both increasing or both decreasing minimal affinizations. Otherwise, we say that $\omega$ is incoherent. Note that the property of being coherent is intrinsic to $\omega$, i.e., it does not depend on the choice of coherent monotonic orderings on $I_{l}, l \in \partial I_{k}$. Moreover, it follows from the previous lemma that

$$
\begin{equation*}
\omega \text { incoherent } \Rightarrow \quad \#\left(\operatorname{supp}(\omega) \cap\left[k, i_{*}\right]\right) \leq 1 \tag{2-4-1}
\end{equation*}
$$

We can graphically represent coherent Drinfeld polynomials by the pictures

where the first means it is decreasing towards $k$ and the second means it is decreasing away from $k$. Similarly, incoherent Drinfeld polynomials can be represented by


These pictures are inspired by those in the main theorem of [Chari and Pressley 1996b]. More involved pictures appear in the main theorem of [Pereira 2014].

Conjecture 2.4.2. Let $\omega \in \mathcal{P}_{q}^{+}$be preminimal of order 2 and let $k \in \partial I$ be the node such that $\boldsymbol{\omega}$ is not $k$-minimal. If $\#\left(\operatorname{supp}(\operatorname{wt}(\omega)) \cap\left[i_{*}, k\right]\right) \leq 1$ and $\omega$ is coherent, $V_{q}(\omega)$ is not a minimal affinization.

Remark 2.4.3. Note that, if $\operatorname{supp}(\mathrm{wt}(\boldsymbol{\omega})) \subseteq I_{k}$, this conjecture follows from part (a) of Theorem 2.3.2, since the minimal affinizations have minimality order 3. In that case, note that, if $\#\left(\operatorname{supp}(\operatorname{wt}(\omega)) \cap I_{l}\right) \geq 2$ for $l \in \partial I_{k}$, a graphic representation of the Drinfeld polynomial of the minimal affinizations follows the picture (2-4-3). In other words, we can informally say that the minimal affinizations are incoherent, even though the notion is not defined when the minimality order is 3 .

It follows from the above paragraph that it remains to prove the conjecture when $\#\left(\operatorname{supp}(\operatorname{wt}(\boldsymbol{\omega})) \cap\left[i_{*}, k\right]\right)=1$ and $i_{*} \notin \operatorname{supp}(\operatorname{wt}(\boldsymbol{\omega}))$. If \# $\left(\operatorname{supp}(\operatorname{wt}(\boldsymbol{\omega})) \cap\left[i_{*}, k\right]\right)>1$, the conclusion of the conjecture is false by part (b) of Theorem 2.3.2. In fact, in the context of Theorem 2.3.2(b), $V_{q}(\boldsymbol{\omega})$ is a minimal affinization if and only if $\boldsymbol{\omega}$ is coherent. We shall see in a forthcoming publication that the conclusion of the conjecture remains false if $\#\left(\operatorname{supp}(\operatorname{wt}(\boldsymbol{\omega})) \cap\left[i_{*}, k\right]\right)>1$ and $i_{*} \notin \operatorname{supp}(\mathrm{wt}(\boldsymbol{\omega}))$ (see also [Pereira 2014]). Note that this situation is realizable only if $\# I>4$.

We will prove that the conclusion of Conjecture 2.4.2 holds under certain extra hypotheses if $\mathfrak{g}$ is of type $E$. To state them, we introduce the following notation. Given $\lambda \in P^{+}$and $i \in \partial I$, if $\operatorname{supp}(\lambda) \cap\left(i_{*}, i\right] \neq \varnothing$, let $i_{\lambda} \in \operatorname{supp}(\lambda) \cap\left(i_{*}, i\right]$ be the element which is closest to $i_{*}$. Otherwise, set $i_{\lambda}=i$. Set also

$$
I^{\lambda}=\overline{\left\{i_{\lambda}: i \in \partial I\right\}} \quad \text { and } \quad I_{i}^{\lambda}=I_{i} \cap I^{\lambda} \quad \text { for } i \in \partial I .
$$

Note $i_{\lambda} \in I_{j}^{\lambda}$ if, and only if, $j \neq i$. The main result of this paper is:
Theorem 2.4.4. Let $\omega \in \mathcal{P}_{q}^{+}$be preminimal of order 2 and let $k \in \partial I$ be the node such that $\omega$ is not $k$-minimal. Set $\lambda=\mathrm{wt}(\boldsymbol{\omega})$ and assume $\#\left(\operatorname{supp}(\lambda) \cap\left[i_{*}, k\right]\right)=1$, $i_{*} \notin \operatorname{supp}(\lambda)$, and $\boldsymbol{\omega}$ is coherent. Then, $V_{q}(\boldsymbol{\omega})$ is not a minimal affinization provided either one of the following hypothesis holds:
(i) $\mathfrak{g}$ is of type $D$.
(ii) $I^{\lambda}$ is of type $D_{4}$ and $d\left(k, i_{*}\right)>1$.
(iii) $\mathfrak{g}$ is of type $E_{6}$ and $\operatorname{supp}(\lambda)=\partial I$.

More precisely, $V_{q}(\boldsymbol{\omega})>V_{q}(\varpi)$ for any $\varpi \in \mathcal{P}_{q}^{+}$which is preminimal of order 2 , not $k$-minimal, incoherent, and such that $\operatorname{\omega t}(\varpi)=\lambda$.

Remark 2.4.5. This completes the classification of minimal affinizations for $\mathfrak{g}$ of type $D_{4}$. Namely, it was proved in [Chari and Pressley 1996b] that, if $V_{q}(\boldsymbol{\omega})$ is an irregular minimal affinization, then it must belong to three explicitly described families of preminimal affinizations (each family contains more than one equivalence class of affinizations). One of these families consists of preminimal affinizations
of order 1. This is family (c) in the notation of Chari and Pressley, and they show that the elements belonging to this class are minimal affinizations. Moreover, they are not comparable to any element of the other two families which are formed by the preminimal affinizations of order 2: the coherent and incoherent families; (a) and (b) in the notation of Chari and Pressley. They conjectured [1996b] that a given coherent preminimal affinization was equivalent to its incoherent counterpart. This would imply that all members of all three families were minimal affinizations, thus completing the classification. Theorem 2.4.4 shows that the coherent preminimal affinizations listed in [Chari and Pressley 1996b] are actually not minimal affinizations. In fact, the proof of Theorem 2.4 . 4 will show that a given coherent preminimal affinization is strictly larger than its incoherent counterpart in the partial order of affinizations. Thus, all elements of the incoherent family are minimal affinizations. The classification of irregular minimal affinizations for type $D_{4}$ can then be summarized as: the three equivalent classes of incoherent preminimal affinizations of order 2 together with the preminimal affinizations of order 1 listed in family (c) of the main theorem of [Chari and Pressley 1996b]. See also Remark 4.2.4 for comments related to the structure of these affinizations including an explanation of the erroneous announcement about the correctness of the conjecture from [Chari and Pressley 1996b] made in [Moura 2010].

The proof of Theorem 2.4.4, given in Section 4.5, relies on tensor product results from [Chari 2002; Moura and Pereira 2017], which will be reviewed in Section 3.4, and on the computation of certain outer multiplicities for preminimal affinizations satisfying

$$
\begin{equation*}
\operatorname{mo}\left(\omega_{I^{\lambda}}\right)=2 \quad \text { and } \quad \lambda\left(h_{i_{*}}\right)=0 \tag{2-4-4}
\end{equation*}
$$

where $\lambda=\operatorname{wt}(\boldsymbol{\omega})$, which we now explain. Thus, let $\boldsymbol{\omega} \in \mathcal{P}^{+}$be preminimal satisfying (2-4-4), let $k \in \partial I$ be such that

$$
\begin{equation*}
\omega_{I^{\lambda}} \text { is not } k_{\lambda} \text {-minimal, } \tag{2-4-5}
\end{equation*}
$$

and set

$$
V=V_{q}(\omega) .
$$

One easily checks that $\operatorname{supp}(\lambda)$ intersects both connected components of $I_{k} \backslash\left\{i_{*}\right\}$. Notice however that we are allowing the possibility

$$
\operatorname{supp}(\lambda) \cap\left[k, i_{*}\right]=\varnothing,
$$

in which case $k_{\lambda}=k$. Recall (2-1-2) and set

$$
\begin{equation*}
\nu=\lambda-\vartheta_{I^{\lambda}} \quad \text { and } \quad \nu_{l}=\lambda-\vartheta_{I_{l}^{\lambda}} \quad \text { for } l \in \partial I . \tag{2-4-6}
\end{equation*}
$$

The following proposition will be crucial in the proof of Theorem 2.4.4.
Proposition 2.4.6. In the above notation, we have:
(a) Let $l \in \partial I$. Then, $m_{v_{l}}(V)=\delta_{l, k}$ and $m_{\lambda-\alpha_{l_{\lambda}}}(V)=0$ if $l_{\lambda} \in \operatorname{supp}(\lambda)$.
(b) If $\mu \in P^{+}$satisfies $v<\mu<\lambda$ and $m_{\mu}(V)>0$, then $\mu=v_{k}$.
(c) If $\omega_{I^{\lambda}}$ is coherent and $k_{\lambda} \in \operatorname{supp}(\lambda), m_{\nu}(V)=1$.
(d) If $\omega_{I^{\lambda}}$ is incoherent and $k_{\lambda} \in \operatorname{supp}(\lambda), m_{\nu}(V)=0$.

Since $\omega_{I^{\lambda}}$ is $l$-minimal for $l \neq k$ and $I_{l}$ is of type $A$, the equality $m_{v_{l}}(V)=0$ is immediate from the well-known Lemma 3.2.1 below which also implies $m_{\lambda-\alpha_{l_{\lambda}}}(V)=0$ for all $l \in \partial I$ such that $l_{\lambda} \in \operatorname{supp}(\lambda)$. The remaining statement of part (a) (the equality $m_{v_{k}}(V)=1$ ) will be proved in Section 4.1.

Using part (a), part (b) is then easily proved as follows. The condition $\mu>\nu$, together with (2-3-4), implies that $\mu=\lambda-\vartheta_{J}$ for some connected subdiagram $J$ properly contained in $I^{\lambda}$. One easily checks that, for such $J$, we have
(2-4-7) $\quad \lambda-\vartheta_{J} \in P^{+} \Leftrightarrow J=\left[l_{\lambda}, m_{\lambda}\right] \quad$ with $l, m \in \partial I, l_{\lambda}, m_{\lambda} \in \operatorname{supp}(\lambda)$.
Hence, $\mu=\nu_{l}$ for some $l \in \partial I$ or $\mu=\lambda-\alpha_{l_{\lambda}}$ with $l_{\lambda} \in \operatorname{supp}(\lambda)$ and part (a) implies $\mu=v_{k}$.

Note that parts (a) and (b) of Proposition 2.4.6 imply that

$$
m_{v}(V)=\operatorname{dim}\left(V_{v}\right)-\operatorname{dim}\left(V_{q}(\lambda)_{v}\right)-\operatorname{dim}\left(V_{q}\left(v_{k}\right)_{v}\right)
$$

Hence, proving parts (c) and (d) is equivalent to proving that

$$
\begin{equation*}
\operatorname{dim}\left(V_{v}\right)=\operatorname{dim}\left(V_{q}(\lambda)_{v}\right)+\operatorname{dim}\left(V_{q}\left(\nu_{k}\right)_{v}\right)+\xi \tag{2-4-8}
\end{equation*}
$$

where $\xi=1$ for part (c) and $\xi=0$ for (d). The proof of (2-4-8) will be given in Sections 4.3 and 4.4 using qcharacter theory.

Part of the hypotheses on Theorem 2.4.4 is explained by the following lemma. The remaining hypotheses are needed so that we remain within the cases covered by Theorem 3.4.1 presently and may be dropped once a more general version of that result is obtained.

Lemma 2.4.7. Let $V$ be as in Proposition 2.4.6 and assume one of the following:
(i) $\mathfrak{g}$ is of type $D$.
(ii) $I_{k}^{\lambda}$ is of type $A_{3}$.
(iii) $\mathfrak{g}$ is of type $E_{6}$ and $\operatorname{supp}(\lambda)=\partial I$.

If $\mu \in P^{+}$satisfies $m_{\mu}(V)>0$ and $\mu \neq \lambda$, then $\mu \leq v_{k}$.
The conclusion of this lemma is false outside these hypotheses. However, although we use it in a strong manner in the proof of Theorem 2.4.4, these hypotheses may not be necessary conditions for the validity of Conjecture 2.4.2. In fact, we believe the approach we use here can be carried out in broader generality and the first step is to replace this lemma by a characterization of the maximal elements of the set $\left\{\mu \in P^{+}: \mu<\lambda, m_{\mu}(V)>0\right\}$. We will address this in a future work.

In the case that hypothesis (ii) holds, Lemma 2.4.7 is a simple consequence of Lemma 3.2.4. More generally, it will be proved as a consequence of Lemma 4.2.3.
2.5. Graded limits. Let $\lambda \in P^{+}$, and suppose $\omega \in \mathcal{P}_{q}^{+}$is of the form

$$
\begin{equation*}
\boldsymbol{\omega}=\prod_{i \in I} \boldsymbol{\omega}_{i, a_{i}, \lambda\left(h_{i}\right)} \quad \text { for some } a_{i} \in \mathbb{F}^{\times} . \tag{2-5-1}
\end{equation*}
$$

Suppose further that $a_{i} / a_{j} \in q^{\mathbb{Z}}$ for all $i, j \in I$ (which is the case if $V_{q}(\boldsymbol{\omega})$ is a minimal affinization). In that case, there exists a $\mathfrak{g}[t]$-module $L(\boldsymbol{\omega})$, referred to as the graded limit of $V_{q}(\boldsymbol{\omega})$, satisfying

$$
\begin{equation*}
\operatorname{ch}(L(\boldsymbol{\omega}))=\operatorname{ch}\left(V_{q}(\boldsymbol{\omega})\right) \tag{2-5-2}
\end{equation*}
$$

The construction of $L(\omega)$ and the related literature will be revised in Section 3.5.
The graded local Weyl module of highest weight $\lambda$ is the $\mathfrak{g}[t]$-module $W(\lambda)$ generated by a vector $w$ satisfying the defining relations

$$
\mathfrak{n}^{+}[t] w=\mathfrak{h}[t]_{+} w=0, \quad h w=\lambda(h) w, \quad\left(x_{i}^{-}\right)^{\lambda\left(h_{i}\right)+1} w=0
$$

for all $h \in \mathfrak{h}$ and $i \in I$. It is known that $W(\lambda)$ is finite-dimensional and any finitedimensional graded $\mathfrak{g}[t]$-module generated by a highest-weight vector of weight $\lambda$ is a quotient of $W(\lambda)$ (see [Chari et al. 2010]).

Assume $\mathfrak{g}$ is of type $D$ or $E$ and, for $k \in \partial I$, let $M_{k}(\lambda)$ be the quotient of $W(\lambda)$ by the submodule generated by

$$
\begin{equation*}
x_{\vartheta_{J}, 1}^{-} w \text { with } J \subseteq I_{i}, \text { for all } i \in \partial I_{k} \tag{2-5-3}
\end{equation*}
$$

The following lemma will be proved in Section 3.5.
Lemma 2.5.1. Let $\omega \in \mathcal{P}_{q}^{+}$and suppose $k \in \partial I$ is such that $V_{q}\left(\omega_{I_{i}}\right)$ is a minimal affinization for $i \in \partial I_{k}$. Then, $L(\omega)$ is a quotient of $M_{k}(\lambda)$. In particular,

$$
m_{\mu}\left(V_{q}(\boldsymbol{\omega})\right) \leq m_{\mu}\left(M_{k}(\lambda)\right) \quad \text { for all } \mu \in P^{+}
$$

Conjecture 2.5.2. Let $\omega \in \mathcal{P}_{q}^{+}$be preminimal of order 2 and let $k \in \partial I$ be such that $\omega$ is not $k$-minimal. If $\omega$ is coherent and $\operatorname{supp}(\lambda) \cap\left[k, i_{*}\right] \neq \varnothing$, then $L(\omega) \cong M_{k}(\lambda) . \diamond$

This is a partial rephrasing of a conjecture from [Moura 2010] which was proved therein for $\mathfrak{g}$ of type $D_{4}$ and was proved in [Naoi 2013; 2014] in the case that $\mathfrak{g}$ is of type $D, \lambda$ is regular, and $V_{q}(\boldsymbol{\omega})$ is a minimal affinization. The proof for type $D_{4}$ given in [Moura 2010] depends only on the hypothesis that $\omega$ is coherent, regardless of whether $\lambda$ is irregular or whether $V_{q}(\boldsymbol{\omega})$ is a minimal affinization and, as far as we can tell, the same should be true for the proof given in [Naoi 2013; 2014]. In particular, these proofs also provide formulas for computing the graded character of $L(\boldsymbol{\omega})$. Parts (a) and (c) of Proposition 2.4.6 as well as Lemma 2.4.7 in the case
where $\mathfrak{g}$ is of type $D$ and $\omega$ is coherent can then be deduced from such computations. However, one needs much less information about the graded character to prove these statements. Namely, after Lemma 2.5.1, it suffices to prove

$$
\begin{align*}
& m_{\mu}\left(M_{k}(\lambda)\right) \neq 0 \quad \Rightarrow \quad \mu \leq v_{k},  \tag{2-5-4}\\
& (2-5-5) \mu \in\left\{\nu_{k}, \nu\right\}, k_{\lambda} \in \operatorname{supp}(\lambda) \Rightarrow m_{\mu}\left(M_{k}(\lambda)\right)=1 \text { and } m_{\mu}(L(\omega)) \neq 0 \text {. }
\end{align*}
$$

We will actually prove the following slightly stronger result.
For a graded vector space $V$, let $V[s]$ be the $s$-th graded piece. If $V$ is a graded $\mathfrak{g}[t]$-module, then $V[s]$ is a $\mathfrak{g}$-submodule of $V$ for every $s$ and we set

$$
m_{\mu}^{s}(V)=m_{\mu}(V[s]), \quad \mu \in P^{+}
$$

Proposition 2.5.3. Let $\omega \in \mathcal{P}_{q}^{+}$be preminimal of order 2 and let $k \in \partial I$ be such that $\boldsymbol{\omega}$ is not $k$-minimal. We have:
(a) $m_{v_{k}}^{s}\left(M_{k}(\lambda)\right)=\delta_{s, 1}$ and, if $k_{\lambda} \in \operatorname{supp}(\lambda), m_{v}^{s}\left(M_{k}(\lambda)\right)=\delta_{s, 1}$.
(b) $m_{\nu_{k}}(L(\boldsymbol{\omega})) \neq 0$ and, if $\boldsymbol{\omega}$ is coherent and $k_{\lambda} \in \operatorname{supp}(\lambda)$, then $m_{\nu}(L(\boldsymbol{\omega})) \neq 0$.
(c) Under the hypotheses of Lemma 2.4.7, if $\mu \in P^{+}$satisfies $m_{\mu}^{s}\left(M_{k}(\lambda)\right)>0$ for some $s \in \mathbb{Z}$ and $\mu<\lambda$ then $\mu \leq v_{k}$.

The first statements in parts (a) and (b) as well part (c) will be proved in Section 4.2. The second equality in part (a) is a consequence of the second statement of part (b) together with Lemma 2.5.1 and (4-2-6). The second statement of part (b) is a consequence of Proposition 2.4.6(c) which will be proved in Section 4.4 (see also Remark 4.2.4).

It follows from Proposition 2.5.3 that

$$
\begin{equation*}
M_{k}(\lambda) \cong_{\mathfrak{g}} V(\lambda) \oplus V\left(v_{k}\right) \oplus N \oplus \bigoplus_{\mu<v_{k}, \mu \nsupseteq v} V(\mu)^{\oplus m_{\mu}\left(M_{k}(\lambda)\right)}, \tag{2-5-6}
\end{equation*}
$$

where

$$
N \cong \begin{cases}V(\nu) & \text { if } k_{\lambda} \in \operatorname{supp}(\lambda) \\ 0 & \text { otherwise }\end{cases}
$$

Moreover,

$$
V\left(v_{k}\right) \oplus N \subseteq M_{k}(\lambda)[1] .
$$

Let $N_{k}(\lambda)$ be the quotient of $M_{k}(\lambda)$ by the $\mathfrak{g}[t]$-submodule generated by $N$. In light of the above results, part (d) of Proposition 2.4.6 becomes equivalent to the following lemma.

Lemma 2.5.4. Assume $\omega$ is incoherent and not $k$-minimal. Then, under the hypothesis of Proposition 2.4.6, $L(\boldsymbol{\omega})$ is a quotient of $N_{k}(\lambda)$.

Remark 2.5.5. The theory of $\mathfrak{g}$-stable Demazure modules plays a prominent role in the study of graded limits of minimal affinizations. In [Li and Naoi 2016; Naoi 2013; 2014], it has been proved that the graded limits of minimal affinizations $\mathfrak{g}$ of classical type or $G_{2}$ with regular highest weight are generalized Demazure modules. It appears to us that this is no longer the case for the incoherent minimal affinizations as the simplest case does not appear to be even a Chari-Venkatesh module. Understanding the structure of the module $N_{k}(\lambda)$, which is most likely isomorphic to the graded limit of the incoherent minimal affinizations, from the point of view of Demazure theory is certainly a topic that must be investigated. We shall come back to this in the future.

## 3. Technical background

In this section we review the technical background we shall need for proving Proposition 2.4.6 and Theorem 2.4.4.
3.1. On the dimensions of certain weight spaces. Let $p: Q \rightarrow \mathbb{Z}$ be Kostant's partition function. In other words, $p(\eta)$ is the number of ways of writing $\eta$ as a sum of positive roots or, equivalently,

$$
p(\eta)=\# \mathcal{P}_{\eta}
$$

where

$$
\mathcal{P}_{\eta}=\left\{\xi: R^{+} \rightarrow \mathbb{Z}_{\geq 0}: \eta=\sum_{\alpha \in R^{+}} \xi(\alpha) \alpha\right\}
$$

In particular, $p\left(\alpha_{i}\right)=1$ for all simple roots and $\eta \in Q \backslash Q^{+} \Rightarrow p(\eta)=0$. The Poincaré-Birkhoff-Witt $(\mathrm{PBW})$ theorem implies $\operatorname{dim}\left(U\left(\mathfrak{n}^{+}\right)_{\eta}\right)=p(\eta)$. In particular, for $\lambda \in \mathfrak{h}^{*}$ and $M(\lambda)$ the Verma module of highest-weight $\lambda$, we have

$$
\operatorname{dim}\left(M(\lambda)_{\lambda-\eta}\right)=p(\eta)
$$

In the proof of (2-4-8), we will use a similarly flavored formula which applies to $V(\lambda), \lambda \in P^{+}$, for certain $\eta \in Q^{+} .{ }^{1}$ Thus, consider

$$
\mathcal{P}_{\eta}^{\lambda}=\left\{\xi \in \mathcal{P}_{\eta}: \alpha \in \operatorname{supp}(\xi) \Rightarrow \operatorname{rsupp}(\alpha) \cap \operatorname{supp}(\lambda) \neq \varnothing\right\}
$$

where

$$
\operatorname{supp}(\xi)=\left\{\alpha \in R^{+}: \xi(\alpha) \neq 0\right\}
$$

Let $v$ be a highest-weight vector for $V(\lambda)$ and recall that, for all subdiagram $J \subseteq I$,

$$
\begin{equation*}
J \cap \operatorname{supp}(\lambda)=\varnothing \text { and } \operatorname{rsupp}(\alpha) \subseteq J \quad \Rightarrow \quad x_{\alpha}^{-} v=0 \tag{3-1-1}
\end{equation*}
$$

[^1]A straightforward application of the PBW theorem then gives

$$
\begin{equation*}
\operatorname{dim}\left(V(\lambda)_{\lambda-\eta}\right) \leq \# \mathcal{P}_{\eta}^{\lambda} \quad \text { for all } \lambda \in P^{+}, \eta \in Q \tag{3-1-2}
\end{equation*}
$$

Proposition 3.1.1. If $J \subseteq I$ is connected and $\lambda \in P^{+}$satisfies $\operatorname{supp}(\lambda) \cap J \subseteq \partial J$, then

$$
\operatorname{dim}\left(V(\lambda)_{\lambda-\vartheta_{J}}\right)=\# \mathcal{P}_{\vartheta_{J}}^{\lambda} .
$$

Proof. Since $\operatorname{dim}\left(V(\lambda)_{\lambda-\eta}\right)=\operatorname{dim}\left(V\left(\lambda_{J}\right)_{\lambda_{J}-\eta_{J}}\right)$ if $\eta \in Q_{J}$, we may assume $J=I$. It is well known that we have an isomorphism of $\mathfrak{n}^{-}$-modules

$$
V(\lambda) \cong U\left(\mathfrak{n}^{-}\right) / U_{\lambda} \quad \text { with } \quad U_{\lambda}=\sum_{i \in I} U\left(\mathfrak{n}^{-}\right)\left(x_{i}^{-}\right)^{\lambda\left(h_{i}\right)+1}
$$

Setting

$$
\mathfrak{n}_{\lambda}^{-}=\bigoplus_{\alpha \in R^{+}: \operatorname{rsupp}(\alpha) \cap \operatorname{supp}(\lambda) \neq \varnothing} \mathfrak{g}_{-\alpha}
$$

it follows from the PBW theorem that we have an isomorphism of vector spaces

$$
V(\lambda)_{\lambda-\vartheta} \cong\left(U\left(\mathfrak{n}_{\lambda}^{-}\right) / U_{\lambda}^{\prime}\right)_{-\vartheta} \quad \text { with } \quad U_{\lambda}^{\prime}=\sum_{i \in I: \lambda\left(h_{i}\right) \neq 0} U\left(\mathfrak{n}_{\lambda}^{-}\right)\left(x_{i}^{-}\right)^{\lambda\left(h_{i}\right)+1}
$$

Since $\left(U_{\lambda}^{\prime}\right)_{-\vartheta}=0$ and $\operatorname{dim}\left(U\left(\mathfrak{n}_{\lambda}^{-}\right)_{-\vartheta}\right)=\# \mathcal{P}_{\vartheta}^{\lambda}$, the proposition follows.
Let us make explicit all possible values of \# $\mathcal{P}_{\vartheta_{J}}^{\lambda}$. As in the proof of the proposition, to simplify notation, we assume $J=I$ and, hence, $\operatorname{supp}(\lambda) \subseteq \partial I$. In that case,

$$
\# \mathcal{P}_{\vartheta}^{\lambda}= \begin{cases}1 & \text { if } \# \operatorname{supp}(\lambda)=1,  \tag{3-1-3}\\ \# \overline{\operatorname{supp}}(\lambda) & \text { if } \# \operatorname{supp}(\lambda)=2, \\ 3(n-2)+1 & \text { if } \# \operatorname{supp}(\lambda)=3 \text { and } \mathfrak{g} \text { is of type } D_{n} \\ 4(n-2)-2 & \text { if } \# \operatorname{supp}(\lambda)=3 \text { and } \mathfrak{g} \text { is of type } E_{n}\end{cases}
$$

To prove this, we will explicitly describe the elements of $\mathcal{P}_{\vartheta}^{\lambda}$. Notice that

$$
\xi \in \mathcal{P}_{\vartheta}^{\lambda} \quad \Rightarrow \quad \# \operatorname{supp}(\xi) \leq \# \operatorname{supp}(\lambda) \text { and } \xi(\alpha) \leq 1 \text { for all } \alpha \in R^{+}
$$

Therefore, in order to describe $\xi$, it suffices to describe its support. If $\# \operatorname{supp}(\lambda)=1$, the unique element $\xi \in \mathcal{P}_{\vartheta}^{\lambda}$ is characterized by $\operatorname{supp}(\xi)=\{\vartheta\}$. If $\operatorname{supp}(\lambda)=\{k, l\}$ with $k \neq l$, then, for each $i \in[k, l]$ let $\xi_{i}$ be the element whose support is

$$
\left\{\vartheta_{[k, i]}, \vartheta_{(i, l]}\right\} \backslash\{0\} .
$$

One easily checks that $P_{\vartheta}^{\lambda}=\left\{\xi_{i}: i \in[k, l]\right\}$, which proves (3-1-3) in this case. Finally, assume $\# \operatorname{supp}(\lambda)=3$ and write $\partial I=\{k, l, m\}$ such that $\{m\}$ is a connected component of $I \backslash\left\{i_{*}\right\}$ and $\#\left[l, i_{*}\right] \leq \#\left[k, i_{*}\right]$. In particular, $I_{m}=I \backslash\{m\}=[k, l]$
and, for type $D, l$ and $m$ are spin nodes. For any connected subdiagram $I^{\prime} \subseteq I$ and $i \in I^{\prime}$, set

$$
\begin{aligned}
\mathscr{P}\left(I^{\prime}\right) & =\left\{J \subseteq I^{\prime}: J \text { is connected }\right\}, \\
\mathscr{P}_{i}\left(I^{\prime}\right) & =\left\{J \in \mathscr{P}\left(I^{\prime}\right): i \in J\right\}, \\
\mathscr{P}_{i}^{o}\left(I^{\prime}\right) & =\mathscr{P}_{i}\left(I^{\prime}\right) \cup\{\varnothing\} .
\end{aligned}
$$

In the case that $I^{\prime}=I$ we may simply write $\mathscr{P}$ and $\mathscr{P}_{i}$. Note that
(3-1-4) $\quad \# \mathscr{P}_{k}\left(I_{m}\right)=n-1 \quad$ and $\quad \# \mathscr{P}_{k}^{o}\left(\left[k, i_{*}\right)\right)= \begin{cases}n-2 & \text { for type } D, \\ n-3 & \text { for type } E .\end{cases}$
Given $J \in \mathscr{P}_{k}\left(I_{m}\right)$, let $\xi_{J}$ be determined by

$$
\operatorname{supp}\left(\xi_{J}\right)=\left\{\alpha_{m}, \vartheta_{J}, \vartheta_{I_{m} \backslash J}\right\} \backslash\{0\}
$$

Given $J \in \mathscr{P}_{k}^{o}\left(\left[k, i_{*}\right)\right)$, let $\xi_{J}^{\prime}$ and $\xi_{J}^{\prime \prime}$ be determined by

$$
\operatorname{supp}\left(\xi_{J}^{\prime}\right)=\left\{\vartheta_{J}, \vartheta_{I \backslash[k, m]}, \vartheta_{[k, m] \backslash J}\right\} \backslash\{0\} \quad \text { and } \quad \operatorname{supp}\left(\xi_{J}^{\prime \prime}\right)=\left\{\vartheta_{J}, \vartheta_{I \backslash J}\right\} \backslash\{0\}
$$

One easily checks that the elements $\xi_{J}, \xi_{J^{\prime}}^{\prime}, \xi_{J^{\prime}}^{\prime \prime}, J \in \mathscr{P}_{k}\left(I_{m}\right), J^{\prime} \in \mathscr{P}_{k}^{o}\left(\left[k, i_{*}\right)\right)$ are all distinct. Moreover, if $\mathfrak{g}$ is of type $D$, then

$$
\mathcal{P}_{\vartheta}^{\lambda}=\left\{\xi_{J}, \xi_{J^{\prime}}^{\prime}, \xi_{J^{\prime}}^{\prime \prime}: J \in \mathscr{P}_{k}\left(I_{m}\right), J^{\prime} \in \mathscr{P}_{k}^{o}\left(\left[k, i_{*}\right)\right)\right\}
$$

which proves (3-1-3). Consider also $\xi_{J}^{\prime \prime \prime}, J \in \mathscr{P}_{k}^{o}\left(\left[k, i_{*}\right)\right)$, determined by

$$
\operatorname{supp}\left(\xi_{J}^{\prime \prime \prime}\right)=\left\{\vartheta_{J}, \alpha_{l}, \vartheta_{I \backslash(J \cup\{l\})}\right\} \backslash\{0\} .
$$

If $\mathfrak{g}$ is of type $D$, we have $\xi_{J}^{\prime}=\xi_{J}^{\prime \prime \prime}$ for all $J \in \mathscr{P}_{k}^{o}\left(\left[k, i_{*}\right)\right)$. However, for type $E$, these are actually new elements and one easily checks that

$$
\mathcal{P}_{\vartheta}^{\lambda}=\left\{\xi_{J}, \xi_{J^{\prime}}^{\prime}, \xi_{J^{\prime}}^{\prime \prime}, \xi_{J^{\prime}}^{\prime \prime \prime}: J \in \mathscr{P}_{k}\left(I_{m}\right), J^{\prime} \in \mathscr{P}_{k}^{o}\left(\left[k, i_{*}\right)\right)\right\},
$$

completing the proof of (3-1-3).
It will be useful to compare $\operatorname{dim}\left(V(\lambda)_{\lambda-\vartheta}\right)$ with $\operatorname{dim}\left(W_{\lambda-\vartheta}\right)$ where

$$
\begin{equation*}
W=\bigotimes_{i \in \partial I} V\left(\lambda_{i}\right), \quad \lambda_{i}=\lambda\left(h_{i}\right) \omega_{i} \tag{3-1-5}
\end{equation*}
$$

and we keep assuming $\operatorname{supp}(\lambda) \subseteq \partial I$. We will see that
$(3-1-6) \operatorname{dim}\left(W_{\lambda-\vartheta}\right)=\operatorname{dim}\left(V(\lambda)_{\lambda-\vartheta}\right)+m$ with $m= \begin{cases}0 & \text { if } \# \operatorname{supp}(\lambda)=1, \\ 1 & \text { if } \# \operatorname{supp}(\lambda)=2, \\ n+1 & \text { if } \# \operatorname{supp}(\lambda)=3 .\end{cases}$
Let $\mathscr{J}^{\lambda}$ be the set of families $J=\left(J_{i}\right)_{i \in \operatorname{supp}(\lambda)}$ of disjoint connected subdiagrams of $I$ satisfying

$$
i \notin J_{i} \quad \Leftrightarrow \quad J_{i}=\varnothing
$$

and, given $\eta \in Q$, set

$$
\mathscr{J}_{\eta}^{\lambda}=\left\{J \in \mathscr{J}^{\lambda}: \eta=\sum_{i \in \operatorname{supp}(\lambda)} \vartheta_{J_{i}}\right\} .
$$

One easily sees that

$$
\begin{equation*}
\operatorname{ht}_{i}(\eta) \leq 1 \quad \text { for all } i \in I \Rightarrow \operatorname{dim}\left(W_{\lambda-\eta}\right)=\# \mathscr{J}_{\eta}^{\lambda} \tag{3-1-7}
\end{equation*}
$$

Consider the map $\Psi: \mathscr{J}_{\vartheta}^{\lambda} \rightarrow \mathcal{P}_{\vartheta}^{\lambda}$ determined by

$$
\operatorname{supp}(\Psi(J))=\left\{\vartheta_{J_{i}}: i \in \partial I\right\} \backslash\{0\},
$$

which is clearly surjective. We claim that, for all $\xi \in \mathcal{P}_{\vartheta}^{\lambda}$, we have

$$
\begin{equation*}
\# \Psi^{-1}(\xi)=\Phi(\xi)+1 \quad \text { where } \quad \Phi(\xi)=\# \operatorname{supp}(\lambda)-\# \operatorname{supp}(\xi) \tag{3-1-8}
\end{equation*}
$$

Assuming this, we complete the proof of (3-1-6) as follows. If $\# \operatorname{supp}(\lambda)=1$, $\Phi(\xi)=0$ for all $\xi \in \mathcal{P}_{\vartheta}^{\lambda}$. In other words, $\Psi$ is bijective and (3-1-6) follows from Proposition 3.1.1 and (3-1-7). If $\# \operatorname{supp}(\lambda)=2$, there is a unique $\xi \in \mathcal{P}_{\vartheta}^{\lambda}$ such that $\Phi(\xi) \neq 0$ : the one whose support is $\{\vartheta\}$. Therefore, $\# \mathscr{J}_{\vartheta}^{\lambda}=1+\# \mathcal{P}_{\vartheta}^{\lambda}$ and (3-1-6) follows. Finally, if $\# \operatorname{supp}(\lambda)=3$, we have to count the sets

$$
\left\{\xi \in \mathcal{P}_{\vartheta}^{\lambda}: \Phi(\xi)=1\right\} \quad \text { and } \quad\left\{\xi \in \mathcal{P}_{\vartheta}^{\lambda}: \Phi(\xi)=2\right\}
$$

The second set has exactly one element: the one whose support is $\{\vartheta\}$. Therefore, we are left to show that the first set has $n-1$ elements. But indeed, $\xi$ belongs to that set if, and only if, there exists $i \in I \backslash\left\{i_{*}\right\}$ such that

$$
\operatorname{supp}(\xi)=\left\{\vartheta_{[i, \partial i]}, \vartheta_{I \backslash[i, \partial i]}\right\},
$$

where $\partial i$ is the element of $\partial I$ lying in the same connected component of $I \backslash\left\{i_{*}\right\}$ as $i$.

It remains to prove (3-1-8). Fix $J \in \Psi^{-1}(\xi)$. If $\Phi(\xi)=0$, then $J_{i} \neq \varnothing$ for all $i \in \operatorname{supp}(\lambda)$ and the claim is clear. If $\Phi(\xi)=1$, then there exist $k, l \in \operatorname{supp}(\lambda)$ such that $k \in J_{l}$ and, hence, $J_{k}=\varnothing$. One easily checks that the unique other element of $\Psi^{-1}(\xi)$ is the one obtained from $J$ by switching $J_{k}$ and $J_{l}$. Finally, if $\Phi(\xi)=2$, we must have $\# \operatorname{supp}(\lambda)=3$ and there exists unique $k \in \operatorname{supp}(\lambda)$ such that $J_{k} \neq \varnothing$. In particular, $\operatorname{supp}(\lambda) \subseteq J_{k}$ and the other two elements of $\Psi^{-1}(\xi)$ are obtained from $J$ by moving $J_{k}$ to any of the other two positions. This completes the proof of (3-1-6).

Finally, we deduce some information about the outer multiplicities in $W$. Namely, write

$$
W \cong \bigoplus_{\mu \in P^{+}} V(\mu)^{\oplus m_{\mu}(W)}
$$

Proposition 3.1.2. Let $\mu \in P^{+}$be such that $\mathrm{ht}_{i}(\lambda-\mu) \leq 1$ for all $i \in I$. Then, $m_{\mu}(W) \neq 0$ if and only if $\mu=\lambda-\vartheta_{J}$ with $J=\bar{S}$ for some $S \subseteq \operatorname{supp}(\lambda), \# S \neq 1$. In that case, $m_{\mu}(W)=1$ if $\# S<3$ and $m_{\mu}(W)=2$ if $\# S=3$.

Proof. Set $J=\operatorname{rsupp}(\lambda-\mu)$. If $J \cap \operatorname{supp}(\lambda)=\varnothing$, then for all $J^{\prime} \subseteq J$,

$$
\operatorname{dim}\left(V\left(\lambda_{i}\right)_{\lambda_{i}-\vartheta_{J^{\prime}}}\right)=0, \quad \text { for all } i \in \partial I,
$$

and, hence, $\operatorname{dim}\left(W_{\mu}\right)=0$. If $\# J \cap \operatorname{supp}(\lambda)=1, i \in \partial I$, and $J^{\prime} \subseteq J$, then $\operatorname{dim}\left(V\left(\lambda_{i}\right)_{\lambda_{i}-\vartheta_{J^{\prime}}}\right) \leq 1$ with equality holding if, and only if, $i \in J^{\prime}$. In particular, $\operatorname{dim}\left(W_{\mu}\right)=\operatorname{dim}\left(V(\lambda)_{\mu}\right)$ and, hence, $m_{\mu}(W)=0$. Similarly, we conclude that, if each connected component of $J$ intersects $\operatorname{supp}(\lambda)$ in at most one node, then $m_{\mu}(W)=0$.

Let $k, l \in \operatorname{supp}(\lambda), k \neq l$. If $J=[k, l]$, then $\operatorname{dim}\left(W_{\mu}\right)=\operatorname{dim}\left(V(\lambda)_{\mu}\right)+1$ by (3-1-6) and, hence, $m_{\mu}(W)=1$. This proves the proposition if $I$ has no trivalent node and we can assume $\mathfrak{g}$ is of type $D$ or $E$. Since $\mathfrak{g}$ is simply laced and one easily sees that if there exists $j \in \partial J$ such that $j \notin \operatorname{supp}(\lambda)$, then $\mu=\lambda-\vartheta_{J} \notin P^{+}$. Hence, we can assume $\# \operatorname{supp}(\lambda)=3$ and $J=I$.

It follows from the cases already considered that

$$
m_{\lambda-\vartheta_{[i, j]}}(W)=1 \quad \text { for all } i, j \in \operatorname{supp}(\lambda), i \neq j
$$

Let $k \in \partial I$. Writing $v=\lambda-\vartheta$ and using (3-1-3) with $I^{\prime}=\left(i_{*}, k\right]$ in place of $I$ and $\left(\lambda-\vartheta_{I_{k}}\right)^{I^{\prime}}$ in place of $\lambda$, we see that

$$
\begin{equation*}
\operatorname{dim}\left(V\left(\lambda-\vartheta_{I_{k}}\right)_{v}\right)=d\left(i_{*}, k\right) \tag{3-1-9}
\end{equation*}
$$

One easily checks that

$$
\begin{equation*}
\sum_{k \in \partial I} d\left(k, i_{*}\right)=n-1 \tag{3-1-10}
\end{equation*}
$$

Combining this with (3-1-6) we get

$$
\operatorname{dim}\left(W_{v}\right)-\operatorname{dim}\left(V(\lambda)_{v}\right)-\sum_{k \in \partial I} \operatorname{dim}\left(V\left(\lambda-\vartheta_{I_{k}}\right)_{v}\right)=2
$$

Since no other irreducible factor of $W$ has $v$ as weight, we conclude $m_{v}(W)=2$.
3.2. Reduction to diagram subalgebras. We now collect several useful technical results related to the action of diagram subalgebras.

Lemma 3.2.1 [Chari and Pressley 1996a, Lemma 2.4]. Suppose $\varnothing \neq J \subseteq I$ defines a connected subdiagram of the Dynkin diagram of $\mathfrak{g}$, let $V$ be a highest- $\ell$-weight module with highest- $\ell$-weight $\omega \in \mathcal{P}^{+}, \lambda=\operatorname{wt}(\boldsymbol{\omega}), v \in V_{\lambda} \backslash\{0\}$, and $V_{J}=U_{q}\left(\tilde{\mathfrak{g}}_{J}\right) v$. Then, $m_{\mu}(V)=m_{\mu_{J}}\left(V_{J}\right)$ for all $\mu \in \lambda-Q_{J}^{+}$.

Keeping the notation of Lemma 3.2.1, notice that if $V$ is irreducible, then $V_{J} \cong V_{q}\left(\boldsymbol{\omega}_{J}\right)$. Hence,

$$
\begin{equation*}
\boldsymbol{v} \in \boldsymbol{\omega} \mathcal{Q}_{J} \Rightarrow \operatorname{dim}\left(V_{q}(\boldsymbol{\omega})_{\boldsymbol{v}}\right)=\operatorname{dim}\left(V_{q}\left(\boldsymbol{\omega}_{J}\right)_{\boldsymbol{v}_{J}}\right) \tag{3-2-1}
\end{equation*}
$$

The next lemma is an easy consequence of [Chari and Pressley 1996a, Lemma 2.6].
Lemma 3.2.2. Let $i_{0} \in I$ be such that

$$
I=J_{1} \sqcup\left\{i_{0}\right\} \sqcup J_{2} \quad \text { (disjoint union) }
$$

where $J_{1}$ is of type $A, J_{2} \sqcup\left\{i_{0}\right\}$ is connected and $c_{j k}=0$ for all $j \in J_{1}, k \in J_{2}$. Let $\boldsymbol{\omega} \in \mathcal{P}^{+}, \lambda=\operatorname{wt}(\boldsymbol{\omega})$, and suppose $V_{q}\left(\boldsymbol{\omega}_{J_{1}}\right)$ is a minimal affinization of $V_{q}\left(\lambda_{J_{1}}\right)$. Let also

$$
\mu=\lambda-\sum_{j \in I \backslash\left\{i_{0}\right\}} s_{j} \alpha_{j} \quad \text { with } s_{j} \in \mathbb{Z}_{\geq 0} \text { for all } j \in I \backslash i_{0} .
$$

If $m_{\mu}\left(V_{q}(\boldsymbol{\omega})\right)>0$, then $s_{j}=0$ for all $j \in J_{1}$.
Proposition 3.2.3 [Chari and Pressley 1996a, Proposition 3.3]. Suppose $\mathfrak{g}$ is of type $A$ and let $\omega \in \mathcal{P}^{+}, \lambda=\mathrm{wt}(\boldsymbol{\omega})$ be such that
(i) $V_{q}(\omega)$ is not a minimal affinization of $V_{q}(\lambda)$, and
(ii) $V_{q}\left(\omega_{I \backslash\{i\}}\right)$ is a minimal affinization of $V_{q}\left(\lambda_{I \backslash\{i\}}\right)$ for any $i \in \partial I$.

Then, $m_{\lambda-\vartheta}\left(V_{q}(\boldsymbol{\omega})\right)>0$.
Lemma 3.2.4. Suppose $\mathfrak{g}$ is of type $D$ or $E$, let $\boldsymbol{\omega} \in \mathcal{P}_{q}^{+}$be preminimal, $\lambda=\operatorname{wt}(\boldsymbol{\omega})$, and $V=V_{q}(\omega)$. Let $\mu \in P^{+}$be such that

$$
\begin{equation*}
\mu<\lambda \quad \text { and } \quad m_{\mu}(V) \neq 0 \tag{3-2-2}
\end{equation*}
$$

Then, $J_{\mu}:=\operatorname{rsupp}(\lambda-\mu)$ is connected and $m_{\mu}(V)=m_{\mu_{J_{\mu}}}\left(V_{q}\left(\omega_{J_{\mu}}\right)\right)$. Moreover, for each $k \in \partial I$ we have:
(a) If $m \notin J_{\mu}$ for some $m \in\left[i_{*}, k\right]$, then $[m, k] \cap J_{\mu}=\varnothing$. In particular, $i_{*} \in J_{\mu}$.
(b) There exists unique $j \in\left[i_{*}, k\right]$ such that $(j, k] \cap J_{\mu}=\varnothing$ and $\left[j, i_{*}\right] \subseteq J_{\mu}$.
(c) If $\omega$ is $k$-minimal, then $j \neq i_{*}$.

Proof. Assuming parts (a) and (b), the first two claims of the lemma can be proved as follows. Let $j_{k}$ be defined as in (b) for each $k \in \partial I$. It is clear from (a) and (b) that $J_{\mu}=\overline{\left\{j_{k}: k \in \partial I\right\}}$, showing that it is connected. The second claim of the lemma is then immediate from Lemma 3.2.1.

The first claim in part (a) follows from an application of Lemma 3.2.2 with $i_{0}=m, J_{1}=(m, k]$, and $J_{2}=I \backslash[m, k]$. For the second, note that, since $i_{*} \in\left[i_{*}, m\right]$ for all $m \in \partial I$, if we had $i_{*} \notin J_{\mu}$, it would follow that $J_{\mu}=\varnothing$, contradicting the first assumption in (3-2-2). For part (b), let $j$ be the element of $J_{\mu} \cap\left[i_{*}, k\right]$ which is closest to $k$. Then, part (a) implies that $j$ satisfies the desired properties.

To prove (c), note that, if $j=i_{*}$, we would have ( $\left.i_{*}, k\right] \cap J_{\mu}=\varnothing$ and, hence, $\mu \in \lambda-Q_{I_{k}}^{+}$. Since $I_{k}$ is of type $A$ and $\mu<\lambda$, we would have

$$
m_{\mu_{J_{k}}}\left(V_{q}\left(\boldsymbol{\omega}_{I_{k}}\right)\right)=0
$$

On the other hand, Lemma 3.2.1 would imply that

$$
m_{\mu}(V)=m_{\mu_{J_{k}}}\left(V_{q}\left(\omega_{I_{k}}\right)\right)
$$

contradicting the second assumption from (3-2-2).
We can now give a proof of Lemma 2.4.7 under the assumption that hypothesis (ii) is satisfied. Recalling the notation there, we have

$$
V_{q}\left(\boldsymbol{\omega}_{I_{m}^{\lambda}}\right) \text { is a minimal affinization for } m \neq k
$$

Defining $j_{m}, m \in \partial I$, as in Lemma 3.2.4, it follows that $j_{m} \neq i_{*}$ for $m \in \partial I_{k}$. Hypothesis (ii) implies that $I_{k}^{\lambda} \subseteq J_{\mu}$ and, hence, $\mu \leq \nu_{k}$.
3.3. qCharacters. Let $\mathbb{Z}[\mathcal{P}]$ be the integral group ring over $\mathcal{P}$. Given $\chi \in \mathbb{Z}[\mathcal{P}]$, say

$$
\chi=\sum_{\boldsymbol{\mu} \in \mathcal{P}} \chi(\boldsymbol{\mu}) \boldsymbol{\mu}
$$

we identify it with the function $\mathcal{P} \rightarrow \mathbb{Z}, \boldsymbol{\mu} \rightarrow \chi(\boldsymbol{\mu})$. Conversely, any function $\mathcal{P} \rightarrow \mathbb{Z}$ with finite support can be identified with an element of $\mathbb{Z}[\mathcal{P}]$. The qcharacter of $V \in \widetilde{\mathcal{C}}_{q}$ is the element $\mathrm{qch}(V)$ corresponding to the function

$$
\boldsymbol{\mu} \mapsto \operatorname{dim}\left(V_{\boldsymbol{\mu}}\right)
$$

We set

$$
\mathrm{wt}_{\ell}(V)=\left\{\boldsymbol{\mu} \in \mathcal{P}_{q}: V_{\boldsymbol{\mu}} \neq 0\right\} \quad \text { and } \quad \mathrm{wt}_{\ell}\left(V_{\mu}\right)=\left\{\boldsymbol{\mu} \in \mathrm{wt}_{\ell}(V): \mathrm{wt}(\boldsymbol{\mu})=\mu\right\}
$$

for all $\mu \in P$.
The Frenkel-Mukhin algorithm [2001] is one of the main tools for computing qcharacters of simple objects of $\widehat{\mathcal{C}}_{q}$, although it is not applicable to any such object. From the basic theory leading to the algorithm, we will only need the following result here (a proof can also be found in [Chari and Moura 2005]).
Lemma 3.3.1. Let $V \in \widehat{\mathcal{C}}_{q}, i \in I$, and $\varpi \in \mathcal{P}_{q}$. Suppose there exists $v \in V_{\boldsymbol{\varpi}} \backslash\{0\}$ satisfying $x_{i, r}^{+} v=0$ for all $r \in \mathbb{Z}$ and that $\varpi^{\{i\}}=\omega_{i, a, m}$ for some $a \in \mathbb{F}^{\times}, m>0$. Then,

$$
\begin{equation*}
\varpi \boldsymbol{\alpha}_{i, a q^{m-1}}^{-1} \in \mathrm{wt}_{\ell}(V) \tag{3-3-1}
\end{equation*}
$$

3.4. Tensor products. The algebra $U_{q}(\tilde{\mathfrak{g}})$ is a Hopf algebra. We now review the facts about tensor products of objects from $\widehat{\mathcal{C}_{q}}$ that we need.

It is well known that the tensor product of weight vectors is a weight vector and, hence, if $V, W \in \mathcal{C}_{q}$, we have $\operatorname{ch}(V \otimes W)=\operatorname{ch}(V) \operatorname{ch}(W)$. Although the tensor product of $\ell$-weight vectors is not an $\ell$-weight vector in general, it was proved in [Frenkel and Reshetikhin 1999] (see also [Chari and Moura 2005]) that we still have

$$
\begin{equation*}
\operatorname{qch}(V \otimes W)=\operatorname{qch}(V) \mathrm{q} \operatorname{ch}(W) \quad \text { for every } V, W \in \widetilde{\mathcal{C}}_{q} \tag{3-4-1}
\end{equation*}
$$

It turns out that tensor products of nontrivial simple objects from $\widetilde{\mathcal{C}}_{q}$ may be simple as well. For the proof of Theorem 2.4.4, we will need some sufficient criteria for the irreducibility of certain tensor products of minimal affinizations which we now recall. The following is the first half of main result of [Moura and Pereira 2017].

Theorem 3.4.1. Let $\mathfrak{g}$ be of type $A_{n}, \lambda \in P^{+} \backslash\{0\}$, and consider

$$
\boldsymbol{\pi}=\prod_{i \leq j} \omega_{i, a q^{-p_{i, j}(\lambda)}, \lambda\left(h_{i}\right)} \quad \text { and } \quad \boldsymbol{\pi}^{\prime}=\omega_{n, b, \eta}
$$

for some $a, b \in \mathbb{F}^{\times}$and $\eta \in \mathbb{Z}_{>0}$ where $j=\max \{i \in I: i \in \operatorname{supp}(\lambda)\}$. Then, $V_{q}(\pi) \otimes V_{q}\left(\pi^{\prime}\right)$ is reducible if and only if there exist $s \in \mathbb{Z}, j^{\prime} \in \operatorname{supp}(\lambda)$, and $\eta^{\prime} \in \mathbb{Z}_{>0}$ such that $b=a q^{s}$ and either one of the following options hold:
(i) $\eta^{\prime} \leq \min \left\{\lambda\left(h_{j^{\prime}}\right), \eta\right\}$ and $s+\eta+n-j^{\prime}+2=-p_{j^{\prime}, j}(\lambda)-\lambda\left(h_{j^{\prime}}\right)+2 \eta^{\prime}$.
(ii) $\eta^{\prime} \leq \min \{|\lambda|, \eta\}$ and $\lambda\left(h_{j}\right)+n-j+2=s-\eta+2 \eta^{\prime}$.

Remark 3.4.2. Note that $V_{q}(\boldsymbol{\pi})$, with $\boldsymbol{\pi}$ as in Theorem 3.4.1, is an increasing minimal affinization. Similar results for decreasing minimal affinizations as well as for tensor products with Kirillov-Reshetikhin (KR) modules associated to the first node can be obtained from Theorem 3.4.1 by means of duality arguments. The precise statements can be found in [Moura and Pereira 2017, Corollary 4.2.2]. The second half of Theorem 3.4.1 states that when such tensor products are reducible, they are length-two modules and the Drinfeld polynomial of the irreducible factor with lower highest-weight is explicitly described.

We will also need a criterion that guarantees the irreducibility of tensor products of KR modules associated to nodes in $\partial I$ when $\mathfrak{g}$ is of type $D$. To deduce it, we begin by recalling some facts about duality (a slightly more complete review was given in [Moura and Pereira 2017, Section 4.1]). For any two finite-dimensional $U_{q}(\tilde{\mathfrak{g}})$-modules $V$ and $W$, we have

$$
\begin{equation*}
(V \otimes W)^{*} \cong W^{*} \otimes V^{*} \tag{3-4-2}
\end{equation*}
$$

Also, given $\boldsymbol{\omega} \in \mathcal{P}^{+}$, we have

$$
\begin{equation*}
V_{q}(\omega)^{*} \cong V_{q}\left(\omega^{*}\right) \quad \text { where } \omega_{i}^{*}(u)=\boldsymbol{\omega}_{w_{0} \cdot i}\left(q^{-h^{\vee}} u\right) \tag{3-4-3}
\end{equation*}
$$

Here, $h^{\vee}$ is the dual Coxeter number of $\mathfrak{g}, w_{0}$ is the longest element of $\mathcal{W}$ and $w_{0} \cdot i=j$ if and only if $w_{0} \omega_{i}=-\omega_{j}$. The following lemma is well known and easily established.
Lemma 3.4.3. Suppose $V$ is an object from $\widetilde{\mathcal{C}}_{q}$. Then, $V$ is simple if and only if both $V$ and $V^{*}$ are highest- $\ell$-weight modules.

The following is a rewriting of part of [Chari 2002, Corollary 6.2].
Proposition 3.4.4. Suppose $\mathfrak{g}$ is of type $D_{n}$, let $i, j \in \partial I$ be distinct, $m_{i}, m_{j} \in \mathbb{Z}_{>0}$, $a_{i}, a_{j} \in \mathbb{F}^{\times}$, and let $V=V_{q}\left(\boldsymbol{\omega}_{i, a_{i}, m_{i}}\right) \otimes V_{q}\left(\boldsymbol{\omega}_{j, a_{j}, m_{j}}\right)$ and $m=\min \left\{m_{i}, m_{j}\right\}$. The following are sufficient conditions for $V$ to be a highest- $\ell$-weight module:
(a) $a_{j} / a_{i} \neq q^{m_{i}+m_{j}+2(2 s-p)}$ for all $1 \leq p \leq m, 1 \leq s \leq\lfloor(n-1) / 2\rfloor$ if both $i$ and $j$ are spin nodes.
(b) $a_{j} / a_{i} \neq q^{m_{i}+m_{j}+n-2 p}$ for all $1 \leq p \leq m$ if either $i$ or $j$ is not a spin node.

Remark 3.4.5. There is a typo in [Chari 2002, Corollary 6.2] regarding part (a) of the above proposition. Namely, the range for the parameter $s$ is claimed to be $0 \leq s \leq\lfloor(n-1) / 2\rfloor$. The absence of the possibility $s=0$ is crucial for our purposes. We have rechecked the computations related to the proof of [Chari 2002, Corollary 6.2] and have established that indeed $s=0$ can be removed from the range. Note that this correction is compatible with part (b) of the proposition in the sense that, in type $D_{4}$, since all elements of $\partial I$ "are spin nodes", part (a) should "coincide" with (b). If $s=0$ were allowed, the number of obstructions coming from (a) would be twice as many as from part (b). With this correction, parts (a) and (b) coincide in all elements of $\partial I$ for type $D_{4}$.

Recall that, if $\mathfrak{g}$ is of type $D$, then

$$
\begin{equation*}
w_{0} \cdot i=i \text { if } i \text { is not a spin node. } \tag{3-4-4}
\end{equation*}
$$

In particular, if $i$ is a spin node, so is $w_{0} \cdot i$. Then, combining the last proposition with (3-4-2), (3-4-3), and Lemma 3.4.3, one easily establishes:
Corollary 3.4.6. Suppose $\mathfrak{g}$ is of type $D_{n}$, let $i, j \in \partial I$ be distinct, $m_{i}, m_{j} \in \mathbb{Z}_{>0}$, $a_{i}, a_{j} \in \mathbb{F}^{\times}, V=V_{q}\left(\omega_{i, a_{i}, m_{i}}\right) \otimes V_{q}\left(\boldsymbol{\omega}_{j, a_{j}, m_{j}}\right)$ and $m=\min \left\{m_{i}, m_{j}\right\}$. The following are sufficient conditions for $V$ to be irreducible.
(a) $\left(a_{j} / a_{i}\right)^{ \pm 1} \neq q^{m_{i}+m_{j}+2(2 s-p)}$ for all $1 \leq p \leq m, 1 \leq s \leq\lfloor(n-1) / 2\rfloor$ if both $i$ and $j$ are spin nodes.
(b) $\left(a_{j} / a_{i}\right)^{ \pm 1} \neq q^{m_{i}+m_{j}+n-2 p}$ for all $1 \leq p \leq m$ if either $i$ or $j$ is not a spin node.

Remark 3.4.7. Using the combinatorics of qcharacters in terms of tableaux, a necessary and sufficient condition in the context of part (a) of the above corollary was obtained in [Pereira 2014]. Moreover, in the case that $V$ is reducible, an explicit description of the Drinfeld polynomial of its irreducible factor whose highest weight is the second highest was also obtained. Comments about the difference between the sufficient condition given by Corollary 3.4.6 and the necessary and sufficient condition obtained in [Pereira 2014] will appear in [Pereira $\geq$ 2018]. For the moment, it suffices to say that $s=0$ (see previous remark) indeed corresponds to an irreducible tensor product according to [Pereira 2014].
3.5. Classical and graded limits. Let $\mathbb{A}=\mathbb{C}\left[q, q^{-1}\right] \subseteq \mathbb{F}$ and let $U_{\mathbb{A}}(\tilde{\mathfrak{g}})$ be the A-subalgebra of $U_{q}(\tilde{\mathfrak{g}})$ generated by the elements $\left(x_{i, r}^{ \pm}\right)^{(k)}, k_{i}^{ \pm 1}$ for $i \in I, r \in \mathbb{Z}$, and $k \in \mathbb{Z}_{\geq 0}$ where $\left(x_{i, r}^{ \pm}\right)^{(k)}=\left(x_{i, r}^{ \pm}\right)^{k} /([k]!)$. Define $U_{\mathcal{A}}(\mathfrak{g})$ similarly and notice that $U_{\mathrm{A}}(\mathfrak{g})=U_{\mathbb{A}}(\tilde{\mathfrak{g}}) \cap U_{q}(\mathfrak{g})$. For the proof of the next proposition, see [Chari 2001, Lemma 2.1] and the locally cited references.

Proposition 3.5.1. We have $U_{q}(\tilde{\mathfrak{g}})=\mathbb{F} \otimes_{\mathbb{A}} U_{\mathrm{A}}(\tilde{\mathfrak{g}})$ and $U_{q}(\mathfrak{g})=\mathbb{F} \otimes_{\mathbb{A}} U_{\mathrm{A}}(\mathfrak{g})$.
Regard $\mathbb{C}$ as an $\mathbb{A}$-module by letting $q$ act as 1 and set

$$
\begin{equation*}
\overline{U_{q}(\tilde{\mathfrak{g}})}=\mathbb{C} \otimes_{\mathrm{A}} U_{\mathbb{A}}(\tilde{\mathfrak{g}}) \quad \text { and } \quad \overline{U_{q}(\mathfrak{g})}=\mathbb{C} \otimes_{\mathrm{A}} U_{\mathrm{A}}(\mathfrak{g}) \tag{3-5-1}
\end{equation*}
$$

Denote by $\bar{\eta}$ the image of $\eta \in U_{A}(\tilde{\mathfrak{g}})$ in $\overline{U_{q}(\tilde{\mathfrak{g}})}$. The proof of the next proposition can be found in [Chari and Pressley 1994a, Proposition 9.2.3] and [Lusztig 1993].

Proposition 3.5.2. $U(\tilde{\mathfrak{g}})$ is isomorphic to the quotient of $\overline{U_{q}(\tilde{\mathfrak{g}})}$ by the ideal generated by $\bar{k}_{i}-1, i \in I$. In particular, the category of $\overline{U_{q}(\tilde{\mathfrak{g}})}$-modules on which $k_{i}$ act as the identity operator for all $i \in I$ is equivalent to the category of all $\tilde{\mathfrak{g}}$-modules.

Denote by $\mathcal{P}_{\mathrm{A}}^{+}$the subset of $\mathcal{P}_{q}$ consisting of $n$-tuples of polynomials with coefficients in $\mathbb{A}$. Let also $\mathcal{P}_{\mathbb{A}}^{\times}$be the subset of $\mathcal{P}_{\mathbb{A}}^{+}$consisting of $n$-tuples of polynomials whose leading terms are in $\mathbb{C} q^{\mathbb{Z}} \backslash\{0\}=\mathbb{A}^{\times}$. Given $\omega \in \mathcal{P}_{\mathbb{A}}^{+}$, let $\overline{\boldsymbol{\omega}}$ be the element of $\mathcal{P}_{q}^{+}$obtained from $\omega$ by evaluating $q$ at 1 . Given a $U_{\mathrm{A}}(\tilde{\mathfrak{g}})$-submodule $L$ of a $U_{q}(\tilde{\mathfrak{g}})$-module $V$, define

$$
\begin{equation*}
\bar{L}=\mathbb{C} \otimes_{\mathbb{A}} L \tag{3-5-2}
\end{equation*}
$$

Then, $\bar{L}$ is a $\tilde{\mathfrak{g}}$-module by Proposition 3.5.2. The next theorem was proved in [Chari and Pressley 2001].

Theorem 3.5.3. Let $\omega \in \mathcal{P}_{\mathbb{A}}^{\times}, V \in \tilde{\mathcal{C}}_{q}$ be a highest- $\ell$-weight module of highest $\ell$-weight $\omega, v \in V_{\omega} \backslash\{0\}$, and $L=U_{\mathcal{A}}(\tilde{\mathfrak{g}}) v$. Then, $\bar{L}$ is a highest- $\ell$-weight module for $\tilde{\mathfrak{g}}$ with highest- $\ell$-weight $\overline{\boldsymbol{\omega}}$ and $\operatorname{ch}(\bar{L})=\operatorname{ch}(V)$.

Given $\omega \in \mathcal{P}_{\mathrm{A}}^{\times}$, we denote by $\overline{V_{q}(\boldsymbol{\omega})}$ the $\tilde{\mathfrak{g}}$-module $\bar{L}$ with $L$ as in the above theorem.

Assume $\bar{\omega}=\boldsymbol{\omega}_{\lambda, a}$ for some $a \in \mathbb{C}^{\times}$and let $\bar{v}$ be a nonzero vector in ${\overline{V_{q}(\boldsymbol{\omega})}}_{\lambda}$. It follows from Theorem 3.5.3 that

$$
(h \otimes f(t)) \bar{v}=f(a) h \bar{v} \quad \text { for all } h \in \mathfrak{h}, f(t) \in \mathbb{C}\left[t, t^{-1}\right]
$$

Moreover, it follows from the proof of [Moura 2010, Proposition 3.13] that, if $J$ is a connected subdiagram of type $A$ such that $V_{q}\left(\omega_{J}\right)$ is a minimal affinization, then

$$
\begin{equation*}
x_{\alpha, r}^{-} \bar{v}=a^{r} x_{\alpha}^{-} \bar{v} \quad \text { for all } \alpha \in R_{J}^{+}, r \geq 0 \tag{3-5-3}
\end{equation*}
$$

We shall regard $\overline{V_{q}(\boldsymbol{\omega})}$ as a $\mathfrak{g}[t]$-module which is generated by $\bar{v}$ by Proposition 2.2.3. Denote by $L(\boldsymbol{\omega})$ the $\mathfrak{g}[t]$-module obtained from $\overline{V_{q}(\omega)}$ by pulling-back the action by the automorphism $\tau_{a}$ defined in (2-1-3) and let $v \in L(\boldsymbol{\omega})_{\lambda} \backslash\{0\}$. It follows from the above considerations that $L(\boldsymbol{\omega})=U(\mathfrak{g}[t]) v, \mathfrak{n}^{+}[t] v=\mathfrak{h}[t]_{+} v=0, h v=\lambda(h) v$ for all $h \in \mathfrak{h}$. Hence, $L(\boldsymbol{\omega})$ is a quotient of $W(\lambda)$. Moreover, Theorem 3.5.3 and part (d) of Theorem 2.2.1 imply (2-5-2). Also, by (3-5-3), if $J$ is a connected subdiagram of type $A$ such that $V_{q}\left(\omega_{J}\right)$ is a minimal affinization,

$$
\begin{equation*}
x_{\alpha, r}^{-} v=0 \quad \text { for all } \quad \alpha \in R_{J}^{+}, r>0, \tag{3-5-4}
\end{equation*}
$$

which easily implies Lemma 2.5.1.

## 4. Proofs

4.1. On characters and tensor products of $\boldsymbol{K R}$-modules. We will need some information on qcharacters and tensor products of Kirillov-Reshetikhin modules. Thus, let $\omega=\boldsymbol{\omega}_{i, a, m}$ for some $i \in I, a \in \mathbb{F}, m>0$ and let $v \in L(\omega)_{m \omega_{i}} \backslash\{0\}$. We begin with the following well-known fact:

$$
\begin{equation*}
\mu \in P^{+}, \mu<m \omega_{i}, m_{\mu}(L(\omega)) \neq 0 \Rightarrow \operatorname{ht}_{i}(\lambda-\mu)>1 . \tag{4-1-1}
\end{equation*}
$$

Since, for all connected subdiagrams $J$, we have $\mathrm{ht}_{i}\left(\vartheta_{J}\right) \leq 1$, this implies

$$
\begin{equation*}
\operatorname{dim}\left(V_{q}(\boldsymbol{\omega})_{m \omega_{i}-\vartheta_{J}}\right)=\operatorname{dim}\left(V\left(m \omega_{i}\right)_{m \omega_{i}-\vartheta_{J}}\right) \leq 1 \tag{4-1-2}
\end{equation*}
$$

where the inequality follows from Proposition 3.1.1 which also implies that

$$
\begin{equation*}
\operatorname{dim}\left(V_{q}(\boldsymbol{\omega})_{m \omega_{i}-\vartheta_{J}}\right)=1 \quad \Leftrightarrow \quad i \in J \tag{4-1-3}
\end{equation*}
$$

Let $M$ be a tensor product of KR-modules associated to distinct nodes, say $V_{q}\left(\omega_{i, a_{i}, m_{i}}\right), i \in I$, and set $\lambda=\sum_{i} m_{i} \omega_{i}$. Let also $W=\otimes_{i \in I} V\left(m_{i} \omega_{i}\right)$. It follows from the above discussion that

$$
\begin{equation*}
\operatorname{dim}\left(W_{\lambda-\vartheta_{J}}\right)=\operatorname{dim}\left(M_{\lambda-\vartheta_{J}}\right) \quad \text { for all } J \subseteq I . \tag{4-1-4}
\end{equation*}
$$

In particular, Proposition 3.1.2 applies to $M$ in place of $W$. Therefore, if $V, v_{k}$, and $v$ are as in Proposition 2.4.6, it follows that

$$
\begin{equation*}
m_{v_{k}}(V) \leq 1 \quad \text { and } \quad m_{v}(V) \leq 2 \tag{4-1-5}
\end{equation*}
$$

Proposition 3.2.3 then implies that $m_{v_{k}}(V)=1$, thus completing the proof of part (a) of Proposition 2.4.6. A proof of (4-1-1) will be reviewed along the way when we perform some estimates using graded limits in Section 4.2. These estimates will also imply that we actually have

$$
\begin{equation*}
m_{v}(V) \leq 1, \tag{4-1-6}
\end{equation*}
$$

an improvement of (4-1-5) which will be crucial in our approach for proving the last two parts of Proposition 2.4.6.

Since most of the literature on qcharacters uses the $Y$-notation of [Frenkel and Reshetikhin 1999], we shall write all arguments within the context of qcharacters using that notation as well. Given $a \in \mathbb{F}^{\times}, i \in I, r \in \mathbb{Z}, m \in \mathbb{Z}_{\geq 0}$, set

$$
\begin{equation*}
Y_{i, r, m}=\boldsymbol{\omega}_{i, a q^{m+r-1}, m} \tag{4-1-7}
\end{equation*}
$$

Let $\mathcal{P}_{\mathbb{Z}}$ be the submonoid of $\mathcal{P}_{q}$ generated by $Y_{i, r}:=Y_{i, r, 1}, i \in I, r \in \mathbb{Z}$. Following [Frenkel and Mukhin 2001], given $\boldsymbol{\omega} \in \mathcal{P}_{\mathbb{Z}} \backslash\{\mathbf{1}\}$, define

$$
\begin{equation*}
r(\boldsymbol{\omega}):=\max \left\{r \in \mathbb{Z}: Y_{i, r}^{ \pm 1} \text { appears in } \boldsymbol{\omega} \text { for some } i \in I\right\} \tag{4-1-8}
\end{equation*}
$$

Then, $\boldsymbol{\omega}$ is said to be right negative if $Y_{i, r(\omega)}$ does not appear in $\boldsymbol{\omega}$ for all $i \in I$. Clearly, the product of right negative $\ell$-weights is a right negative $\ell$-weight and a dominant $\ell$-weight is not right negative.

Given a connected subdiagram $J \subseteq I$ define

$$
J^{+}=\left\{i \in I \backslash J: c_{i, j}<0 \text { for some } j \in J\right\}
$$

If $l \in J$, define also

$$
\partial_{l} J=\left\{\begin{array}{lc}
l & \text { if } J=\{l\},  \tag{4-1-9}\\
(\partial J) \backslash\{l\} & \text { otherwise },
\end{array}\right.
$$

and,

$$
\begin{aligned}
& \text { (4-1-10) } \quad Y_{l, r, m}(J)= \\
& Y_{l, r, m-1}\left(\prod_{i \in J^{+}} Y_{i, r+2(m-1)+d(i, l)}\right)\left(\prod_{i \in \partial_{l} J} Y_{i, r+2 m+d(i, l)}\right)^{-1} \times\left(Y_{i_{*}, r+2 m+d\left(i_{*}, l\right)}\right)^{\epsilon}
\end{aligned}
$$

for all $r, m \in \mathbb{Z}, m>0$, where

$$
\epsilon=0 \text { if } J \text { is of type } A \text { and } \epsilon=1 \text { otherwise. }
$$

In particular,

$$
Y_{l, r, m}(J) \text { is right negative and } r\left(Y_{l, r, m}(J)\right)=r+2 m+d_{l, J}
$$

where $d_{l, J}=\max \{d(l, j): j \in J\}$. Set also

$$
\begin{equation*}
Y_{l, r, m}(J)=Y_{l, r, m} \quad \text { if } l \notin J . \tag{4-1-11}
\end{equation*}
$$

Lemma 4.1.1. Let $V=V_{q}\left(Y_{l, r, m}\right)$ for some $l \in I, r, m \in \mathbb{Z}, m>0$, and $\lambda=m \omega_{l}$. For every connected subdiagram $J \subseteq I$ containing $l, \operatorname{dim}\left(V_{\lambda-\vartheta_{J}}\right)=1$ and $V_{\lambda-\vartheta_{J}}=$ $V_{Y_{l, r, m}(J)}$.
Proof. After (4-1-2) and (4-1-3), it suffices to show that

$$
\begin{equation*}
Y_{l, r, m}(J) \in \mathrm{wt}_{\ell}(V) \tag{4-1-12}
\end{equation*}
$$

for every connected subdiagram $J$ which is either empty or contains $l$. This is obvious if $J=\varnothing$. Otherwise, let $i \in \partial_{l} J, J^{\prime}=J \backslash\{i\}$, and assume, by induction hypothesis on \#J, that $Y_{l, r, m}\left(J^{\prime}\right) \in \mathrm{wt}_{\ell}(V)$. Note also that $\lambda-\vartheta_{J^{\prime}}+\alpha_{i}$ is not a weight of $V$ and, hence, if $v \in V_{Y_{l, r, m}\left(J^{\prime}\right)}$, we have

$$
x_{i, r}^{+} v=0 \quad \text { for all } r \in \mathbb{Z}
$$

It follows that the hypotheses of Lemma 3.3.1 are satisfied and one easily checks that $Y_{l, r, m}(J)$ is obtained from $Y_{l, r, m}\left(J^{\prime}\right)$ using (3-3-1), thus proving (4-1-12).
Lemma 4.1.2. Let $i, j \in I$ and $\boldsymbol{\omega}=Y_{i, r_{i}, m_{i}} Y_{j, r_{j}, m_{j}} \varpi$ for some $r_{i}, r_{j}, m_{i}, m_{j} \in \mathbb{Z}$, $m_{i}, m_{j}>0$, and $\varpi \in \mathcal{P}^{+}$such that $[i, j] \cap \operatorname{supp}(\operatorname{wt}(\boldsymbol{\varpi}))=\varnothing$. Let also $\lambda=\mathrm{wt}(\boldsymbol{\omega})$ and assume $r_{i} \leq r_{j}$. Then,

$$
\operatorname{dim}\left(V_{q}(\omega)_{\left.\lambda-\vartheta_{[i, j]}\right]}\right)= \begin{cases}d(i, j)+1 & \text { if } r_{j}-r_{i}=2 m_{i}+d(i, j) \\ d(i, j)+2 & \text { otherwise } .\end{cases}
$$

Proof. By Lemma 3.2.1, we may assume $\{i, j\}=\partial I$ and, hence, $\boldsymbol{\varpi}=\mathbf{1}$ and $\mathfrak{g}$ is of type $A$. If $r_{j}-r_{i}=2 m_{i}+d(i, j)$, then $V_{q}(\boldsymbol{\omega})$ is a minimal affinization. Hence, it is isomorphic to $V(\lambda)$ as $U_{q}(\mathfrak{g})$-module and we are done by Proposition 3.1.1 and (3-1-3). Otherwise, $V_{q}(\boldsymbol{\omega})$ is not a minimal affinization and Proposition 3.2.3 implies

$$
\operatorname{dim}\left(V_{q}(\boldsymbol{\omega})_{\lambda-\vartheta}\right) \geq \operatorname{dim}\left(V(\lambda)_{\lambda-\vartheta}\right)+1=d(i, j)+2
$$

The opposite inequality is immediate from Proposition 3.1.2.
Remark 4.1.3. It is actually not difficult to prove the following improvement of the previous lemma:

$$
\varpi Y_{i, r_{i}, m_{i}}([i, j] \backslash J) Y_{i, r_{2}, m_{2}}(J) \in \mathrm{wt}_{\ell}\left(V_{q}(\boldsymbol{\omega})\right)
$$

for all connected subdiagrams $J$ containing $j$. Moreover, if $r_{j}-r_{i} \neq 2 m_{i}+d(i, j)$,
the same holds for $J=\varnothing$. Thus, these are exactly the elements of $\mathrm{wt}_{\ell}\left(V_{q}(\boldsymbol{\omega})_{\lambda-\vartheta_{[i, j]}}\right)$ all with multiplicity 1 .
4.2. Computations with graded limits. We now compute some upper bounds for outer multiplicities in graded limits which will lead to proofs of Lemma 2.4.7, (4-1-6), and most of Proposition 2.5.3.

Given $a \in \mathbb{Z}_{>0}$ and $i \in I$, set

$$
R_{a}=\left\{\alpha \in R^{+}: \max \left\{\mathrm{ht}_{i}(\alpha): i \in I\right\}=a\right\}
$$

and note that $R^{+}$is the disjoint union of the sets $R_{a}$. Fix $k \in \partial I$, recall the definition of $M_{k}(\lambda)$ from (2-5-3), and let

$$
v \in M_{k}(\lambda)_{\lambda} \backslash\{0\} .
$$

We obviously have

$$
\begin{equation*}
x_{\alpha, s}^{-} v=0 \quad \Rightarrow \quad x_{\alpha, r}^{-} v=0 \quad \text { for all } r \geq s \tag{4-2-1}
\end{equation*}
$$

Lemma 4.2.1. Let $\alpha \in R_{1}$. Then, $x_{\alpha, 2}^{-} v=0$. Moreover, if there exists $l \in \partial I_{k}$ such that either $l_{\lambda} \notin \operatorname{rsupp}(\alpha)$ or $l_{\lambda}=l \notin \operatorname{supp}(\lambda)$, then $x_{\alpha, 1}^{-} v=0$.
Proof. Let $\partial I_{k}=\{l, m\}$. Then, if $\alpha \in R_{1}$, we have $\alpha=\beta+\gamma$ with $\operatorname{rsupp}(\beta) \subseteq I_{l}$ and $\operatorname{rsupp}(\gamma) \subseteq I_{m}$. By definition of $M_{k}(\lambda)$,

$$
x_{\beta, 1}^{-} v=x_{\gamma, 1}^{-} v=0
$$

and, hence,

$$
x_{\alpha, 2}^{-} v=\left[x_{\beta, 1}^{-}, x_{\gamma, 1}^{-}\right] v=0 .
$$

For the second statement, note there exists a connected subdiagram $J \subseteq\left[l_{\lambda}, i_{*}\right)$ such that

$$
\begin{gathered}
\operatorname{rsupp}(\alpha) \subseteq I_{l} \cup J, \quad \operatorname{supp}(\lambda) \cap J=\varnothing, \quad \text { and } \quad \alpha=\beta+\gamma \quad \text { for some } \\
\beta \in R_{J}^{+} \cup\{0\} \quad \text { and } \quad \gamma \in R_{I_{l}}^{+} \cup\{0\} .
\end{gathered}
$$

If either $\beta=0$ or $\gamma=0$, there is nothing else to do. Otherwise, since $J \cap \operatorname{supp}(\lambda)=\varnothing$, $x_{\beta}^{-} v=0$ and it follows that

$$
\begin{equation*}
x_{\alpha, 1}^{-} v=\left[x_{\beta}^{-}, x_{\gamma, 1}^{-}\right] v=0 \tag{4-2-2}
\end{equation*}
$$

Consider the basis $B:=\left\{x_{\alpha, r}^{-}: \alpha \in R^{+}, r \geq 0\right\}$ of $\mathfrak{n}^{-}[t]$. Given a subset $S \subseteq B$ and a choice of total order on $S$, we denote by $U(S)$ the subspace of $U\left(\mathfrak{n}^{-}[t]\right)$ spanned by PBW monomials formed from elements of $S$. Let

$$
\begin{align*}
R_{1}^{\lambda} & =\left\{\alpha \in R_{1}: I_{k}^{\lambda} \subseteq \operatorname{rsupp}(\alpha)\right\}, & & R_{>1}=R^{+} \backslash R_{1}  \tag{4-2-3}\\
S_{1}^{\lambda} & =\left\{x_{\alpha, 1}^{-}: \alpha \in R_{1}^{\lambda}\right\}, & & S_{>1}=\left\{x_{\alpha, r}^{-}: \alpha \in R_{>1}, r>0\right\} \tag{4-2-4}
\end{align*}
$$

Note, by inspecting the root systems, that $\vartheta_{I_{k}^{\lambda}}$ is a minimal element of $R_{>1} \cup R_{1}^{\lambda}$.

Lemma 4.2.1 implies that

$$
\begin{equation*}
M_{k}(\lambda)=U\left(\mathfrak{n}^{-}\right) U\left(S_{>1}\right) U\left(S_{1}^{\lambda}\right) v \tag{4-2-5}
\end{equation*}
$$

Standard arguments (cf. [Moura 2010, Lemma 2.3]) and the aforementioned minimality of $\vartheta_{I_{k}^{\lambda}}$ imply

$$
m_{v_{k}}^{s}\left(M_{k}(\lambda)\right) \leq \delta_{s, 1} .
$$

Then, if $\omega \in \mathcal{P}_{q}^{+}$is $l$-minimal for $l \in \partial I_{k}$ and $\operatorname{wt}(\boldsymbol{\omega})=\lambda$, it follows from Lemmas 2.5.1 and 3.2.1 that

$$
m_{v_{k}}\left(V_{q}(\boldsymbol{\omega})\right) \leq 1
$$

This recovers the first part of (4-1-5) and, furthermore, if $\omega$ is not $k$-minimal, Proposition 3.2.3 implies the first statements of parts (a) and (b) of Proposition 2.5.3. Moreover, the only PBW monomial $x \in U\left(S_{>1}\right) U\left(S_{1}^{\lambda}\right)$ such that $x v$ has weight $v=\lambda-\vartheta_{I^{\lambda}}$ is clearly $x=x_{\vartheta_{I^{\lambda}}, 1}^{-}$. Therefore,

$$
\begin{equation*}
m_{v}^{s}\left(M_{k}(\lambda)\right) \leq \delta_{s, 1} . \tag{4-2-6}
\end{equation*}
$$

In particular, if $V$ is as in Proposition 2.4.6,
$(4-2-7) \operatorname{dim}\left(V(\lambda)_{v}\right)+\operatorname{dim}\left(V\left(v_{k}\right)_{v}\right) \leq \operatorname{dim}\left(V_{v}\right) \leq \operatorname{dim}\left(V(\lambda)_{v}\right)+\operatorname{dim}\left(V\left(v_{k}\right)_{v}\right)+1$,
where the first inequality follows from parts (a) and (b) of Proposition 2.4.6, and the second follows from (4-2-6). Regarding the proof of Proposition 2.5.3, it remains to prove the second statement of part (b) as well as part (c). The remainder of this subsection is dedicated to the latter.

Remark 4.2.2. If $V$ is a KR-module associated to the node $i \in I$ and $v$ is the image of its highest-weight vector in the graded limit, a similar argument to the above proves

$$
x_{\alpha, 1}^{-} v=0 \quad \text { if } \mathrm{ht}_{i}(\alpha) \leq 1
$$

which implies (4-1-1) (cf. [Chari 2001; Chari and Moura 2006; Hatayama et al. 1999; Moura 2010; Moura and Pereira 2011]).

For the remainder of this subsection, assume the hypotheses of Lemma 2.4.7.
Lemma 4.2.3. Let $\alpha \in R^{+}$. If $l \in \partial I_{k}$ exists such that $l_{\lambda} \notin \operatorname{rsupp}(\alpha), x_{\alpha, 1}^{-} v=0 . \diamond$ Proof. If $I_{k}^{\lambda}$ is of type $A_{3}$, it follows that $\operatorname{rsupp}(\alpha) \subseteq I_{l}$ and there is nothing to do. Hence, we can assume either hypothesis (i) or (iii) of Lemma 2.4.7 is satisfied. In particular, $n>4$ and, if $\mathfrak{g}$ is of type $D, k$ is a spin node while $l$ is not a spin node.

Assume $\alpha \in R_{a}$. Since the case $a=1$ was proved in Lemma 4.2.1, we also assume $a \geq 2$. If $\mathfrak{g}$ is of type $D$, we have $\alpha=\beta+\gamma$ with $\beta, \gamma \in R^{+}$such that $\operatorname{rsupp}(\beta) \subseteq\left[i_{*}, l\right], \operatorname{rsupp}(\beta) \cap \operatorname{supp}(\lambda)=\varnothing$, and $\gamma \in R_{1}$. Since $l_{\lambda} \notin \operatorname{rsupp}(\gamma)$, the case $a=1$ implies that $x_{\gamma, 1}^{-} v=0$ and we are done, using (4-2-2) once more. We
are left with the case that hypothesis (iii) of Proposition 2.4.6 is satisfied, i.e., $\mathfrak{g}$ is of type $E_{6}$ and $\operatorname{supp}(\lambda)=\partial I$. Recall that, for type $E_{6}$, we have

$$
R_{a} \neq \varnothing \Leftrightarrow a \leq 3 \quad \text { and } \quad a=3 \Rightarrow \operatorname{rsupp}(\alpha)=I .
$$

Hence, we must have $a=2$. An inspection of the root system shows that $\alpha=\beta+\gamma$ with $\beta \in\left(m, i_{*}\right]$ for some $m \in \partial I_{k}$ and $\gamma \in R_{1}$ such that $l_{\lambda} \notin \operatorname{rsupp}(\gamma)$. In particular, $\operatorname{rsupp}(\beta) \cap \operatorname{supp}(\lambda)=\varnothing$ and (4-2-2) completes the proof as before.

Let
(4-2-8) $R^{\lambda}=\left\{\alpha \in R^{+}: I_{k}^{\lambda} \subseteq \operatorname{rsupp}(\alpha)\right\} \quad$ and $\quad S_{>1}^{\lambda}=\left\{x_{\alpha, r}^{-}: \alpha \in R^{\lambda} \backslash R_{1}, r>0\right\}$.
This time we obviously have

$$
\begin{equation*}
\vartheta_{I_{k}^{\lambda}}=\min R^{\lambda} \tag{4-2-9}
\end{equation*}
$$

while Lemma 4.2.3 implies that

$$
\begin{equation*}
M_{k}(\lambda)=U\left(\mathfrak{n}^{-}\right) U\left(S_{>1}^{\lambda}\right) U\left(S_{1}^{\lambda}\right) v \tag{4-2-10}
\end{equation*}
$$

Another application of [Moura 2010, Lemma 2.3] proves

$$
\mu \in P^{+}, \quad \mu<\lambda, \quad m_{\mu}\left(M_{k}(\lambda)\right) \neq 0 \Rightarrow \mu \leq v_{k} .
$$

This, together with Lemmas 2.5.1 and 3.2.1, implies Lemma 2.4.7 and part (c) of Proposition 2.5.3.
Remark 4.2.4. One can proceed with the methods used in the proof of [Moura 2010, (5-10)] to prove that, if $\omega_{I^{\lambda}}$ is coherent, then

$$
m_{\lambda-s \vartheta_{I_{k}^{\lambda}}}\left(V_{q}(\boldsymbol{\omega})\right)=m_{\lambda-s \vartheta_{I_{k}^{\lambda}}^{s}}\left(M_{k}(\lambda)\right)=1
$$

for all $1 \leq s \leq m=\min \left\{\lambda\left(h_{i}\right): i \in I_{k}^{\lambda}\right\}$ and $m_{v}\left(V_{q}(\boldsymbol{\omega})\right)=m_{v}^{1}\left(M_{k}(\lambda)\right)=1$. This would complete the proof of Proposition 2.5.3 as well as of part (c) of Proposition 2.4.6. However, since the proof of part (d) of Proposition 2.4.6 along the same lines is still unclear to us (see Remark 2.5.5), we will not proceed in that direction here. Instead, we will give proofs for both cases within the same spirit using qcharacters.

We recall that [Moura 2010, (5-10)] is a formula for all outer multiplicities of $L(\boldsymbol{\omega})$ for type $D_{4}$ whose proof implies the validity of Conjecture 2.5.2 in that case. It was claimed in the closing remark of [Moura 2010] that similar arguments implied that equation (5-10) therein also gave the outer multiplicities in the case that $\omega$ is incoherent. Part (d) of Proposition 2.4.6 implies this is false. The one step that was overlooked in the closing remark of [Moura 2010] was the proof of the existence of the second surjective map in the statement of the corresponding incoherent analogue of [Moura 2010, Proposition 5.14]. That map actually does not exist in the case where $\omega$ is incoherent, while it is easily seen to exist if $\omega$ is coherent using [Moura 2010, Corollary 4.4].
4.3. Incoherent tensor products of boundary KR-modules. Continuing our preparation to prove the last two parts of Proposition 2.4.6, we will conduct a partial study of the simple factors of

$$
\begin{equation*}
W=\bigotimes_{i \in \partial I} V_{q}\left(Y_{i, r_{i}, \lambda_{i}}\right) \tag{4-3-1}
\end{equation*}
$$

for certain choices of the parameters $r_{i}, \lambda_{i}$ (recall (4-1-7)). Namely, setting

$$
\boldsymbol{\omega}=\prod_{i \in \partial I} Y_{i, r_{i}, \lambda_{i}}
$$

we study $W$ in the cases that $\operatorname{mo}(\boldsymbol{\omega})=2$ and $\lambda_{i} \neq 0$ for all $i \in \partial I$. We treat the case where $\omega$ is incoherent here, leaving the coherent case to Section 4.4. As usual, we let $k \in \partial I$ be the node such that $\omega$ is not $k$-minimal.

The incoherence of $\omega$ implies there exists a unique choice of $l, m \in \partial I_{k}$ such that ${ }^{2}$

$$
\begin{equation*}
r_{l}=r_{k}+2 \lambda_{k}+d(k, l) \quad \text { and } \quad r_{k}=r_{m}+2 \lambda_{m}+d(k, m) . \tag{4-3-2}
\end{equation*}
$$

In particular,

$$
r_{m}<r_{k}<r_{l}
$$

Recall (4-1-10) and (4-1-11) and set
(4-3-3) $\quad \boldsymbol{\omega}_{l}=Y_{m, r_{m}, \lambda_{m}}\left(I_{l}\right) Y_{k, r_{k}, \lambda_{k}} Y_{l, r_{l}, \lambda_{l}} \quad$ and $\quad \boldsymbol{\omega}_{m}=Y_{m, r_{m}, \lambda_{m}} Y_{k, r_{k}, \lambda_{k}}\left(I_{m}\right) Y_{l, r_{l}, \lambda_{l}}$.
Recalling that $I_{l}=[m, k]$ and $I_{m}=[l, k]$, one easily checks using (4-3-2) that

$$
\begin{align*}
\boldsymbol{\omega}_{l} & =Y_{m, r_{m}, \lambda_{m}-1} Y_{k, r_{k}+2, \lambda_{k}-1} Y_{l, r_{l}, \lambda_{l}} Y_{l_{*}, r_{m}+2\left(\lambda_{m}-1\right)+d\left(l_{*}, m\right)},  \tag{4-3-4}\\
\boldsymbol{\omega}_{m} & =Y_{m, r_{m}, \lambda_{m}} Y_{k, r_{k}, \lambda_{k}-1} Y_{l, r_{l}+2, \lambda_{l}-1} Y_{m_{*}, r_{k}+2\left(\lambda_{k}-1\right)+d\left(m_{*}, k\right)} .
\end{align*}
$$

Here $l_{*}$ is the element of $\left(i_{*}, l\right]$ closest to $i_{*}$ and similarly for $m_{*}$. In particular, $\omega_{m}, \omega_{l} \in \mathcal{P}_{q}^{+}$. Let $\lambda=\mathrm{wt}(\boldsymbol{\omega})$ and $\nu=\lambda-\vartheta_{I}$.
Lemma 4.3.1. Let $\varpi \in \mathrm{wt}_{\ell}(W)$.
(a) If $\mathrm{wt}(\boldsymbol{\varpi}) \geq v, \operatorname{dim}\left(W_{\varpi}\right)=1$. In particular, $\operatorname{dim}\left(W_{v}\right)=\# \mathrm{wt}_{\ell}\left(W_{\nu}\right)$.
(b) If $\boldsymbol{\varpi} \in \mathcal{P}_{q}^{+} \backslash\left\{\boldsymbol{\omega}, \boldsymbol{\omega}_{m}, \boldsymbol{\omega}_{l}\right\}$ and $V_{q}(\boldsymbol{\varpi})$ is an irreducible factor of $W, \operatorname{wt}(\boldsymbol{\varpi}) \nsupseteq v$.

Proof. Set

$$
D=\left\{\boldsymbol{\mu} \in \mathrm{wt}_{\ell}(W): \mathrm{wt}(\boldsymbol{\mu}) \geq v\right\}
$$

and, as in the proof of (3-1-6), let $\mathscr{J}$ be the set of triples $\left(J_{i}\right)_{i \in \partial I}$ of disjoint connected subdiagrams of $I$ satisfying

$$
i \notin J_{i} \quad \Leftrightarrow \quad J_{i}=\varnothing \text {. }
$$

[^2]Given $J \in \mathscr{J}$, define

$$
\begin{equation*}
\omega(J)=\prod_{i \in \partial I} Y_{i, r_{i}, \lambda_{i}}\left(J_{i}\right) \quad \text { and } \quad \operatorname{supp}(J)=\left\{i \in \partial I: J_{i} \neq \varnothing\right\} \tag{4-3-5}
\end{equation*}
$$

It easily follows from (3-4-1) and Lemma 4.1.1 that

$$
\begin{equation*}
D=\{\omega(J): J \in \mathscr{J}\} \tag{4-3-6}
\end{equation*}
$$

Thus, part (a) is equivalent to showing that the map $\mathscr{J} \rightarrow \mathcal{P}_{q}, J \mapsto \omega(J)$, is injective. In preparation for proving that as well as part (b), we first collect some information about the elements $\omega(J)$.

If $\operatorname{supp}(J)=\varnothing$, there is nothing to do. Otherwise, there exists $s \in I$ such that $s \in \partial_{a} J_{a}$ for some $a \in \partial I$. Evidently, given such $s, a$ is uniquely determined. Set (4-3-7) $\quad \pi(J, s)=$

$$
Y_{s, r_{a}+2 \lambda_{a}+d(s, a)}^{-1}\left(\prod_{b \in \partial I_{a}: d\left(s, J_{b}\right)=1} Y_{s, r_{b}+2\left(\lambda_{b}-1\right)+d(s, b)}\right)\left(\prod_{b \in \partial I}\left(Y_{s, r_{s}, \lambda_{s}-\delta_{s, a}}\right)^{\delta_{s, b}}\right),
$$

where $d\left(s, J_{b}\right)=\min \left\{d(s, i): i \in J_{b}\right\}$ if $J_{b} \neq \varnothing$ and $d\left(s, J_{b}\right)=\infty$ otherwise. By definition, the $s$-th entry of $\omega(J)$ coincides with that of $\pi(J, s)$. We begin by proving that
(4-3-8) $Y_{s, r_{a}+2 \lambda_{a}+d(s, a)}^{-1}$ appears in $\omega(J)$ unless $s \in \partial I_{a}$ and $(s, a) \in\{(l, k),(k, m)\}$. Indeed,

$$
s \notin \partial I \Rightarrow \pi(J, s)=Y_{s, r_{a}+2 \lambda_{a}+d(s, a)}^{-1}\left(\prod_{b \in \partial I_{a}: d\left(s, J_{b}\right)=1} Y_{s, r_{b}+2\left(\lambda_{b}-1\right)+d(s, b)}\right)
$$

and, hence, $Y_{s, r_{a}+2 \lambda_{a}+d(s, a)}^{-1}$ does not appear if and only if there exists $b \in \partial I_{a}$ such that $d\left(s, J_{b}\right)=1$ and

$$
\begin{equation*}
r_{b}+2\left(\lambda_{b}-1\right)+d(s, b)=r_{a}+2 \lambda_{a}+d(s, a) \tag{4-3-9}
\end{equation*}
$$

Note that (4-3-9) implies

$$
\begin{equation*}
r_{b}<r_{a}+2 \lambda_{a}+d(a, b) \quad \text { and } \quad r_{a}<r_{b}+2 \lambda_{b}+d(a, b) \tag{4-3-10}
\end{equation*}
$$

Indeed,

$$
r_{b}<r_{b}+2\left(\lambda_{b}-1\right)+d(s, b) \stackrel{(4-3-9)}{=} r_{a}+2 \lambda_{a}+d(s, a)<r_{a}+2 \lambda_{a}+d(a, b)
$$

and

$$
r_{a}<r_{a}+2 \lambda_{a}+d(s, a) \stackrel{(4-3-9)}{=} r_{b}+2\left(\lambda_{b}-1\right)+d(s, b)<r_{b}+2 \lambda_{b}+d(a, b)
$$

However, (4-3-10) contradicts (4-3-2), thus proving (4-3-8) when $s \notin \partial I$. Indeed, the contradiction is clear if $(a, b) \in\{(l, k),(k, l),(k, m),(m, k)\}$, while

$$
\begin{aligned}
r_{l} & \stackrel{(4-3-2)}{=} r_{m}+2 \lambda_{m}+2 \lambda_{k}+d(k, m)+d(k, l) \\
& =r_{m}+2 \lambda_{m}+2 \lambda_{k}+d(m, l)+2 d\left(k, i_{*}\right) \\
& >r_{m}+2 \lambda_{m}+d(m, l)
\end{aligned}
$$

revealing the contradiction with (4-3-10).
On the other hand,

$$
s \in \partial I \quad \Rightarrow \quad \pi(J, s)=Y_{s, r_{a}+2 \lambda_{a}+d(s, a)}^{-1} Y_{s, r_{s}, \lambda_{s}-\delta_{s, a}}
$$

and, hence, there will be a cancellation if, and only if,

$$
\text { there exists } 0 \leq p<\lambda_{s}-\delta_{s, a} \quad \text { such that } \quad r_{s}+2 p=r_{a}+2 \lambda_{a}+d(s, a)
$$

But then,

$$
r_{s}=r_{a}+2 \lambda_{a}+d(s, a)-2 p \leq r_{a}+2 \lambda_{a}+d(s, a)
$$

and (4-3-2) implies that $p=0$ and $(s, a) \in\{(l, k),(k, m)\}$ completing the proof of (4-3-8). Moreover,

$$
\begin{equation*}
(s, a) \in\{(l, k),(k, m)\} \quad \Rightarrow \quad \pi(J, s)=Y_{s, r_{s}, \lambda_{s}-1} \tag{4-3-11}
\end{equation*}
$$

Let $J, J^{\prime} \in \mathscr{J}$ be such that

$$
\omega(J)=\omega\left(J^{\prime}\right)
$$

To see that $J=J^{\prime}$, thus proving part (a), we will show that

$$
\begin{equation*}
\partial J_{a}=\partial J_{a}^{\prime} \quad \text { for all } a \in \partial I \tag{4-3-12}
\end{equation*}
$$

Let $s \in \partial_{a} J_{a}$ for some $a \in \partial I$. If $Y_{s, r_{a}+2 \lambda_{a}+d(s, a)}^{-1}$ appears in $\omega(J)$, then $s \in \partial_{b} J_{b}^{\prime}$ for some $b \in \partial I$ and

$$
r_{a}+2 \lambda_{a}+d(s, a)=r_{b}+2 \lambda_{b}+d(s, b)
$$

If it were $a \neq b$, this would imply (4-3-10), which is a contradiction as seen before. Hence, we must have $b=a$. If $Y_{s, r_{a}+2 \lambda_{a}+d(s, a)}^{-1}$ does not appear in $\omega(J)$, then $(s, a) \in\{(l, k),(k, m)\}$ and $\pi\left(J^{\prime}, s\right)=Y_{s, r_{s}, \lambda_{s}-1}$. The latter implies that $s \in \partial_{b} J_{b}^{\prime}$ for some $b \in \partial I$ and $(s, b) \in\{(l, k),(k, m)\}$. Hence, $b=a$, completing the proof of (4-3-12).

We now show that

$$
\begin{equation*}
D \cap \mathcal{P}_{q}^{+}=\left\{\boldsymbol{\omega}, \omega_{m}, \omega_{l}\right\} \tag{4-3-13}
\end{equation*}
$$

which proves part (b). Let $J \in \mathscr{J}$ be such that $\omega(J) \in \mathcal{P}_{q}^{+}$and assume $\operatorname{supp}(J) \neq \varnothing$.

It follows from (4-3-8) that

$$
\begin{equation*}
\text { either }[k, m]=J_{m} \text { or }[l, k]=J_{k} . \tag{4-3-14}
\end{equation*}
$$

For the former, it follows that $J_{k}=\varnothing$ and

$$
Y_{k, r_{k}, \lambda_{k}}\left(J_{k}\right) Y_{m, r_{m}, \lambda_{m}}\left(J_{m}\right) \in \mathcal{P}_{q}^{+} .
$$

Since $Y_{l, r_{l}, \lambda_{l}}\left(J_{l}\right)$ is right negative if $J_{l} \neq \varnothing$, it follows that $\omega(J)=\omega_{l}$. Similarly, if $[l, k]=J_{k}$, it follows that $\omega(J)=\omega_{m}$.

We prove next that
(4-3-15) $\quad \operatorname{dim}\left(V_{q}\left(\boldsymbol{\omega}_{l}\right)_{v}\right)=d\left(l_{*}, l\right)+2 \quad$ and $\quad \operatorname{dim}\left(V_{q}\left(\boldsymbol{\omega}_{m}\right)_{v}\right)=d\left(m_{*}, m\right)+2$,
Plugging $l_{*}$ in in place of $i$ and $l$ in place of $j$ in Lemma 4.1.2, the first equality follows provided

$$
\begin{equation*}
r_{l}-\left(r_{m}+2\left(\lambda_{m}-1\right)+d\left(l_{*}, m\right)\right) \neq 2+d\left(l_{*}, l\right) \tag{4-3-16}
\end{equation*}
$$

But (4-3-2) implies the left-hand side is strictly larger than the right-hand side. For the second statement in (4-3-15), we plug $m$ in in place of $i$ and $m_{*}$ in place of $j$ in Lemma 4.1.2 and check, using (4-3-2), that

$$
r_{k}+2\left(\lambda_{k}-1\right)+d\left(m_{*}, k\right)-r_{m} \neq 2 \lambda_{m}+d\left(m_{*}, m\right)
$$

Remark 4.3.2. For $\mathfrak{g}$ of type $D$ and assuming that both elements of $\partial I_{k}$ are spin nodes, it was proved in [Pereira 2014, Lemma 4.6.3] that $V_{q}(\omega)$ is $\ell$-minuscule. This implies that the qcharacter of $V_{q}(\boldsymbol{\omega})$ can be computed by means of the FM algorithm. A sketchy use of the algorithm was then used to prove (4-3-15) by performing a counting of $\ell$-weights. The argument presented here replaces this counting by a combination of Lemma 3.3.1, which is part of the background of the FM algorithm, with the results of Section 3.1. It is interesting to note that the proof of [Pereira 2014, Lemma 4.6.3] also relies on special cases of the results from Section 3.1 whose proof in [Pereira 2014, Lemma 6.1] was sketched by making use of Nakajima's monomial realization of Kashiwara's crystals $B(\lambda), \lambda \in P^{+}$. The proofs we gave in Section 3.1 are completely classical. Although the strategy developed here for proving Proposition 2.4.6(d) does not rely on whether $V_{q}(\boldsymbol{\omega})$ is $\ell$-minuscule or not, it would be interesting to check if this is true in the generality we are working in here. To keep the length of the present paper within reasonable limits, we shall leave this topic to a future work.

Proof of Proposition 2.4.6(d). Since $m_{\nu}(V)=m_{v_{I^{\lambda}}}\left(V_{q}\left(\omega_{I^{\lambda}}\right)\right)$, we can assume $I^{\lambda}=I$ and, hence, $\operatorname{supp}(\lambda)=\partial I$. By (4-2-7), we have

$$
\operatorname{dim}\left(V_{v}\right)=\operatorname{dim}\left(V(\lambda)_{v}\right)+\operatorname{dim}\left(V\left(v_{k}\right)_{v}\right)+\xi \quad \text { with } 0 \leq \xi \leq 1,
$$

and, after (2-4-8), we need to show that $\xi=0$. By (3-1-9),

$$
\operatorname{dim}\left(V\left(v_{k}\right)_{v}\right)=d\left(k, i_{*}\right)
$$

while (3-1-6) implies

$$
\operatorname{dim}\left(W_{v}\right)=\operatorname{dim}\left(V(\lambda)_{v}\right)+n+1
$$

On the other hand, (3-1-10) is equivalent to

$$
d\left(k, i_{*}\right)=n-3-d\left(l_{*}, l\right)-d\left(m_{*}, m\right)
$$

and, hence,

$$
\begin{aligned}
\operatorname{dim}\left(W_{v}\right)-\operatorname{dim}\left(V_{v}\right) & =d\left(l_{*}, l\right)+d\left(m_{*}, m\right)+4-\xi \\
& \stackrel{(4-3-15)}{=} \operatorname{dim}\left(V_{q}\left(\boldsymbol{\omega}_{m}\right)_{v}\right)+\operatorname{dim}\left(V_{q}\left(\boldsymbol{\omega}_{l}\right)_{\nu}\right)-\xi>\operatorname{dim}\left(V_{q}\left(\boldsymbol{\omega}_{i}\right)_{\nu}\right)
\end{aligned}
$$

for $i=l, m$. Lemma 4.3.1 implies that $V, V_{q}\left(\boldsymbol{\omega}_{m}\right)$, and $V_{q}\left(\boldsymbol{\omega}_{l}\right)$ are the only possible irreducible factors of $W$ having $v$ as a weight. Thus, the above computation shows that both $V_{q}\left(\omega_{m}\right)$ and $V_{q}\left(\omega_{l}\right)$ are indeed irreducible factors of $W$ and, so, $\xi=0$.
Remark 4.3.3. At the end of the above proof, we have shown that both $V_{q}\left(\omega_{m}\right)$ and $V_{q}\left(\boldsymbol{\omega}_{l}\right)$ are irreducible factors of $W$. It is interesting to observe that, in the case that $d\left(l, i_{*}\right), d(m, i *)>1$ (in particular $\mathfrak{g}$ is of type $E$ ), (4-1-5) would suffice in the above proof without the need of the sharper (4-1-6) and, hence, independently of the results of Section 4.2. The same comments apply to the coherent case treated in the next subsection.
4.4. Coherent tensor products of boundary KR-modules. We recall the following well-known proposition which is easily proved by considering pull-backs by the automorphisms given by [Chari 1995, Propositions 1.5 and 1.6] together with dualization (cf. [Moura and Pereira 2017, Section 4.1]).
Proposition 4.4.1. Let $\lambda \in P^{+}, \boldsymbol{\omega}=\prod_{i \in I} \omega_{i, a_{i}, \lambda\left(h_{i}\right)}$, and $\boldsymbol{\varpi}=\prod_{i \in I} \omega_{i, b_{i}, \lambda\left(h_{i}\right)}$, with $a_{i}, b_{i} \in \mathbb{C}^{\times}$. If there exists $\varepsilon= \pm 1$ such that

$$
\frac{a_{i}}{a_{j}}=\left(\frac{b_{j}}{b_{i}}\right)^{\varepsilon} \quad \text { for all } i, j \in I
$$

then $V_{q}(\boldsymbol{\omega}) \cong_{U_{q}(\mathfrak{g})} V_{q}(\boldsymbol{\varpi})$.
Let $W$ be as in Section 4.3 but this time assume $\omega$ is coherent. Thus, letting $k \in \partial I$ be the node such that $\omega$ is not $k$-minimal, by Proposition 4.4.1, we may assume

$$
\begin{equation*}
r_{l}=r_{k}+2 \lambda_{k}+d(k, l) \quad \text { for all } l \in \partial I_{k} \tag{4-4-1}
\end{equation*}
$$

Using (4-1-10), set

$$
\boldsymbol{\omega}_{l}=Y_{k, r_{k}, \lambda_{k}}\left(I_{l}\right) \prod_{i \in \partial I_{k}} Y_{i, r_{i}, \lambda_{i}} \quad \text { and } \quad \omega^{\prime}=Y_{k, r_{k}, \lambda_{k}}(I) \prod_{i \in \partial I_{k}} Y_{i, r_{i}, \lambda_{i}} .
$$

Since

$$
d(k, l)-d\left(k, l_{*}\right)=d\left(l, l_{*}\right),
$$

(4-4-1) implies

$$
\begin{equation*}
\boldsymbol{\omega}_{l}=Y_{k, r_{k}, \lambda_{k}-1} Y_{m, r_{m}+2, \lambda_{m}-1} Y_{l, r_{l}, \lambda_{l}} Y_{l_{*}, r_{l}-2-d\left(l, l_{*}\right)}, \tag{4-4-2}
\end{equation*}
$$

where $m \in \partial I_{k}, m \neq l$, and

$$
\begin{equation*}
\boldsymbol{\omega}^{\prime}=Y_{k, r_{k}, \lambda_{k}-1} Y_{i_{*}, r_{k}+2 \lambda_{k}+d\left(i_{*}, k\right)}^{\prod_{i \in \partial I_{k}} Y_{i, r_{i}+2, \lambda_{i}-1} . . . . ~ . ~} \tag{4-4-3}
\end{equation*}
$$

If there exists $l \in \partial I_{k}$ such that

$$
\begin{equation*}
r_{l}+2 \lambda_{l}+d(l, m)=r_{m}+2 p \quad \text { for some } 0 \leq p<\lambda_{m}, \tag{4-4-4}
\end{equation*}
$$

where $m \in \partial I_{k}, m \neq l$, set also

$$
\begin{aligned}
\boldsymbol{\omega}^{\prime \prime} & =Y_{k, r_{k}, \lambda_{k}} Y_{l, r_{l}, \lambda_{l}}\left(I_{k}\right) Y_{m, r_{m}, \lambda_{m}} \\
& =Y_{k, r_{k}, \lambda_{k}} Y_{k_{*}, r_{l}+2\left(\lambda_{l}-1\right)+d\left(k_{*}, l\right)} Y_{l, r_{l}, \lambda_{l}-1} Y_{m, r_{m}, p} Y_{m, r_{m}+2(p+1), \lambda_{m}-p-1}
\end{aligned}
$$

Note that if such $l$ exists, it is unique.
Lemma 4.4.2. Let $\varpi \in \mathrm{wt}_{\ell}(W)$.
(a) If $\boldsymbol{\varpi} \in\left\{\boldsymbol{\omega}, \boldsymbol{\omega}^{\prime}, \boldsymbol{\omega}^{\prime \prime}, \boldsymbol{\omega}_{i}: i \in \partial I_{k}\right\}, \operatorname{dim}\left(W_{\varpi}\right)=1$.
(b) If $\operatorname{wt}(\varpi) \geq v$ and $\varpi \notin\left\{\boldsymbol{\omega}, \boldsymbol{\omega}^{\prime}, \boldsymbol{\omega}^{\prime \prime}, \boldsymbol{\omega}_{i}: i \in \partial I_{k}\right\}$, then $\varpi \notin \mathcal{P}_{q}^{+}$. In particular, if $V_{q}(\varpi)$ is an irreducible factor of $W, \quad \operatorname{wt}(\varpi) \nsupseteq \nu$.

Proof. Defining $D$ and $\omega(J)$ as in the proof of Lemma 4.3.1, (4-3-6) remains valid. As before, we start by collecting some information about the elements $\omega(J)$ such that $\operatorname{supp}(J) \neq \varnothing$. For $\pi(J, s)$ defined as in (4-3-7), we will prove that there exists at least one choice of $(a, s)$ with $a \in \operatorname{supp}(J)$ and $s \in \partial_{a} J_{a}$ such that

$$
\begin{equation*}
Y_{s, r_{a}+2 \lambda_{a}+d(s, a)}^{-1} \text { appears in } \omega(J), \tag{4-4-5}
\end{equation*}
$$

unless $\# \operatorname{supp}(J)=1$ and one of the following options holds:
(i) $J_{k}=I$.
(ii) $J_{k}=I_{l}$ for some $l \in \partial I_{k}$.
(iii) If $l \in \operatorname{supp}(J), l \neq k$, then $J_{l}=I_{k}=[l, m]$ and the pair $(l, m)$ satisfies (4-4-4).

To prove this, suppose (4-4-5) does not hold for all choices of $(a, s)$. Assume first that
(4-4-6) $\quad$ there exists $a \in \operatorname{supp}(J)$ such that $\partial_{a} J_{a} \cap \partial I_{a}=\varnothing$.
Since none of the options (i)-(iii) satisfy this hypothesis, we need to show this yields a contradiction. Fix such $a$ and let $s \in \partial_{a} J_{a}$, which implies $s \notin \partial I_{a}$. As seen
in the proof of Lemma 4.3.1, there must exist $b \in \partial I_{a}$ such that $d\left(s, J_{b}\right)=1$ for which (4-3-9) holds. As before, this implies (4-3-10) which, this time, contradicts (4-4-1) if $(a, b) \in\left\{(l, k),(k, l): l \in \partial I_{k}\right\}$. In particular, $a, b \neq k$ and $k \notin \operatorname{supp}(J)$. Note that, if $\{l, m\}=\{a, b\}$ and $t \in \partial_{l} J_{l} \cap\left(i_{*}, k\right)$, then $d\left(t, J_{m}\right)>1$, which implies (4-4-5) holds with $(l, t)$ in place of $(a, s)$. Thus, either $J_{a} \cup J_{b}=I_{k}$ or $k \in J_{b}$. If $J_{a} \cup J_{b}=I_{k}$, letting $t \in \partial_{b} J_{b}$, it follows that $d(s, t)=1$ and

$$
\pi(J, t)=Y_{t, r_{b}+2 \lambda_{b}+d(t, b)}^{-1} Y_{t, r_{a}+2\left(\lambda_{a}-1\right)+d(t, a) .} .
$$

We claim (4-4-5) holds with $(b, t)$ in place of $(a, s)$, yielding the desired contradiction. Indeed, this is not the case if and only if

$$
r_{b}+2 \lambda_{b}+d(t, b)=r_{a}+2\left(\lambda_{a}-1\right)+d(t, a)
$$

which contradicts (4-3-9) since $d(s, b)=d(t, b)+1$ and $d(t, a)=d(s, a)+1$. If $k \in J_{b}$ and there exists $t \in \partial_{b} J_{b} \backslash\{k\}$, the same argument yields a contradiction. It remains to deal with the case $J_{b}=I_{a}$ and $J_{a}=I \backslash I_{a}=\left(i_{*}, a\right]$. In this case, we check that (4-4-5) holds with $(b, k)$ in place of $(a, s)$. Indeed,

$$
\begin{equation*}
\pi(J, k)=Y_{k, r_{b}+2 \lambda_{b}+d(k, b)}^{-1} Y_{k, r_{k}, \lambda_{k}} \tag{4-4-7}
\end{equation*}
$$

Thus, $Y_{k, r_{b}+2 \lambda_{b}+d(k, b)}^{-1}$ is canceled if and only if

$$
\begin{equation*}
r_{b}+2 \lambda_{b}+d(k, b)=r_{k}+2 p \quad \text { for some } 0 \leq p<\lambda_{k} \tag{4-4-8}
\end{equation*}
$$

One easily checks that (4-4-1) implies that there is no such $p$.
Assume now

$$
\begin{equation*}
\partial_{a} J_{a} \cap \partial I_{a} \neq \varnothing \quad \text { for all } a \in \operatorname{supp}(J) \tag{4-4-9}
\end{equation*}
$$

which implies \# $\operatorname{supp}(J)=1$ and $J_{a}$ is either $I$ or $I_{m}$ for some $m \in \partial I_{a}$. In particular, if $k \in \operatorname{supp}(J)$, then either option (i) or (ii) holds and we are done. Otherwise, we need to show we are in case (iii). Indeed, letting $l$ be the element of $\operatorname{supp}(J)$, we must have $J_{l}=I$ or $J_{l}=I_{m}$ for some $m \in \partial I_{l}$. If $k \in \partial_{l} J_{l}$, then (4-4-7) holds with $b=l$ and we have a contradiction as before. Hence, we must have $J_{l}=I_{k}=[l, m]$ which implies

$$
\pi(J, m)=Y_{m, r_{l}+2 \lambda_{l}+d(m, l)}^{-1} Y_{m, r_{m}, \lambda_{m}}
$$

and we see that $Y_{m, r_{l}+2 \lambda_{l}+d(m, l)}^{-1}$ is canceled if and only (4-4-4) holds, thus proving we are in case (iii). This completes the proof of (4-4-5).

Note that $\boldsymbol{\omega}(J)=\omega^{\prime}$ if $J$ is as in (i), $\boldsymbol{\omega}(J)=\omega_{l}$ if $J$ is as in (ii), and $\boldsymbol{\omega}(J)=\boldsymbol{\omega}^{\prime \prime}$ if $J$ is as in (iii). Since (4-4-5) implies $\omega(J) \notin \mathcal{P}_{q}^{+}$if $J$ does not satisfy one of these three conditions, all claims of the lemma follow.

Remark 4.4.3. Notice part (a) of Lemma 4.4.2 is weaker than that of Lemma 4.3.1. Indeed, that stronger statement is false in the context of this subsection. Similar
arguments to those employed in the proof of Lemma 4.3.1 can be used to show that, if $\omega t(\varpi) \geq v$, then $\operatorname{dim}\left(W_{\varpi}\right) \leq 2$ and equality holds if and only if there exists $s \in I$ such that
(4-4-10) $2 \lambda_{l}+d(l, k)+d(s, l)=2 \lambda_{m}+d(m, k)+d(s, m) \quad$ with $\{l, m\}=\partial I_{k}$
and one of the following conditions holds:
(i) There exists such $s$ in $[l, m]$ and $\varpi=\omega(J)$ for some $J \in \mathscr{J}$ such that $s \in \partial_{l} J_{l}$ and $[m, s) \subseteq J_{m}$;
(ii) Such $s$ exists only in $\left(i_{*}, k\right]$ and $\boldsymbol{\varpi}=\boldsymbol{\omega}(J)$ for some $J \in \mathscr{J}$ such that $J_{l}=[l, s]$ and $J_{m}=\left[m, i_{*}\right)$.

In case (i), we have $\varpi=\omega\left(J^{\prime}\right)$ with $J_{l}^{\prime}=J_{l} \backslash\{s\}, J_{m}^{\prime}=J_{m} \cup\{s\}$, and $J_{k}^{\prime}=J_{k}$. In case (ii), $\boldsymbol{\omega}=\omega\left(J^{\prime}\right)$ with $J_{l}^{\prime}=\left[l, i_{*}\right), J_{m}^{\prime}=[m, s]$, and $J_{k}^{\prime}=J_{k}$. Since these facts will not play a role in this paper, we omit the details. It might be interesting to observe that, for generic $\lambda$, there is no $s \in I$ satisfying (4-4-10) and, hence, part (a) of Lemma 4.3.1 is valid in the present context for "most" values of $\lambda$.
Lemma 4.4.4. If (4-4-4) holds, $\boldsymbol{\omega}^{\prime \prime} \in \mathrm{wt}_{\ell}\left(V_{q}(\boldsymbol{\omega})\right)$.
Proof. Observe that $\operatorname{wt}\left(\omega^{\prime \prime}\right)=v_{k}$. By (3-1-6) and Proposition 3.1.1,

$$
\operatorname{dim}\left(W_{v_{k}}\right)=\operatorname{dim}\left(V(\lambda)_{v_{k}}\right)+1=d(l, m)+2
$$

On the other hand, Lemma 4.1.2 implies $\operatorname{dim}\left(V_{q}(\boldsymbol{\omega})_{v_{k}}\right)=d(l, m)+2$, completing the proof of the lemma. To see that Lemma 4.1.2 implies what we claimed, it suffices to check that $p>0$ in (4-4-4). Indeed, we have

$$
2 p \stackrel{(4-4-4)}{=} r_{l}+2 \lambda_{l}+d(l, m)-r_{m} \stackrel{(4-4-1)}{=} d(k, l)-d(k, m)+d(l, m)+2 \lambda_{l} .
$$

Since

$$
d(l, m)=d(k, l)+d(k, m)-2 d\left(k, i_{*}\right),
$$

it follows that

$$
2 p=2\left(d(k, l)-d\left(k, i_{*}\right)+\lambda_{l}\right)>0 .
$$

Proof of Proposition 2.4.6(c). Proceeding similarly to the proof of (4-3-15), this time it follows from Lemma 4.1.2 that

$$
\begin{equation*}
\operatorname{dim}\left(V_{q}\left(\omega_{l}\right)_{v}\right)=d\left(l_{*}, l\right)+1 \quad \text { for } l \in \partial I_{k} \tag{4-4-11}
\end{equation*}
$$

Evidently,

$$
\begin{equation*}
\operatorname{dim}\left(V_{q}\left(\omega^{\prime}\right)_{v}\right)=1 \tag{4-4-12}
\end{equation*}
$$

Write $\partial I_{k}=\{l, m\}$. Proceeding as in the proof of part (d) of the proposition given
in the previous subsection, we get

$$
\begin{aligned}
\operatorname{dim}\left(W_{v}\right)-\operatorname{dim}\left(V_{v}\right) & =d\left(l_{*}, l\right)+d\left(m_{*}, m\right)+4-\xi \\
& =\operatorname{dim}\left(V_{q}\left(\boldsymbol{\omega}^{\prime}\right)_{v}\right)+\operatorname{dim}\left(V_{q}\left(\boldsymbol{\omega}_{m}\right)_{v}\right)+\operatorname{dim}\left(V_{q}\left(\boldsymbol{\omega}_{l}\right)_{v}\right)+1-\xi
\end{aligned}
$$

Lemmas 4.4.2 and 4.4.4 imply that $V, V_{q}\left(\boldsymbol{\omega}_{l}\right), V_{q}\left(\boldsymbol{\omega}_{m}\right)$, and $V_{q}\left(\boldsymbol{\omega}^{\prime}\right)$ are the only possible irreducible factors of $W$ having $v$ as a weight and all of them occur with multiplicity at most 1 . Thus, the above computation shows that all of them are indeed irreducible factors of $W$ as well as $\xi=1$, thus proving (2-4-8).
4.5. Proof of Theorem 2.4.4. Let $\boldsymbol{\omega}$ be as in Conjecture 2.4.2, choose $m \in \partial I \backslash\{k\}$, and let $\varpi \in \mathcal{P}_{q}^{+}$be such that $\mathrm{wt}(\varpi)=\lambda$,

$$
\omega_{I_{m}}=\varpi_{I_{m}}, \quad V_{q}\left(\varpi_{I_{l}}\right) \text { is minimal for } l \neq k, \quad \text { and } \quad \varpi \text { is incoherent. }
$$

One easily sees that such $\varpi$ is unique for each choice of $m$. To simplify the writing, we will assume further that

$$
\begin{equation*}
d\left(m, i_{*}\right) \leq d\left(l, i_{*}\right) \quad \text { for } l \in \partial I_{k} \tag{4-5-1}
\end{equation*}
$$

Under the hypothesis of Theorem 2.4.4, we will show that

$$
\begin{equation*}
V_{q}(\boldsymbol{\omega})>V_{q}(\varpi) \tag{4-5-2}
\end{equation*}
$$

which proves the theorem. We remark that (4-5-2) holds even if we did not choose $m$ satisfying (4-5-1) (in fact, the two choices give rise to equivalent affinizations by Proposition 4.4.1). The reason behind this choice is that, under the hypotheses of Theorem 2.4.4, (4-5-1) implies

$$
\begin{equation*}
\operatorname{supp}(\lambda) \cap\left[i_{*}, m\right]=\{m\} \tag{4-5-3}
\end{equation*}
$$

which simplifies part of the argument. Note that (4-5-1) also implies $d\left(i_{*}, m\right) \leq 2$, independently of the hypotheses of Theorem 2.4.4. Moreover, under the hypotheses of Theorem 2.4.4, $d\left(i_{*}, m\right)=2$ only for $\mathfrak{g}$ of type $E_{6}$ with $d\left(k, i_{*}\right)=1$, a case that can happen only under hypothesis (iii) of the theorem.

We have to show that, for all $\mu \in P^{+}$such that $\mu<\lambda$,
(4-5-4) either $m_{\mu}\left(V_{q}(\boldsymbol{\omega})\right) \geq m_{\mu}\left(V_{q}(\boldsymbol{\varpi})\right)$ or

$$
\text { there exists } \mu^{\prime}>\mu \text { such that } m_{\mu^{\prime}}\left(V_{q}(\boldsymbol{\varpi})\right)<m_{\mu^{\prime}}\left(V_{q}(\boldsymbol{\omega})\right) .
$$

It obviously suffices to consider the case that $m_{\mu}\left(V_{q}(\varpi)\right)>0$. For $i \in \partial I$, let $j_{i} \in\left[i_{*}, i\right]$ be the element satisfying

$$
J_{\mu} \cap\left(j_{i}, i\right]=\varnothing \quad \text { and } \quad\left[i_{*}, j_{i}\right] \subseteq J_{\mu}
$$

given by Lemma 3.2.4(b). Lemma 2.4.7 implies

$$
l_{\lambda} \in\left(i_{*}, j_{l}\right] \quad \text { for } l \in \partial I_{k}
$$

If $k_{\lambda} \in\left[i_{*}, j_{k}\right]$, then $\mu \leq \nu$ and, since $m_{\mu}\left(V_{q}(\varpi)\right)>0$, it follows from part (d) of Proposition 2.4.6 that $\mu<\nu$. Parts (c) and (d) of Proposition 2.4.6 imply that the second option in (4-5-4) is satisfied with $\mu^{\prime}=v$. We claim that

$$
k_{\lambda} \notin\left[i_{*}, j_{k}\right] \quad \Rightarrow \quad m_{\mu}\left(V_{q}(\boldsymbol{\omega})\right)=m_{\mu}\left(V_{q}(\varpi)\right)
$$

which completes the proof of $(4-5-4)$ and, hence, of Theorem 2.4.4. The claim clearly follows if we prove that, for $\pi \in\{\omega, \varpi\}$, we have

$$
\begin{equation*}
k_{\lambda} \notin\left[i_{*}, j_{k}\right] \quad \Rightarrow \quad V_{q}\left(\pi_{J_{\mu}}\right) \cong V_{q}\left(\pi_{J_{\mu}}^{\{m\}}\right) \otimes V_{q}\left(\pi_{J_{\mu}}^{\left[i_{*}, l\right]}\right), \tag{4-5-5}
\end{equation*}
$$

where $l$ is the unique element of $\partial I \backslash\{k, m\}$. Note that we have used (4-5-3) here.
Suppose first that

$$
j_{k}=i_{*}
$$

which implies that $J_{\mu}$ is of type $A$. In order to prove (4-5-5), we shall use Theorem 3.4.1. For $i \in I$, set $\lambda_{i}=\lambda\left(h_{i}\right)$. Since $\omega$ is coherent, there exist $a \in \mathbb{F}^{\times}$ and $\epsilon \in\{-1,1\}$ such that

$$
\boldsymbol{\omega}=\boldsymbol{\omega}_{k_{\lambda}, a, \lambda_{k_{\lambda}}} \boldsymbol{\omega}_{m, a_{m}, \lambda_{m}} \prod_{i \in\left(i_{*}, l\right]} \boldsymbol{\omega}_{i, a_{i}, \lambda_{i}}
$$

with

$$
\text { (4-5-6) } \left.\quad a_{m}=a q^{\epsilon\left(\lambda_{k}+\lambda_{m}+d\left(m, i_{*}\right)+1\right)} \quad \text { and } \quad a_{i}=a q^{\epsilon\left(\lambda_{k_{\lambda}}+\lambda_{i}+d\left(i, i_{*}\right)+1+2\right.} \sum_{j \in\left(i_{*}, i\right)} \lambda_{j}\right)
$$

for all $i \in\left(i_{*}, l\right]$. Then, by definition of $\varpi$, we have

$$
\boldsymbol{\omega}=\boldsymbol{\omega}_{k_{\lambda}, a, \lambda_{k_{\lambda}}} \boldsymbol{\omega}_{m, b_{m}, \lambda_{m}} \prod_{i \in\left(i_{*}, l\right]} \boldsymbol{\omega}_{i, a_{i}, \lambda_{i}}
$$

with

$$
\begin{equation*}
b_{m}=a q^{-\epsilon\left(\lambda_{k_{\lambda}}+\lambda_{m}+d\left(m, i_{*}\right)+1\right)} \tag{4-5-7}
\end{equation*}
$$

Since the irreducibility of $V_{q}\left(\pi_{J_{\mu}}\right)$ is independent of the value of $\epsilon$, in order to avoid stating the version of Theorem 3.4.1 for decreasing minimal affinizations (see Remark 3.4.2), we shall choose $\epsilon$ so that we place ourselves in the context of Theorem 3.4.1 as stated here. Thus, we identify $J_{\mu}$ with a diagram of type $A_{n}$ by letting $l$ be identified with 1 and $m$ with $n$ and choose $\epsilon=-1$. With these choices, (4-5-5) follows if the pair $\left(\boldsymbol{\pi}_{J_{\mu}}^{\left[i_{*}, l\right]}, \boldsymbol{\pi}_{J_{\mu}}^{\{m\}}\right)$ does not satisfy any of the conditions of Theorem 3.4.1 for $\pi \in\{\omega, \varpi\}$. Note also that $l_{\lambda}$ corresponds to $j$ in the statement of Theorem 3.4.1 and, hence, $a_{l_{\lambda}}$ corresponds to $a$ there and the ratio $q^{s}=b / a$ corresponds to $a_{m} / a_{l_{\lambda}}$, in the case $\pi=\omega$, and $b_{m} / a_{l_{\lambda}}$ for $\pi=\varpi$. This gives

$$
\begin{align*}
\boldsymbol{\pi}=\boldsymbol{\omega} & \Rightarrow \quad s=\lambda_{l_{\lambda}}-\lambda_{m}+d\left(l_{\lambda}, i_{*}\right)-d\left(m, i_{*}\right)  \tag{4-5-8}\\
\boldsymbol{\pi}=\boldsymbol{\omega} & \Rightarrow \quad s=2 \lambda_{k_{\lambda}}+\lambda_{l_{\lambda}}+\lambda_{m}+d\left(m, i_{*}\right)+d\left(l_{\lambda}, i_{*}\right)+2
\end{align*}
$$

Since $\lambda_{m}$ corresponds to $\eta$ in the statement of Theorem 3.4.1, the negation of its condition (i) is

$$
\begin{align*}
& s+\lambda_{m}+d(i, m)+2+\lambda_{l_{\lambda}}+d\left(i, l_{\lambda}\right)+2 \sum_{p \in\left[i, l_{\lambda}\right)} \lambda_{p} \neq 2 t  \tag{4-5-9}\\
& \quad \quad \text { for all } i \in \operatorname{supp}(\lambda) \cap\left[l, i_{*}\right], 1 \leq t \leq \min \left\{\lambda_{i}, \lambda_{m}\right\}
\end{align*}
$$

while that of condition (ii) is

$$
\begin{equation*}
s-\lambda_{m}-\lambda_{l_{\lambda}}-d\left(l_{\lambda}, m\right)-2 \neq-2 t \quad \text { for all } 1 \leq t \leq \min \left\{l|\lambda|_{i_{*}}, \lambda_{m}\right\} \tag{4-5-10}
\end{equation*}
$$

Thus, to prove (4-5-5) in the case $d\left(k_{\lambda}, i_{*}\right)=1$, it suffices to check that (4-5-9) and (4-5-10) hold for $s$ as in (4-5-8). For $\boldsymbol{\pi}=\boldsymbol{\omega}$, (4-5-9) becomes
$2\left(\lambda_{i}-t\right)+2 \lambda_{l_{\lambda}}+d\left(l_{\lambda}, i_{*}\right)+d(i, m)+d\left(i, l_{\lambda}\right)+\left(2-d\left(i_{*}, m\right)\right)+2 \sum_{p \in\left(i, l_{\lambda}\right)} \lambda_{p} \neq 0$,
for all $1 \leq t \leq \min \left\{\lambda_{i}, \lambda_{m}\right\}$, which is true since, for such $t$, all the summands above are nonnegative and several of them are not zero (e.g., $\lambda_{l_{\lambda}} \neq 0$ ). Equation (4-5-10) for $\boldsymbol{\pi}=\omega$ becomes

$$
2\left(\lambda_{m}-t\right)+\left(d\left(l_{\lambda}, m\right)-d\left(l_{\lambda}, i_{*}\right)\right)+d\left(m, i_{*}\right)+2 \neq 0
$$

for all $1 \leq t \leq \min \left\{{ }_{l}|\lambda|_{i_{*}}, \lambda_{m}\right\}$. As before, we see that, for such $t$, all summands are nonnegative and several are positive, completing the proof of (4-5-5) in the case $d\left(k_{\lambda}, i_{*}\right)=1$ and $\boldsymbol{\pi}=\boldsymbol{\omega}$. For $\boldsymbol{\pi}=\boldsymbol{\pi},(4-5-9)$ becomes
$2\left(\lambda_{k_{\lambda}}+\lambda_{l_{\lambda}}+\lambda_{i}+\lambda_{m}-t\right)+d\left(l_{\lambda}, i_{*}\right)+d(i, m)+d\left(i, l_{\lambda}\right)+d\left(m, i_{*}\right)+4+2 \sum_{p \in\left(i, l_{\lambda}\right)} \lambda_{p} \neq 0$
for all $1 \leq t \leq \min \left\{\lambda_{i}, \lambda_{m}\right\}$, which is easily seen to be true as before. On the other hand, (4-5-10) becomes

$$
2 \lambda_{k_{\lambda}}+2 t+\left(d\left(l_{\lambda}, i_{*}\right)-d\left(l_{\lambda}, m\right)\right)+d\left(m, i_{*}\right) \neq 0
$$

which clearly holds for all $t \geq 1$.
Finally, suppose

$$
j_{k} \neq i_{*}
$$

which, together with the hypothesis in (4-5-5), implies we must be under hypothesis (i) or (iii) of Theorem 2.4.4. In particular, $J_{\mu}$ is of type $D_{n}$ with $n \geq 5, d\left(m, i_{*}\right)=1$, and $l_{\lambda}=l$. Hence, we need to check that $\left(\boldsymbol{\pi}_{J_{\mu}}^{\{m\}}, \boldsymbol{\pi}_{J_{\mu}}^{\{l\}}\right)$ does not satisfy any of the conditions of Corollary 3.4.6(a), in case hypothesis (i) is satisfied, and of Corollary 3.4.6(b), in case hypothesis (iii) is satisfied, with $l$ corresponding to the nonspin node. This time there exist $a \in \mathbb{F}^{\times}$and $\epsilon \in\{-1,1\}$ such that

$$
\boldsymbol{\omega}=\boldsymbol{\omega}_{k_{\lambda}, a, \lambda_{k_{\lambda}}} \boldsymbol{\omega}_{m, a_{m}, \lambda_{m}} \boldsymbol{\omega}_{l, a_{l}, \lambda_{l}} \quad \text { and } \quad \boldsymbol{\omega}=\boldsymbol{\omega}_{k_{\lambda}, a, \lambda_{k_{\lambda}}} \boldsymbol{\omega}_{m, b_{m}, \lambda_{m}} \boldsymbol{\omega}_{l, a_{l}, \lambda_{l}}
$$

with

$$
\begin{equation*}
\frac{a_{m}}{a}=q^{\epsilon\left(\lambda_{k_{\lambda}}+\lambda_{m}+d\left(m, k_{\lambda}\right)\right)}=\frac{a}{b_{m}} \quad \text { and } \quad \frac{a_{l}}{a}=q^{\epsilon\left(\lambda_{k_{\lambda}}+\lambda_{l}+d\left(m, k_{\lambda}\right)+t\right)} \tag{4-5-11}
\end{equation*}
$$

where $t=0$ for hypothesis (i) (both $l$ and $m$ are spin nodes) and $t=1$ for hypothesis (iii) ( $l$ and $k$ are the extremal nodes of the subdiagram of type $A_{5}$ ). For checking (4-5-5) with $\pi=\omega$, in case (i), we need to check that
$\lambda_{m}-\lambda_{l} \neq \pm\left(\lambda_{m}+\lambda_{l}+2(2 s-p)\right) \quad$ for all $1 \leq p \leq \min \left\{\lambda_{m}, \lambda_{l}\right\}, 1 \leq s \leq\left\lfloor\left(\# J_{\mu}-1\right) / 2\right\rfloor$.
But equality holds if and only if there exist $i \in\{m, l\}$ and $s, p$ in the above ranges such that

$$
\lambda_{i}-p+2 s=0
$$

which is impossible since $\lambda_{i}-p \geq 0$ and $s>0$. Similarly, in case (iii), one easily checks that

$$
\lambda_{m}-\lambda_{l}-1 \neq \pm\left(\lambda_{m}+\lambda_{l}+\# J_{\mu}-2 p\right) \quad \text { for all } 1 \leq p \leq \min \left\{\lambda_{m}, \lambda_{l}\right\}
$$

For checking (4-5-5) with $\pi=\varpi$, in case (i), we need to check that

$$
\begin{aligned}
2 \lambda_{k_{\lambda}}+\lambda_{m}+\lambda_{l}+2 d\left(k_{\lambda}, m\right) & \neq \pm\left(\lambda_{m}+\lambda_{l}+2(2 s-p)\right) \\
& \text { for all } 1 \leq p \leq \min \left\{\lambda_{m}, \lambda_{l}\right\}, 1 \leq s \leq\left\lfloor\left(\# J_{\mu}-1\right) / 2\right\rfloor
\end{aligned}
$$

But equality is impossible because

$$
\lambda_{k_{\lambda}}+d\left(k_{\lambda}, m\right) \geq d\left(j_{k}, m\right)+2=\# J_{\mu} \text { while } 2 s-p \leq \# J_{\mu}-1
$$

and
$\lambda_{k_{\lambda}}+\lambda_{m}+\lambda_{l}+d\left(k_{\lambda}, m\right)>\# J_{\mu}+2+2 \min \left\{\lambda_{m}, \lambda_{l}\right\}$ while $p-2 s \leq \min \left\{\lambda_{m}, \lambda_{l}\right\}$.
In case (iii), we have $\# J_{\mu}=5, d\left(k_{\lambda}, m\right)=d(k, m)=3$ and one can check that
$2 \lambda_{k_{\lambda}}+\lambda_{m}+\lambda_{l}+2 d\left(k_{\lambda}, m\right)+1 \neq \pm\left(\lambda_{m}+\lambda_{l}+\# J_{\mu}-2 p\right) \quad$ for all $1 \leq p \leq \min \left\{\lambda_{m}, \lambda_{l}\right\}$.
This completes the proof of Theorem 2.4.4.
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[^0]:    MSC2010: primary 17B10, 17B37; secondary 20G42.
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[^1]:    ${ }^{1}$ Although we are assuming throughout the text that $\mathfrak{g}$ is simply laced, Section 3.1 is valid in complete generality with no need of modifications in the text.

[^2]:    ${ }^{2}$ All results of this section remain valid if $\lambda_{k}=0$ as long as one defines $r_{k}$ as in the second equality of (4-3-2).

