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HIERARCHICALLY HYPERBOLIC SPACES II:
COMBINATION THEOREMS AND THE DISTANCE FORMULA

JASON BEHRSTOCK, MARK HAGEN AND ALESSANDRO SISTO

We introduce a number of tools for finding and studying hierarchically hy-
perbolic spaces (HHS), a rich class of spaces including mapping class groups
of surfaces, Teichmiiller space with either the Teichmiiller or Weil-Petersson
metrics, right-angled Artin groups, and the universal cover of any compact
special cube complex. We begin by introducing a streamlined set of axioms
defining an HHS. We prove that all HHS satisfy a Masur—Minsky-style dis-
tance formula, thereby obtaining a new proof of the distance formula in the
mapping class group without relying on the Masur-Minsky hierarchy ma-
chinery. We then study examples of HHS; for instance, we prove that when
M is a closed irreducible 3-manifold then 7y M is an HHS if and only if it is
neither Nil nor Sol. We establish this by proving a general combination theo-
rem for trees of HHS (and graphs of HH groups). We also introduce a notion
of “hierarchical quasiconvexity’’, which in the study of HHS is analogous to
the role played by quasiconvexity in the study of Gromov-hyperbolic spaces.
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Introduction

One of the most remarkable aspects of the theory of mapping class groups of
surfaces is that the coarse geometry of the mapping class group, MCG(S), can
be fully reconstructed from its shadows on a collection of hyperbolic spaces —
namely the curve graphs of subsurfaces of the underlying surface. Each subsurface
of the surface S is equipped with a hyperbolic curve graph and a projection, the
subsurface projection, to this graph from MCG(S); there are also projections
between the various curve graphs. The powerful Masur—-Minsky distance formula
[2000] shows that the distance between points of MCG(S) is coarsely the sum
over all subsurfaces of the distances between the projections of these points to the
various curve graphs. Meanwhile, the consistency/realization theorem [Behrstock
et al. 2012] tells us that tuples with coordinates in the different curve graphs that
obey “consistency” conditions characteristic of images of actual points in MCG(S)

are, coarsely, images of points in MCG(S). Finally, any two points in MCG(S) are
joined by a uniform-quality quasigeodesic projecting to a uniform unparameterized
quasigeodesic in each curve graph— a hierarchy path [Masur and Minsky 2000].

It is perhaps surprising that analogous behavior should appear in CAT(0) cube
complexes, since the mapping class group cannot act properly on such complexes,
cf. [Bridson 2010; Haglund 2007; Kapovich and Leeb 1996]. However, mapping
class groups enjoy several properties reminiscent of nonpositively/negatively curved
spaces, including: automaticity (and, thus, quadratic Dehn function) [Mosher 1995],
having many quasimorphisms [Bestvina and Fujiwara 2002], super-linear divergence
[Behrstock 2006], etc. Mapping class groups also exhibit coarse versions of some
features of CAT(0) cube complexes, including coarse centroids/medians [Behrstock
and Minsky 2011] and, more generally, a local coarse structure of a cube complex as
made precise in [Bowditch 2013], applications to embeddings in trees, [Behrstock
et al. 2011], etc. Accordingly, it is natural to seek a common thread joining these
important classes of groups and spaces.

In [Hagen 2014], it was shown that, for an arbitrary CAT(0) cube complex X, the
intersection-graph of the hyperplane carriers — the contact graph—is hyperbolic,
and in fact quasi-isometric to a tree. This object seems at first glance quite different
from the curve graph (which records, after all, non-intersection), but there are
a number of reasons this is quite natural, two of which we now mention. First,
the curve graph can be realized as a coarse intersection graph of product regions
in MCG. Second, the contact graph is closely related to the intersection graph of
the hyperplanes themselves; when X is the universal cover of the Salvetti complex
of a right-angled Artin group, the latter graph records commutation of conjugates
of generators, just as the curve graph records commutation of Dehn twists.

The cube complex X coarsely projects to its contact graph. Moreover, using
disc diagram techniques, it is not hard to show that any two O-cubes in a CAT(0)
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cube complex are joined by a combinatorial geodesic projecting to a geodesic in the
contact graph; see our [Behrstock et al. 2017b], which we will henceforth abbreviate
as [Part I]. The observation that CAT(0) cube complexes have “hierarchy paths”
with very strong properties — motivated a search for an analogue of the theory of
curve graphs and subsurface projections in the world of CAT(0) cube complexes.
This was largely achieved in [Part I], where a theory completely analogous to
the mapping class group theory was constructed for a wide class of CAT(0) cube
complexes, with (a variant of) the contact graph playing the role of the curve graph.
(Results of this type for right-angled Artin groups, using the extension graph, were
obtained in [Kim and Koberda 2014]; see [Part I] for a comparison of the two
approaches.)

These results motivated us to define a notion of “spaces with distance formulae”,
which we did in [Part I], by introducing the class of hierarchically hyperbolic spaces
(HHS) to provide a framework for studying many groups and spaces which arise
naturally in geometric group theory, including mapping class groups and virtually
special groups, and to provide a notion of “coarse nonpositive curvature” which is
quasi-isometry invariant while still yielding some of those properties available via
local geometry in the classical setting of nonpositively curved spaces.

As mentioned above, the three most salient features of hierarchically hyperbolic
spaces are: the distance formula, the realization theorem, and the existence of
hierarchy paths. In the treatment given in [Part I], these attributes are part of the
definition of a hierarchically hyperbolic space. This is somewhat unsatisfactory
since, in the mapping class group and cubical settings, proving these theorems
requires serious work.

In this paper, we show that although the definition of hierarchically hyperbolic
spaces previously introduced identifies the right class of spaces, there exists a
streamlined set of axioms for that class of spaces which are much easier to verify
in practice than those presented in Section 13 of [Part I] and which don’t require
assuming a distance formula, realization theorem, or the existence of hierarchy paths.
Thus, a significant portion of this paper is devoted to proving that those results can
be derived from the simplified axioms we introduce here. Along the way, we obtain
a new, simplified proof of the actual Masur—Minsky distance formula for the map-
ping class group. We then examine various geometric properties of hierarchically
hyperbolic spaces and groups, including many reminiscent of the world of CAT(0)
spaces and groups; for example, we show, using an argument due to Bowditch,
that hierarchically hyperbolic groups have quadratic Dehn function. Finally, taking
advantage of the simpler set of axioms, we prove combination theorems enabling
the construction of new hierarchically hyperbolic spaces/groups from old.

The definition of a hierarchically hyperbolic space still has several parts, the
details of which we postpone to Section 1. However, the idea is straightforward:
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a hierarchically hyperbolic space is a pair (X, &), where X is a metric space
and G indexes a set of §-hyperbolic spaces with several features (for each U € &
the associated space is denoted CU). Most notably, & is endowed with three
mutually exclusive relations, nesting, orthogonality, and transversality, respectively
generalizing nesting, disjointness, and overlapping of subsurfaces. For each U € &,
we have a coarsely Lipschitz projection 7y : X — CU, and there are relative
projections CU — CV when U, V € & are nonorthogonal. These projections are
required to obey “consistency” conditions modeled on the inequality identified by
Behrstock [2006], as well as a version of the bounded geodesic image theorem and
large link lemma of [Masur and Minsky 2000], among other conditions. A finitely
generated group G is hierarchically hyperbolic if it can be realized as a group
of HHS automorphisms (“hieromorphisms”, as defined in Section 1) so that the
induced action on X’ by uniform quasi-isometries is geometric and the action on G
is cofinite. Hierarchically hyperbolic groups, endowed with word-metrics, are
hierarchically hyperbolic spaces, but the converse does not appear to be true.

Combination theorems. One of the main contributions in this paper is to provide
many new examples of hierarchically hyperbolic groups, thus showing that mapping
class groups and various cubical complexes/groups are just two of many interesting
families in this class of groups and spaces. We provide a number of combination
theorems, which we will describe below. One consequence of these results is
the following classification of exactly which 3-manifold groups are hierarchically
hyperbolic:

Theorem 10.1 (which 3-manifolds are hierarchically hyperbolic). Let M be a
closed 3-manifold. Then (M) is a hierarchically hyperbolic space if and only
if M does not have a Sol or Nil component in its prime decomposition.

This result has a number of applications to the many fundamental groups of
3-manifolds which are HHS. For instance, in such cases, it follows from results
in [Part I] that: except for Z>, the top dimension of a quasiflat in such a group
is 2, and any such quasiflat is locally close to a “standard flat” (this generalizes
one of the main results of [Kapovich and Leeb 1997, Theorem 4.10]); up to finite
index, Z and Z? are the only finitely generated nilpotent groups which admit quasi-
isometric embeddings into 771 (M); and, except in the degenerate case where 71 (M)
is virtually abelian, such groups are all acylindrically hyperbolic (as also shown in
[Minasyan and Osin 2015]).

Remark (hierarchically hyperbolic spaces vs. hierarchically hyperbolic groups).
There is an important distinction to be made between a hierarchically hyperbolic
space, which is a metric space X equipped with a collection & of hyperbolic spaces
with certain properties, and a hierarchically hyperbolic group, which is a group
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acting geometrically on a hierarchically hyperbolic space in such a way that the
induced action on & is cofinite. The latter property is considerably stronger. For
example, Theorem 10.1 shows that 71 M, with any word-metric, is a hierarchically
hyperbolic space, but, as we discuss in Remark 10.2, 1 M probably fails to be a
hierarchically hyperbolic group in general; for instance we conjecture this is the
case for those graph manifolds which can not be cocompactly cubulated.

In the course of proving Theorem 10.1, we establish several general combination
theorems, including one about relative hyperbolicity and one about graphs of groups.
The first is:

Theorem 9.1 (hyperbolicity relative to HHGs). Let the group G be hyperbolic
relative to a finite collection ‘P of peripheral subgroups. If each P € P is a hierar-
chically hyperbolic space, then G is a hierarchically hyperbolic space. Further, if
each P € P is a hierarchically hyperbolic group, then so is G.

Another of our main results is a combination theorem, Theorem 8.6, establishing
when a tree of hierarchically hyperbolic spaces is again a hierarchically hyperbolic
space. In the statement below, hierarchical quasiconvexity is a natural generalization
of both quasiconvexity in the hyperbolic setting and cubical convexity in the cubical
setting, which we shall discuss in some detail shortly. The remaining conditions
are technical and explained in Section 8, but are easily verified in practice.

Theorem 8.6 (combination theorem for HHS). Let T be a tree of hierarchically
hyperbolic spaces. Suppose that

e edge-spaces are uniformly hierarchically quasiconvex in incident vertex spaces,
o each edge-map is full,
e T has bounded supports,

o Ifeis an edge of T and S, is the T-maximal element of S., then for all
V € &=, the elements V and qbfi (S,) are not orthogonal in S,+. Moreover,
there exists K > 0 such that for all vertices v of T and edges e incident to v, we
have dyaus (¢y (X)), F¢§>(S€) x {x}) < K, where S, € &, is the unique maximal
element and x € E¢§>(S@)'

Then X (T) is hierarchically hyperbolic.

As a consequence, we obtain a set of sufficient conditions guaranteeing that a
graph of hierarchically hyperbolic groups is a hierarchically hyperbolic group.

Corollary 8.24 (combination theorem for HHG). Let G = (T, {G,}, {G.}, {¢;'E}) be
a finite graph of hierarchically hyperbolic groups. Suppose that G equivariantly sat-
isfies the hypotheses of Theorem 8.6. Then the total group G of G is a hierarchically
hyperbolic group.
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Finally, we prove that products of hierarchically hyperbolic spaces admit natural
hierarchically hyperbolic structures.

As mentioned earlier, we will apply the combination theorems to fundamental
groups of 3-manifolds, but their applicability is broader. For example, they can be
applied to fundamental groups of higher dimensional manifolds such as the ones
considered in [Frigerio et al. 2015].

The distance formula and realization. As defined in [Part I], the basic definition of
a hierarchically hyperbolic space is modeled on the essential properties underlying
the “hierarchy machinery” of mapping class groups. In this paper, we revisit the
basic definition and provide a new, refined set of axioms; the main changes are the
removal of the “distance formula” and “hierarchy path” axioms and the replacement
of the “realization” axiom by a far simpler “partial realization”. These new axioms
are both more fundamental and more readily verified.

An important result in mapping class groups which provides a starting point for
much recent research in the field is the celebrated “distance formula” of Masur and
Minsky [2000] which provides a way to estimate distances in the mapping class
group, up to uniformly bounded additive and multiplicative distortion, via distances
in the curve graphs of subsurfaces. We give a new, elementary, proof of the distance
formula in the mapping class group. The first step in doing so is verifying that
mapping class groups satisfy the new axioms of a hierarchically hyperbolic space.
We provide elementary, simple proofs of the axioms for which elementary proofs
do not exist in the literature (most notably, the uniqueness axiom); this is done in
Section 11. This then combines with our proof of the following result which states
that any hierarchically hyperbolic space satisfies a “distance formula” (which in
the case of the mapping class group provides a new proof of the Masur-Minsky
distance formula):

Theorem 4.5 (distance formula for HHS). Let (X, &) be hierarchically hyperbolic.
Then there exists so such that for all s > sq there exist constants K, C such that for
allx,y e X,

dr(x, y) <k.0) Y Hdw(x, »s,

We6

where dy (x, y) denotes the distance in the hyperbolic space CW between the
projections of x, y and {A}}p = A if A > B and 0 otherwise.

Moreover, we show in Theorem 4.4 that any two points in X’ are joined by a
uniform quasigeodesic y projecting to a uniform unparameterized quasigeodesic
in CU for each U € &. The existence of such hierarchy paths was hypothesized
as part of the definition of a hierarchically hyperbolic space in [Behrstock et al.
2017b], but now it is proven as a consequence of the other axioms.
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The realization theorem for the mapping class group was established by Behr-
stock, Kleiner, Minsky and Mosher in [Behrstock et al. 2012, Theorem 4.3]. This
theorem states that given a surface S and, for each subsurface W C S, a point in the
curve complex of W, this sequence of points arises as the projection of a point in the
mapping class group (up to bounded error), whenever the curve complex elements
satisfy certain pairwise “consistency conditions.” Thus the realization theorem
provides another sense in which all of the quasi-isometry invariant geometry of
the mapping class group is encoded by the projections onto the curve graphs of
subsurfaces.! In Section 3 we show that an arbitrary hierarchically hyperbolic space
satisfies a realization theorem. Given our elementary proof of the new axioms for
mapping class groups in Section 11, we thus obtain a new proof of [Behrstock et al.
2012, Theorem 4.3].

Hulls and the coarse median property. Bowditch introduced a notion of coarse me-
dian space to generalize some results about median spaces to a more general setting,
and, in particular, to the mapping class group [Bowditch 2013]. Bowditch [2018]
observed that any hierarchically hyperbolic space is a coarse median space; for com-
pleteness we provide a short proof of this result in Theorem 7.3. Using Bowditch’s
results about coarse median spaces, we obtain a number of applications as corollaries.
For instance, Corollary 7.9 is obtained from [Bowditch 2014a, Theorem 9.1] and
says that any hierarchically hyperbolic space satisfies the rapid decay property and
Corollary 7.5 is obtained from [Bowditch 2013, Corollary 8.3] to show that all hierar-
chically hyperbolic groups are finitely presented and have quadratic Dehn functions.
This provides examples of groups that are not hierarchically hyperbolic, for example:

Corollary 7.6 (Out(F},) is not an HHG). For n > 3, the group Out(F},) is not a
hierarchically hyperbolic group.

Indeed, Out(F),,) was shown in [Bridson and Vogtmann 1995; 2012; Handel and
Mosher 2013b] to have exponential Dehn function. This result is interesting as a
counter-point to the well-known and fairly robust analogy between Out(F},) and
the mapping class group of a surface; especially in light of the fact that Out(F),)
is known to have a number of properties reminiscent of the axioms for an HHS,
cf. [Bestvina and Feighn 2014a; 2014b; Handel and Mosher 2013a; Sabalka and
Savchuk 2012]. The coarse median property, via work of Bowditch, also implies that
asymptotic cones of hierarchically hyperbolic spaces are contractible. Moreover,
in Corollary 6.7, we bound the homological dimension of any asymptotic cone of a
hierarchically hyperbolic space. This latter result relies on the use of hulls of finite
sets of points in the HHS X'. This construction generalizes the X-hull of a finite set,

UIn [Behrstock et al. 2012], the name consistency theorem is used to refer to the necessary and
sufficient conditions for realization; since we find it useful to break up these two aspects, we refer to
this half as the realization theorem, since anything that satisfies the consistency conditions is realized.
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constructed in the mapping class group context in [Behrstock et al. 2012]. (It also
generalizes a special case of the ordinary combinatorial convex hull in a CAT(0)
cube complex.) A key feature of these hulls is that they are coarse retracts of X’ (see
Proposition 6.3), and this plays an important role in the proof of the distance formula.

Hierarchical spaces. We also introduce the more general notion of a hierarchical
space (HS). This is the same as a hierarchically hyperbolic space, except that we do
not require the various associated spaces CU, onto which we are projecting, to be hy-
perbolic. Although we mostly focus on HHS in this paper, a few things are worth not-
ing. First, the realization theorem (Theorem 3.1) actually makes no use of hyperbol-
icity of the CU, and therefore holds in the more general context of HS; see Section 3.
Second, an important subclass of the class of HS is the class of relatively hierar-
chically hyperbolic spaces, which we introduce in Section 6B. These are hierarchical
spaces where the spaces CU are uniformly hyperbolic except when U is minimal
with respect to the nesting relation. As their name suggests, this class includes all
metrically relatively hyperbolic spaces; see Theorem 9.3. With an eye to future
applications, in Section 6B we prove a distance formula analogous to Theorem 4.5
for relatively hierarchically hyperbolic spaces, and also establish the existence of
hierarchy paths. The strategy is to build, for each pair of points x, y, in the relatively
hierarchically hyperbolic space, a “hull” of x, y, which we show is hierarchically
hyperbolic with uniform constants. We then apply Theorems 4.5 and 4.4.

Standard product regions and hierarchical quasiconvexity. In Section 5A, we
introduce the notion of a hierarchically quasiconvex subspace of a hierarchically
hyperbolic space (X, G). In the case where X is hyperbolic, this notion coincides
with the usual notion of quasiconvexity. The main technically useful features of
hierarchically quasiconvex subspaces generalize key features of quasiconvexity:
they inherit the property of being hierarchically hyperbolic (Proposition 5.6) and
one can coarsely project onto them (Lemma 5.5).

Along with the hulls discussed above, the most important examples of hierarchi-
cally quasiconvex subspaces are standard product regions: for each U € G, one can
consider the set Py of points x € X whose projection to each CV is allowed to vary
only if V is nested into or orthogonal to U; otherwise, x projects to the same place
in CV as CU does under the relative projection. The space Py coarsely decomposes
as a product, with factors corresponding to the nested and orthogonal parts. Product
regions play an important role in the study of boundaries and automorphisms of
hierarchically hyperbolic spaces in [Durham et al. 2017], as well as in the study
of quasiboxes and quasiflats in hierarchically hyperbolic spaces carried out in
[Behrstock et al. 2017b].

Some questions and future directions. Before embarking on the discussion out-



HHS II: COMBINATION THEOREMS AND THE DISTANCE FORMULA 265

lined above, we raise a few questions about hierarchically hyperbolic spaces and
groups that we believe are of significant interest.

The first set of questions concern the scope of the theory, i.e., which groups
and spaces are hierarchically hyperbolic and which operations preserve the class
of HHS:

Question A (cubical groups). Let G act properly and cocompactly on a CAT(0) cube
complex. Is G a hierarchically hyperbolic group? Conversely, suppose that (G, G)
is a hierarchically hyperbolic group; are there conditions on the elements of &
which imply that G acts properly and cocompactly on a CAT(0) cube complex??

Substantial evidence for this conjecture was provided in [Behrstock et al. 2017b]
where we established that a CAT(0) cube complex X’ containing a factor system
is a hierarchically hyperbolic space, and the associated hyperbolic spaces are all
uniform quasitrees. (Roughly speaking, X contains a factor-system if the following
collection of subcomplexes has finite multiplicity: the smallest collection of convex
subcomplexes that contains all combinatorial hyperplanes and is closed under
collecting images of closest-point projection maps between its elements.) The class
of cube complexes that are HHS in this way contains all universal covers of special
cube complexes with finitely many immersed hyperplanes, but the cube complexes
containing factor systems have not been completely characterized. In [Durham
et al. 2017], we show that the above question is closely related to a conjecture
of Behrstock and Hagen on the simplicial boundary of cube complexes [2016,
Conjecture 2.8].

More generally, we ask the following:

Question B (factor systems in median spaces). Is there a theory of factor systems
in median spaces generalizing that in CAT(0) cube complexes, such that median
spaces/groups admitting factor systems are hierarchically hyperbolic?

Presumably, a positive answer to Question B would involve the measured
wallspace structure on median spaces discussed in [Chatterji et al. 2010]. One would
have to develop an analogue of the contact graph of a cube complex to serve as the
underlying hyperbolic space. One must be careful since, e.g., the Baumslag—Solitar
group BS(1, 2) acts properly on a median space but has exponential Dehn function
[Gersten 1992] and is thus not a hierarchically hyperbolic space, by Corollary 7.5.
On the other hand, if the answer to Question B is positive, one might try to do the
same thing for coarse median spaces.

There are a number of other groups and spaces where it is natural to inquire
whether or not they are hierarchically hyperbolic. For example:

2The first question was partially answered positively in [Hagen and Susse 2016] after this paper
was first posted.
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Question C (handlebody group). Let H be a compact oriented 3-dimensional
genus g handlebody, and let G, < MCG(dH) be the group of isotopy classes of
diffeomorphisms of H. Is G, a hierarchically hyperbolic group?

Question D (graph products). Let G be a (finite) graph product of hierarchically
hyperbolic groups. Is G hierarchically hyperbolic?

The answer to Question C is presumably no, while the answer to D is most likely
yes. The positive answer to Question D would follow from a strengthened version
of Theorem 8.6.

There are other candidate examples of hierarchically hyperbolic spaces. For
example, it is natural to ask whether a right-angled Artin group with the syllable-
length metric, introduced in [Kim and Koberda 2014], which is analogous to a
Teichmiiller space with the Weil-Petersson metric, is hierarchically hyperbolic.

As far as the difference between hierarchically hyperbolic spaces and groups is
concerned, we conjecture that the following question has a positive answer:

Question E. Is it true that the fundamental group G of a nongeometric graph
manifold is a hierarchically hyperbolic group if and only if G is virtually compact
special?

It is known that G as above is virtually compact special if and only if it is
chargeless in the sense of [Buyalo and Svetlov 2004]; see [Hagen and Przytycki
2015].

There remain a number of open questions about the geometry of hierarchically
hyperbolic spaces in general. Theorem 7.3 ensures, via work of Bowditch [2013],
that every asymptotic cone of a hierarchically hyperbolic space is a median space;
further properties in this direction are established in Section 6. Motivated by
combining the main result of [Sisto 2011] on 3-manifold groups with Theorem 10.1,
we ask:

Question F. Are any two asymptotic cones of a given hierarchically hyperbolic
space bi-Lipschitz equivalent?

The notion of hierarchical quasiconvexity of a subgroup of a hierarchically
hyperbolic group (G, &) generalizes quasiconvexity in word-hyperbolic groups and
cubical convex-cocompactness in groups acting geometrically on CAT(0) cube com-
plexes with factor-systems. Another notion of quasiconvexity is stability, defined by
Durham and Taylor [2015]. This is a quite different notion of quasiconvexity, since
stable subgroups are necessarily hyperbolic. In [Durham and Taylor 2015], the
authors characterize stable subgroups of the mapping class group; it is reasonable
to ask for a generalization of their results to hierarchically hyperbolic groups.

Many hierarchically hyperbolic spaces admit multiple hierarchically hyperbolic
structures. However, as discussed in [Behrstock et al. 2017b], a CAT(0) cube
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complex with a factor-system has a “minimal” factor-system, i.e., one that is
contained in all other factor systems. In this direction, it is natural to ask whether a
hierarchically hyperbolic space (X', &) admits a hierarchically hyperbolic structure
that is canonical in some way.

Recent developments. Since we posted the first version of this paper, there has
been further progress on the theory of HHS and its applications.

More examples of HHS/HHG are now available, including a large class of CAT(0)
cubical groups [Hagen and Susse 2016], “small-cancellation” quotients of HHGs
[Behrstock et al. 2017a], and separating curve graphs of surfaces [Vokes 2017]. It
was also recently shown by Spriano that hyperbolic spaces/groups admit alternate
HHS structures that can be constructed from an arbitrary fixed collection of quasi-
convex subspaces/subgroups [Spriano 2017]. Spriano [2018] has proven additional
results on modifying hierarchically hyperbolic structures to include prespecified
subgroups, under natural conditions. This allows him to prove that a large class
of graphs of hierarchically hyperbolic groups are hierarchically hyperbolic. In the
latter vein, Berlai and Robbio [2018] have generalized the combination theorem
(Theorem 8.6) in this paper, and used this to show that the class of hierarchically
hyperbolic groups is closed under taking graph products.

Further developments of the theory include finiteness of the asymptotic dimension
(including a quadratic upper bound for mapping class groups) [Behrstock et al.
2017a]; a theory of boundaries generalizing the Gromov boundary of hyperbolic
groups [Durham et al. 2017; Mousley 2017; 2018]; proof of the existence of largest
acylindrical actions [Abbott et al. 2017]; and a theorem controlling quasiflats (new in
both mapping class groups and cubical groups) with many applications including, for
instance, a new proof of quasi-isometric rigidity for mapping class groups [Behrstock
et al. 2017c]. Mousley and Russell [2018] have recently studied Morse boundaries of
hierarchically hyperbolic groups, and Abbott and Behrstock [2018] have established
a linear bound on conjugator lengths in hierarchically hyperbolic groups.

We stress that the present paper is foundational for almost all of the above
developments; the results here are used as tools there.

Organization of the paper. Section 1 contains the full definition of a hierarchically
hyperbolic space (and, more generally, a hierarchical space) and some discussion
of background. Section 2 contains various basic consequences of the definition,
and some tricks that are used repeatedly. In Section 3, we prove the realization
theorem (Theorem 3.1). In Section 4 we establish the existence of hierarchy paths
(Theorem 4.4) and the distance formula (Theorem 4.5). Section 5 is devoted to
hierarchical quasiconvexity and product regions, and Section 6 to coarse convex
hulls and relatively hierarchically hyperbolic spaces. The coarse median property
and its consequences are detailed in Section 7. The combination theorems for trees
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of spaces, graphs of groups, and products are proved in Section 8, and groups
hyperbolic relative to HHG are studied in Section 9. This is applied to 3-manifolds
in Section 10. Finally, in Section 11, we prove that mapping class groups are
hierarchically hyperbolic.

1. The main definition and background on hierarchically hyperbolic spaces

1A. The axioms. We begin by defining a hierarchically hyperbolic space. We
will work in the context of a g-quasigeodesic space, X, i.e., a metric space where
any two points can be connected by a (g, ¢)-quasigeodesic. Obviously, if X" is
a geodesic space, then it is a quasigeodesic space. Most of the examples we are
interested in are geodesic spaces, but in order to construct hierarchically hyperbolic
structures on naturally occurring subspaces of hierarchically hyperbolic spaces, we
must work in the slightly more general setting of quasigeodesic spaces.

Definition 1.1 (hierarchically hyperbolic space). The g-quasigeodesic space (X,dy)
is a hierarchically hyperbolic space if there exists § > 0, an index set G, and a set
{CW : W € &} of §-hyperbolic spaces (CU, dy), such that the following conditions
are satisfied:

(1) Projections. There is a set
(tw: X =2V | Wes)

of projections sending points in X’ to nonempty sets of diameter bounded by
some £ > 0 in the various CW € &. Moreover, there exists K so that for
all W € G, the coarse map my is (K, K)-coarsely Lipschitz and ww (X) is
K -quasiconvex in CW.

(2) Nesting. G is equipped with a partial order C, and either G = & or & contains
a unique C-maximal element; when V C W, we say V is nested in W. (We
emphasize that W C W for all W € &.) For each W € G, we denote by Gy
the set of V € & such that V & W. Moreover, forall V, W € G with V & W
there is a specified nonempty subset ,ov‘{, C CW with dia mcw(,ov‘f,) < &. There
is also a projection p‘v/v :CW — 2V (The similarity in notation is justified by
viewing pv‘{, as a coarsely constant map CV — 26V )

(3) Orthogonality. G has a symmetric and antireflexive relation called orthogo-
nality: we write VLW when V, W are orthogonal. Also, whenever V C W
and W_LU, we require that V LU. We require that for each 7 € G and each
U € Gy for which {V € &7 | VLU} # @, there exists W € Gy — {T}, so that
whenever VLU and V C T, we have V C W. Finally, if VLW, then V, W
are not C"-comparable.

(4) Transversality and consistency. If V, W € G are not orthogonal and neither is
nested in the other, then we say V, W are transverse, denoted V th W. There
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exists ko > 0 such that if V h W, then there are sets ,ov‘f, CCW and p“ﬁ/ ccv
each of diameter at most £ and satisfying

min{dw (zw (x), oy, dv (v (x), py)} < ko
for all x € X.
For V, W € G satisfying V £ W and for all x € X, we have

min{dw (7w (x), pyy), diamey (v (x) U py} (rw (x)))} < ko.

The preceding two inequalities are the consistency inequalities for points
in X.

Finally, if U C V, then dW(,ovL{,, ,0“4/,) < ko whenever W € G satisfies either
VeEeWorVhWand W LU.

Finite complexity. There exists n > 0, the complexity of X (with respect to &),
so that any set of pairwise-C-comparable elements has cardinality at most .

Large links. There exist A > 1 and E > max{£, o} such that the following
holds. Let W € G and let x, x" € X. Let N = Ad,, (mw (x), mw(x")) +A. Then
there exists {7;}i=1,.., n] € ©Gw — {W} such that for all T € Gy — {W}, either
T € &7, for some i, or d7 (w7 (x), w7 (x')) < E. Also, dw (7w (x), ,OVT&) <N
for each i.
Bounded geodesic image. There exists E > 0 such that for all W € G, all
V € Gy — {W}, and all geodesics y of CW, either diamcv(p“f/(y)) < E or
y NNE(pyy) # 2.
Fartial realization. There exists a constant o with the following property.
Let {V;} be a family of pairwise orthogonal elements of &, and let p; €
my;(X) € CV;. Then there exists x € X’ so that

. dvj(x, pj) <aforall j,

» for each j and each V € & with V; £ V, we have dy (x, p“,/j) <, and

o if WM V; for some j, then dw (x, p;/[f) <a.
Uniqueness. For each k > 0, there exists 8, = 6, («x) such that if x, y € X and
dx(x, y) > 6,, then there exists V € & such that dy (x, y) > «.

We say that the g-quasigeodesic metric spaces {X;} are uniformly hierarchically
hyperbolic if each X; satisfies the axioms above and all constants, including the
complexities, can be chosen uniformly. We often refer to G, together with the nesting
and orthogonality relations, and the projections as a hierarchically hyperbolic
structure for the space X. Observe that X" is hierarchically hyperbolic with respect
to & =@, i.e., hierarchically hyperbolic of complexity 0, if and only if X is bounded.
Similarly, X is hierarchically hyperbolic of complexity 1 with respect to & = {X},
if and only if X" is hyperbolic.
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Notation 1.2. Where it will not cause confusion, given U € &, we will often sup-
press the projection map wryy when writing distances in CU, i.e., given x, y € X and
p € CU we write dy (x, y) for dy (my (x), 7y (y)) and dy (x, p) for dy (ry (x), p).
Note that when we measure distance between a pair of sets (typically both of
bounded diameter) we are taking the minimum distance between the two sets.
Given A C X and U € G we let my (A) denote Uyeamy (a).

Remark 1.3 (surjectivity of projections). In all of the motivating examples, and in
most applications, the maps wy are uniformly coarsely surjective.

One can always replace each CU with a thickening of 7y (X), and hence make
each wy coarsely surjective. This is first discussed in [Durham et al. 2017], where
this procedure gets used; the resulting spaces are termed normalized hierarchically
hyperbolic spaces.

More precisely, since each my (X)) is K-quasiconvex, the subset CUporm of CU
consisting of all geodesics that start and end in 7ty (X)) is uniformly quasiconvex, is
a (uniformly) hyperbolic geodesic metric space, and uniformly coarsely coincides
with 7y (X). (This “quasiconvex hull” procedure is discussed in more detail in
Section 6.) Hence we can endow X with a slightly different, normalized, hierar-
chically hyperbolic structure. Indeed, the index set is still &, each CU is replaced
by CUporm, and the maps 7y remain unchanged (but are now coarsely surjective).
Given U, V € G such that ,o‘l,] is defined, we replace ,03 (viewed as a coarse map
CU — CV) with the composition py o p‘lf , where py : CV — CUpom 1s the coarse
closest-point projection.

Remark 1.4 (surjectivity/quasiconvexity of projections in the extant applications).
In the motivating examples (mapping class groups, Teichmiiller space, virtually
special groups, hyperbolic spaces, etc.), the projections wy are uniformly coarsely
surjective, but it is convenient to relax that requirement. As is evident from
Theorem 3.1 and the key Lemma 2.6, the appropriate relaxation of coarse sur-
jectivity is the requirement, from Definition 1.1.(1), that each 7y (X) be uniformly
quasiconvex in CU.

In a few other places in the literature, this is not spelled out, but in each case
where an issue arises, it does not affect the arguments in question. In the interest of
clarity, we now summarize this as follows:

o In [Durham et al. 2017, p. 4, p. 19], the authors establish a standing assumption
that they are working with normalized HHSs — each my is uniformly coarsely
surjective. In view of Remark 1.3 (or [Durham et al. 2017, Proposition 1.16]),
the results about normalized HHSs can be promoted to corresponding state-
ments about general HHSs.

o In [Behrstock et al. 2017a], Remark 1.3 allows one to assume that the HHSs
in question are normalized. However, there are three places where a new
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HHS is constructed from an old one, and one must observe that in each of
these cases, the new projections have quasiconvex image. In [Behrstock et al.
2017a, Proposition 2.4], this holds just because the projections used in the
new HHS structure coincide with those used in the old HHS structure, so
quasiconvexity persists. In Proposition 6.14 and Theorem 6.2 of [Behrstock
et al. 2017a], the projections in the new HHS structures are of two types: they
either coincide with projections from the old HHS structures, and thus have
quasiconvex images, or they are surjective by construction.

Remark 1.5 (large link function). It appears as though there is no actual need to
require in Definition 1.1.(6) that N depend linearly on dy (x, x). Instead, we could
have hypothesized that for any C > 0, there exists N (C) so that the statement of
the axiom holds with N = N(C) whenever dy (x, x’) < C. However, one could
deduce from this and the rest of the axioms that N (C) grows linearly in C, so we
have elected to simply build linearity into the definition.

Remark 1.6 (summary of constants). Each hierarchically hyperbolic space (X', &)
is associated with a collection of constants often, as above, denoted 8, &, n, kg, E, 6,,
and K, where

(1) CU is §-hyperbolic for each U € S,

(2) each my has image of diameter at most & and each my is (K, K)-coarsely Lip-
schitz, my (X) is K-quasiconvex in CU, and each p‘lf has (image of) diameter
at most &,

(3) for each x € X, the tuple (wy (x))yes 1S Ko-consistent,

(4) E is the larger of the constants from the bounded geodesic image axiom and
the large link axiom.

Whenever working in a fixed hierarchically hyperbolic space, we use the above
notation freely. We can, and shall, assume that E >¢q, E>§, E>&, E > ko, E> K,
and E > «.

Remark 1.7. We note that in Definition 1.1.(1), the assumption that the projections
are Lipschitz can be replaced by the weaker assumption that there is a proper
function of the projected distance which is a lower bound for the distance in the
space X. From this weaker assumption, the fact that the projections are actually
coarsely Lipschitz then follows from the fact that we assume X’ to be quasi-geodesic.
Since the Lipschitz hypothesis is cleaner to state and, in practice, fairly easy to
verify, we just remark on this for those that might find this fact useful in proving
that more exotic spaces are hierarchically hyperbolic.
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1B. Comparison to the definition in [Behrstock et al. 2017b]. Definition 1.1 is
very similar to the definition of a hierarchically hyperbolic space given in [Behrstock
et al. 2017b], with the following differences:

(1) The existence of hierarchy paths and the distance formula were stated as
axioms in [Behrstock et al. 2017b]; below, we deduce them from the other
axioms. Similarly, the below realization theorem was formerly an axiom, but
has been replaced by the (weaker) partial realization axiom.

(2) We now require X to be a quasigeodesic space. In [Behrstock et al. 2017b],
this follows from the existence of hierarchy paths, which was an axiom there.

(3) We now require the projections 7y : X — CU to be coarsely Lipschitz; although
this requirement was not imposed explicitly in [Behrstock et al. 2017b], it
follows from the distance formula, which was an axiom there.

(4) In [Behrstock et al. 2017b], there were five consistency inequalities; there are
two in Definition 1.1.(4). The last three inequalities in the definition from
[Behrstock et al. 2017b] follow from Proposition 1.8 below. (Essentially, the
partial realization axiom has replaced part of the old consistency axiom.)

(5) In Definition 1.1.(4), we require that, if U T V, then dw(p{. py) < ko
whenever W € & satisfies either V.= Wor V.h W and W L U. In the
context of [Behrstock et al. 2017b], this follows by considering the standard
product regions constructed using realization (see [Behrstock et al. 2017b,
Section 13.1] and Section 5B of the present paper).

Proposition 1.8 (p-consistency). There exists k1 so that the following holds. Sup-
pose that U, V, W € & satisfy both of the following conditions: U =V or U MV,
and U = W or U h W. Then, if VAW,

min{dw (05, pi), dv(pY, py)} <k

and if V.= W, then

min{dw (oy, py), diamey (oy U py! (o))} < k1.

Proof. Suppose that U = V orUhV and U = W or U th W. Suppose that V ih W
or V C W. Choose p € my(X). There is a uniform « so that partial realization
(Definition 1.1.(8)) provides x € X so that dy(x, p) < & and dr(x, p¥) < &
whenever ,0? is defined and coarsely constant. In particular, dy (x, ,0%,] ) <« and
dw(x, p‘%) < . The claim now follows from Definition 1.1.(4), with k1 =ko+«. [

In view of the discussion above, we have:

Proposition 1.9. The pair (X, &) satisfies Definition 1.1 if and only if it is hierar-
chically hyperbolic in the sense of [Behrstock et al. 2017b].
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In particular, as observed in [Behrstock et al. 2017b]:

Proposition 1.10. If (X, &) is a hierarchically hyperbolic space, and X' is a
quasigeodesic space quasi-isometric to X, then there is a hierarchically hyperbolic
space (X', G).

1C. A variant on the axioms. Here we introduce two slightly simpler versions
of the HHS axioms and show that in the case, as in most situations which arise
naturally, that the projections are coarsely surjective, it suffices to verify the simpler
axioms.

The following is a subset of the nesting axiom; here we remove the definition of
the projection map ,o“;v :CW — 2%V inthe case V = W.

Definition 1.1.(2)" (nesting variant). & is equipped with a partial order =, and
either G = & or G contains a unique C-maximal element; when V C W, we say
V is nested in W. We require that W T W for all W € &. For each W € G, we
denote by Gy the set of V € G such that V T W. Moreover, for all V, W € G with
V £ W there is a specified subset ,ov‘{, C CW with diamcw(,ov‘f,) <E&.

The following is a subset of the transversality and consistency axiom.

Definition 1.1.(4)’ (transversality). If V, W € & are not orthogonal and neither is
nested in the other, then we say V, W are transverse, denoted V M W. There exists
ko > 0 such that if V M W, then there are sets pv‘f, C CW and ,O‘V,V C CV each of
diameter at most & and satisfying

min{dw (7w (x), py). dv (v (1), py} )} < ko

for all x € X.
Finally, if U C V, then dW(le{,, ,ov‘f,) < kg whenever W € G satisfies either
VeWoVhWand W L U.

The following is a variant of the bounded geodesic image axiom:

Definition 1.1.(7)" (bounded geodesic image variant). Suppose that x, y € X and
V & W have the property that there exists a geodesic from my (x) to ww (y) which
stays (E + 28)-far from ,0“4/,. Thendy(x,y) <E.

Proposition 1.11. Given a quasigeodesic space X and an index set S, then (X, G)
is an HHS if it satisfies the axioms of Definition 1.1 with the following changes:

e Replace Definition 1.1.(2) by Definition 1.1.(2).
e Replace Definition 1.1.(4) by Definition 1.1.(4).
e Replace Definition 1.1.(7) by Definition 1.1.(7).

o Assume that for each CU the map my is uniformly coarsely surjective.
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Proof. To verify Definition 1.1.(2), for each V, W € & with V &= W, we define a
map p‘v,v :CW — 2V as follows. If p € CW—NE(pV‘f,), then let p“jv(p) =y (x) for
some x € X with Ty (x) (uniformly) coarsely coinciding with p. Since p does not
lie E-close to pv‘{,, this definition is coarsely independent of x by Definition 1.1.(7)’.
On Ng (:0“4//)’ we define p“}’ arbitrarily. By definition, the resulting map satisfies
Definition 1.1.(4). Moreover, coarse surjectivity of wy and Definition 1.1.(7)
ensure that Definition 1.1.(7) holds. The rest of the axioms hold by hypothesis. [J

Remark 1.12. The definition of an HHS provided by Proposition 1.11 is convenient
because it does not require one to define certain maps between hyperbolic spaces:
Definition 1.1.(2)’ is strictly weaker than Definition 1.1.(2). On the other hand, it
is often convenient to work with HHS in which some of the projections 7y are
not coarsely surjective; for example, this simplifies the proof that hierarchically
quasiconvex subspaces inherit HHS structures in Proposition 5.6. Hence we have
included both definitions.

In practice, we almost always apply consistency and bounded geodesic image
in concert, which involves applying bounded geodesic image to geodesics of CW
joining points in mw (X). Accordingly, Definition 1.1.(7)" is motivated by the
following easy observation:

Proposition 1.13. Let (X, &) be an HHS. Then the conclusion of Definition 1.1.(7)
holds forallx,y e X and V,W € G withV & W.

1D. Hierarchical spaces. Although most of our focus in this paper is on hierar-
chically hyperbolic spaces, there are important contexts in which hyperbolicity
of the spaces CU, U € G is not used; notably, this is the case for the realization
theorem (Theorem 3.1). Because of the utility of a more general definition in later
applications, we now define the following more general notion of a hierarchical
space; the reader interested only in the applications to the mapping class group,
3-manifolds, cube complexes, etc., may safely ignore this subsection.

Definition 1.14 (hierarchical space). A hierarchical space is a pair (X, G) as in
Definition 1.1, with X a quasigeodesic space and G an index set, where to each
U € G we associate a geodesic metric space CU, which we do not require to be
hyperbolic. As before, there are coarsely Lipschitz projections

ny: X —>CU

and relative projections
,o‘l,] :CU - CV

whenever U, V are nonorthogonal. We require all statements in the Definition 1.1
to hold, except for hyperbolicity of the CU.



HHS II: COMBINATION THEOREMS AND THE DISTANCE FORMULA 275

Remark 1.15. Let X’ be a quasigeodesic space that is hyperbolic relative to a
collection P of subspaces. Then X has a hierarchical space structure: the associated
spaces onto which we project are the various P, together with the space X obtained
by coning off the elements of P in X. When the elements of P are themselves
hierarchically hyperbolic, we obtain a hierarchically hyperbolic structure on X
(see Section 9). Otherwise, the hierarchical structure need not be hierarchically
hyperbolic since X is the only one of the elements of & known to be hyperbolic.

Remark 1.16. Other than hierarchically hyperbolic spaces, we are mainly interested
in hierarchical spaces (X, &) where for all U € G, except possibly when U is C-
minimal, we have that CU is hyperbolic. This is the case, for example, in relatively
hyperbolic spaces.

1E. Consistency and partial realization points. The following definitions, which
abstract the consistency inequalities from Definition 1.1.(4) and the partial realiza-
tion axiom, Definition 1.1.(8), play important roles throughout our discussion. We
will consider this topic in depth in Section 3.

Definition 1.17 (consistent). Fix « > 0 and let b € [ ;s 2 be a tuple such that
for each U € &, the coordinate by is a subset of CU with diam¢y (by) < k. The
tuple b is k-admissible if dy (by, Ty (X)) <« for all U € &. The k-admissible
tuple b is k-consistent if, whenever V h W,

min{dw (bw, pw), dv (by, pi} )} < k

and whenever V C W,

min{dyw (bw, py), diamey (by U oV} (bw))} < k.

In typical situations, where the maps my are uniformly coarsely surjective, up to
a uniform enlargement of E, all tuples are admissible, so verifying consistency
amounts to verifying the second condition.

Definition 1.18 (partial realization point). Given 6 > 0 and a «-consistent tuple I;,
we say that x € X' is a 0-partial realization point for {V;} C & if

(1) dy,(x, by,) <6 for all j,
(2) for all j, we have dy (x, ,0“,/") <6 forany V € & with V; C V, and
(3) for all W such that W h V; for some j, we have dy (x, pv‘f,j) <40.

Observe that if b is consistent and {V;} is a set of pairwise-orthogonal elements,
then partial realization (Definition 1.1.(8)) provides a partial realization point,
because of admissibility.
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1F. Levels. The following definition is very useful for proving statements about
hierarchically hyperbolic spaces inductively. Although it is natural, and sometimes
useful, to induct on complexity, it is often better to induct on the level:

Definition 1.19 (level). Let (X, &) be hierarchically hyperbolic. The level £y of
U € G is defined inductively as follows. If U is E-minimal then we say that its
level is 1. The element U has level k 41 if k is the maximal integer such that there
exists VCE U with £y =k and V £ U. Given U € G, for each £ > 0, let 6{, be
the set of V C U with £y — £y < € and let T, = &%, — &5

1G. Maps between hierarchically hyperbolic spaces.

Definition 1.20 (hieromorphism). Let (X, &) and (X', &) be hierarchically hyper-
bolic structures on the spaces X', X’ respectively. A hieromorphism, consists of a
map f : X — X, an injective map f< : & — &' preserving nesting, transversality,
and orthogonality, and, for each U € &, amap f*(U) : CU — C(f¥(U)) which
is a quasi-isometric embedding where the constants are uniform over all elements
of G and for which the following two diagrams coarsely commute (with uniform
constants) forall U, V e G withU = V or U th V:

X X’
ﬂul ) VoW
*(U
CU) ———— C(fW))
and P
CU ——— C(f°W))
rewy
p‘lfli ) ¢pf<><v>

CV ——— C(f(V))

where ,05 : CU — CV is the projection from Definition 1.1. As the functions
f, f*(U), and f< all have distinct domains, it is often clear from the context which
is the relevant map; in that case we periodically abuse notation slightly by dropping
the superscripts and just calling all of the maps f.

Definition 1.21 (automorphism, hierarchically hyperbolic group). An automor-
phism of the hierarchically hyperbolic space (X, &) is a hieromorphism f :
(X, 8) = (X, B) such that £ is bijective and each f*(U) is an isometry; hence
f X — X is a uniform quasi-isometry by the distance formula (Theorem 4.5).
Note that the composition of two automorphisms is again an automorphism.
We say that the automorphisms f, f’ are equivalent if f¢ = (f')* and f*(U) =
(fH)*(U) for each U € &. In particular, equivalent automorphisms give equiva-
lent quasi-isometries. Given an automorphism f, any quasi-inverse f of f is an
automorphism with £ = (f*)~! and each f*(U) = f*(U)~!. Hence the set of
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equivalence classes of automorphisms forms a group, the full automorphism group
of (X, G), denoted Aut(S).

The finitely generated group G is hierarchically hyperbolic if there exists a

hierarchically hyperbolic space (X, &) and an action G — Aut(S) so that the
uniform quasiaction of G on X is metrically proper and cobounded and & contains
finitely many G-orbits. Note that if G is hierarchically hyperbolic by virtue of its
action on the hierarchically hyperbolic space (X', &), then (G, G) is a hierarchically
hyperbolic structure with respect to any word-metric on G; for any U € & the
projection is the composition of the projection X — CU with a G-equivariant
quasi-isometry G — X. In this case, (G, &) (with the implicit hyperbolic spaces
and projections) is a hierarchically hyperbolic group structure.
Definition 1.22 (equivariant hieromorphism). Let (X', &) and (X’, ®') be hierar-
chically hyperbolic spaces and consider actions G — Aut(&) and G' — Aut(&').
For each g € G, let (fg, fgo, {f;‘(U)}) denote its image in Aut(&), and for each
g € G let (fy, [y, {f3(U))) denote its image in Aut(&'). Let ¢ : G — G’ be
a homomorphism. The hieromorphism (£, £, {f*(U)}) : (X, &) — (X’, &) is
¢-equivariant if for all g € G and U € &, we have f(f7(U)) = ff( o (fCW))
and the following diagram (uniformly) coarsely commutes:

cuU il - CFOWU))

fiU) -
i FHEW)) <>l f¢<<>g)(U))
Cf () - C(fY(fW)))

In this case, f : X — X’ is (uniformly) coarsely ¢-equivariant in the usual sense.
Also, we note for the reader that fg<> : 69, while ff(g) &9, and f©:6 - &,

2. Tools for studying hierarchically hyperbolic spaces

We now collect some basic consequences of the axioms that are used repeatedly
throughout the paper. However, this section need not all be read in advance. Indeed,
the reader should feel free to skip this section on a first reading and return to it later
when necessary. Throughout this section, we work in a hierarchically hyperbolic
space (X, ©).

2A. Handy basic consequences of the axioms.

Lemma 2.1 (“finite dimension”). Let (X, &) be a hierarchically hyperbolic space
of complexity n and let Uy, . . ., Uy € G be pairwise-orthogonal. Then k < n.

Proof. By Definition 1.1.(3), there exists W; € &, not CT-maximal, such that
Uy, ..., U T W;. Applying Definition 1.1.(3) inductively yields a sequence
Wit E Wi, E-..C W, C § of distinct elements, where S is C-maximal, so that
Ui—_1,..., U T W; for 1 <i <k—1. Hence k < n by Definition 1.1.(5). O
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Lemma 2.2. There exists x so that |&'| < x whenever &' C & does not contain a
pair of transverse elements.

Proof. Let & C & be a collection of pairwise nontransverse elements, and let
n be large enough that any collection of pairwise orthogonal (resp. pairwise C-
comparable) elements of G has cardinality at most n; the complexity provides such
an n, by Definition 1.1.(5) and Lemma 2.1. By Ramsey’s theorem, there exists N
so that if |&’| > N then &' contains a collection of elements, of cardinality at least
n + 1, whose elements are either pairwise orthogonal or pairwise C-comparable.
Hence, |&'| < N. O

Lemma 2.3 (consistency for pairs of points). Let x,y € X and V, W € & satisfy
VA Wanddy(x,y),dw(x, y) > 10E. Then, up to exchanging V and W, we have
dy(x, py) < E and dw (y, py) < E.

Proof. If dy (x, py) > E, then Definition 1.1.(4) implies dw (x, pj,) < E. Then,
either dy (y, pv‘{,) < 9E, in which case dw (x, y) < 10E, which is a contradiction,
ordw (y, ,ov‘f,) > E, in which case consistency implies that dy (y, p\v/V) <E. O

Corollary 2.4. For x,y,V, W as in Lemma 2.3, and any 7z € X, there exists U €
{V, W} such that dy (z, {x, y}) < 10E.

Proof. By Lemma 2.3, we may assume that dy (x, ,0\‘7), dw(y, pv‘f,) < E. Sup-
pose that dy (z, {x, y}) > 10E. Then dy(z, ,Ov‘{,) > 9E, so that, by consistency,
dv(z, py/) < E, whence dy (z, x) < 2E. O

The following is needed for Theorem 3.1 and in [Durham et al. 2017].

Lemma 2.5 (passing large projections up the C-lattice). For every C > 0 there
exists N with the following property. Let V € G, let x, y € X, and let {S,~}f.V:1 C Gy
be distinct and satisfy ds,(x, y) > E. Then there exists S € Sy and i so that S; = S
anddg(x,y) > C.

Proof. The proof is by induction on the level k of a C-minimal S € Gy into which
each §; is nested. The base case k =1 is empty.

Suppose that the statement holds for a given N = N (k) when the level of § is at
most k. Suppose further that |{S;}| > N(k+1) (where N (k + 1) is a constant much
larger than N (k) that will be determined shortly) and there exists a C-minimal
S € Gy of level k + 1 into which each S; is nested. There are two cases.

If des(x, y) > C, we are done. If not, then the large link axiom (Definition 1.1.(6))
yields K = K(C) and Ty, ..., Tk, each properly nested into S (and hence of
level less than k + 1), so that any given S; is nested into some 7;. In particular,
if N(k +1) > KN (k), there exists a j so that at least N (k) elements of {S;}
are nested into 7;. By the induction hypothesis and the finite complexity axiom
(Definition 1.1.(5)), we are done. O
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The next lemma is used in the proof of Proposition 4.12, on which the existence
of hierarchy paths (Theorem 4.4) relies. It is used again in Section 7 to construct
coarse media.

Lemma 2.6 (centers are consistent). There exists k with the following property. Let
x,y,z€ X. Let b= (bw)wees be such that by is a point in CW with the property
that there exists a geodesic triangle in CW with vertices in wy (x), Tw (), Tw (2)
each of whose sides contains a point within distance § of by. Then b is kc-consistent.

Proof. Recall that for w € {x, y, z} the tuple (wy(w))yees is E-consistent. Let
U, V € G be transverse. Then, by E-consistency, up to exchanging U and V and
substituting z for one of x, y, we have dy (x, pg), dv(y, pg) <E,sody(x,y)<3E
(recall that the diameter of ,o‘l,] is at most E). Since by lies at distance § from the
geodesic joining 7y (x), 7wy (y), we have dy (by, ,o‘l,]) < 3E + 6, whence the lemma
holds with k =3E + 4.

Suppose now U = V. If by is within distance 10E of ,o‘l,] , then we are done. Other-
wise, up to permuting x, y, z, any geodesic [my (x), wy (y)] is SE-far from ,03. By
consistency of (ww (x)), (mw(y)) and bounded geodesic image (Definition 1.1.(7)),
we have diamy (o (v (y)) Urty (y)) < E. diamy (o) (by Uty (y))) < 10E and
dy (x, y) < 10E. The first inequality and the definition of by imply dyy (by, y) <20E,
and taking into account the other inequalities, we get diamU(pl‘j (by)Uby) <100E.

Moreover, since mw (X) is K-quasiconvex, and by lies §-close to a geodesic
starting and ending in Ty (X), we see that by lies (K + §)-close to a point in
mw (X). Hence, provided our initial choice of E was sufficiently large in terms of
the constants from Definition 1.1, b is admissible. O

2B. Partially ordering sets of maximal relevant elements of S. In this subsection,
we describe a construction used several times in this paper, including in the proof of
realization (Theorem 3.1), in the construction of hierarchy paths (Theorem 4.4), and
in the proof of the distance formula (Theorem 4.5). We expect that this construction
will have numerous other applications, as is the case with the corresponding partial
ordering in the case of the mapping class group, see for example [Behrstock et al.
2012; Behrstock and Minsky 2011; Clay et al. 2012].

Fix x € X and a tuple b € [[ s 2™, where the U-coordinate by is a set of
diameter at most some fixed £ > 0. For example, b could be the tuple (wy (y)) for
some y € X.

In the remainder of this section, we choose « > 0 and require that b is k-consistent.
(Recall that if b is the tuple of projections of a point in X, then bis E -consistent.)

Definition 2.7 (relevant). First, fix & > 100 max{x, E}. Then U € G is relevant
(with respect to x, b, 0) if dy (x, by) > 6. Denote by Rel(x, b, 0) the set of relevant
elements.
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U
x [0\ 1y (x)
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Ty ()~ oy | @) < ) v O~ py
Ty (M\Of«——— Y

Figure 1. Heuristic picture of U < V (for b the coordinates of yEX,
for concreteness). The idea is that “on the way” from x to y one
“first encounters” U and is forced to change the projection from
Ty (x) oy, (y) ~ p,‘]/ . In doing so the projection to V is not affected.

Let Relpax(x, 1;, 0) be a subset of Rel(x, 1;, 0) whose elements are pairwise
C-incomparable (for example, they could all be C-maximal in Rel(x, l;, 0), or
they could all have the same level). Define a relation < on Relp,x(x, I;, 0) as
follows. Given U, V € Relpax(x, Z; 0),wehave U <V ifU=V orif UV and
dU(p[‘J/, by) < k. Figure 1 illustrates U < V.

Proposition 2.8. The relation < is a partial order. Moreover, either U,V are
=<-comparable or U LV.

Proof. Clearly < is reflexive. Antisymmetry follows from Lemma 2.9. Suppose
that U, V are <-incomparable. If U LV, we are done, and we cannot have U C V
or V C U, so suppose U rh V. Then, by <-incomparability of U, V, we have
dU(pU, by) > k and dv(pv,bv) > Kk, contradicting k- con51stency of b. This
proves the assertion that transverse elements of Relyax (x, b 0) are <-comparable.
Finally, transitivity follows from Lemma 2.10. U

Lemma 2.9. The relation < is antisymmetric.

Proof. fU <V and U # V, thendy (by, p )<K sody(x, pU)>0 —k>99% > E.
Then, dy (x, ,oV) < E, by consistency. Thus dy (by, pv) > K, and so, by definition
V AU. O

Lemma 2.10. The relation < is transitive.

Proof. Suppose that U <V < W. If U =V or V=W, then U < W, and
by Lemma 2.9, we cannot have U = W unless U = V = W. Hence suppose
U MV and dU(,oz,/, by) <k, while V. h W and dv(,o‘v,V, by) < k. By the definition
of Relax (x, l;, 0), we have dr (x, by) > 100« for T € {U, V, W}.

We first claim dy (pY/, py/) > 10E. Indeed, dy (by, p})) <«,sody(p};, x) > 90k,
whence dv(p‘[,] , X) < E <k by E-consistency of the tuple (77 (x)) 7. On the other
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hand, dV(p“f/, by) <k, so dv(pg, p“f/) > 10E as claimed. Hence, by Lemma 2.11,
we have U h W.

Since diam(im(ry)) > 100k — and notably, therefore, dy (x, by) > 100« and
bw € im(mry (X)) — partial realization (Definition 1.1.(8)) provides a € X satisfying
dw(a, (ol pyy}) = 10k.

We thus have dy (a, p[‘y ) < E by E-consistency of (r7(a))res, and the same
is true if we replace U with V. Hence dv(,o\l,] ,a) > E, so consistency implies
du(a, py) < E. Thus dy (o)), p))) < 2E. Thus dy(by, p}}) < 2E +« < 10k,
whence dy (x, plv]v) > 50k > E, sodw (x, ,ovl{,) < E by consistency and the fact that
U M W. It follows that dyw (b, pv({,) > 100k — E > «, so, again by consistency,
du by, py) <k,ie, U< W. O

Lemma 2.11. Let U, V, W € G be such that all of diam(im(wy)), diam(im(my)),
diam(im(rw)), and dv(pg, p“jv) are greater than 10E,and U MV, W M V. Sup-
pose moreover that U and W are CT-incomparable. Then U th W.

Proof. If U_LW, then by the partial realization axiom (Definition 1.1.(8)) and the
lower bound on diameters, there exists an E-partial realization point x for {U, W}
so that

du (g, %), dw(py, x) > E.

This contradicts consistency since dv(p‘lf , p“ﬁv ) > 10E; indeed, by consistency
dv(pg, x)<E, dv(,o“y, x)<E,li.e, dV(p‘[f, ,037) <2E.Hence U hW. O

2C. Coloring relevant elements. In this subsection, the key result is Lemma 2.14,
which we will apply in proving the existence of hierarchy paths in Section 4C.

Fix x, y € X. As above, let Rel(x, y, 100E) consist of those V € & for which
dy(x,y) > 100E. Recall that, given U € &, we denote by ‘Zf] the setof V € Gy
such that £y — €y = £. In particular, if V, V' e ‘I‘;] and VE V/ then V =V’. Let
Rel}, (x, y, 100E) = Rel(x, y, 100E) N T¢, the set of V C U so that dy (x, y) >
100E and EU — KV =/.

By Proposition 2.8, the relation < on Relf] (x,y, 100E) defined as follows is a
partial order: V < V' if either V. = V' or dy (y, ,03,//) <E.

Definition 2.12 (relevant graph). Denote by G the graph which has vertex-set
Rel‘f, (x,y,100E), with two vertices adjacent if and only if the corresponding
elements of Relf, (x,y, 100F) are orthogonal. Let G¢ denote the complementary
graph of G, i.e., the graph with the same vertices and edges corresponding to
=<-comparability.

The next lemma is an immediate consequence of Proposition 2.8:

Lemma 2.13. Elements of V, V' € Relf] (x,y, 100E) are adjacent in G if and only
if they are <-incomparable.
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Lemma 2.14 (coloring relevant elements). Let x be the maximal cardinality of a
set of pairwise orthogonal elements of Tf]. Then there exists a x -coloring of the set
of relevant elements of ‘I@ such that nontransverse elements have different colors.

Proof. Since each clique in G —i.e., each <-antichain in Relf/ (x,y, 100E) —has
cardinality at most x, [Dilworth 1950, Theorem 1.1] implies that G can be colored
with x colors in such a way that <-incomparable elements have different colors;
hence nontransverse elements have different colors. (|

Remark 2.15. The constant x provided by Lemma 2.14 is bounded by the com-
plexity of (X, &), by Lemma 2.2.

3. Realization of consistent tuples

The goal of this section is to prove Theorem 3.1. In this section we will work with
a fixed hierarchical space (X, &). We will use the concepts of consistency and
partial realization points; see Definitions 1.17 and 1.18.

Theorem 3.1 (realization of consistent tuples). For each k > 1 there exist 6,, 6, >0
such that the following holds. Leth e [Hwes 2°W be k-consistent; for each W, let
bw denote the CW -coordinate of b.

Then there exists x € X so that dw (by, Tw (x)) <6, for all CW € &. Moreover, x
is coarsely unique in the sense that the set of all x which satisfy dw (bw, Tw (x)) <6,
in each CW € &, has diameter at most 6,,.

Remark 3.2. In typical cases, where the 7y are uniformly coarsely surjective, the
admissibility part of the consistency hypothesis is satisfied automatically.

Proof of Theorem 3.1. The main task is to prove the following claim about a
Kk -consistent admissible tuple b:

Claim 1. Let {V;} be a family of pairwise-orthogonal elements of G, all of level at
most £. Then there exists 6, = 6,(¢, k) > 100Ek« and pairwise-orthogonal {U;}
such that

(1) each U; is nested into some V;,
(2) for each V; there exists some U; nested into it, and

(3) any E-partial realization point x for {U;} satisfies dy (bw, x) < 0, for each
W € & for which there exists j with W C V;.

Applying Claim 1 when £ = £, where S € G is the unique =-maximal element,
along with the partial realization axiom (Definition 1.1.(8)), completes the existence
proof, giving us a constant 6,. If x, y both have the desired property, then dy (x, y) <
20, 4+« for all V € G, whence the uniqueness axiom (Definition 1.1.(9)) ensures
that d(x, y) < 6,, for an appropriate 6,. Hence to prove the theorem it remains to
prove Claim 1, which we do now.
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The claim when ¢ = 1 follows from admissibility and the partial realization
axiom (Definition 1.1.(8)), so we assume that the claim holds for £ — 1 > 1, with
0.(¢ — 1, k) =0, and prove it for level £.

Reduction to the case |{V;}| = 1. It suffices to prove the claim in the case where
{V;} has a single element, V. To see this, note that once we prove the claim for each
V; separately, yielding a collection of pairwise-orthogonal sets {Ul.J C V;} with the
desired properties, then we take the union of these sets to obtain the claim for the
collection {V;}.

The case {V;} = {V}. Fix V € G so that £y = £. If for each x € X that satisfies
dy (x, by) < E we have dw (bw, x) < 100Exa for W € Gy, then the claim follows
with {U;} = {V}. Hence, we can suppose that this is not the case.

We are ready for the main argument, which is contained in Lemma 3.3 below.
We will construct {U;} incrementally, using Lemma 3.3, which essentially says that
either we are done at a certain stage or we can add new elements to {U;}.

We will say that the collection 4 of elements of Gy is fotally orthogonal if any
pair of distinct elements of 4l are orthogonal. Given a totally orthogonal family 4
we say that W € Gy is U-generic if there exists U € 4 so that W is not orthogonal
to U. Notice that no W is @-generic.

A totally orthogonal collection L C Gy is C-good if any E-partial realization
point x for 4 has the property that for each W € &y we have dy (x, by) < C.
(Notice that our goal is to find such $l.) A totally orthogonal collection  C Gy is
C-generically good if any E-partial realization point x for ${ has the property that
for each U-generic W € &y we have dy (x, by) < C (e.g., for & = @).

We can now quickly finish the proof of the claim using Lemma 3.3 about
extending generically good sets, which we state and prove below. Start with = &.
If 4 is C-good for C = 100Ek«, then we are done. Otherwise we can apply
Lemma 3.3 and get 4(; = &I’ as in the lemma. Inductively, if &I, is not 10" C-good,
we can apply the lemma and extend 41, to a new totally orthogonal set {,, 1. Since
there is a bound on the cardinality of totally orthogonal sets by Lemma 2.1, in finitely
many steps we necessarily get a good totally orthogonal set, and this concludes the
proof of the claim, and hence of the theorem. 4

Lemma 3.3. For every C > 100Ex« the following holds. Let l C Gy — {V'} be
totally orthogonal and C-generically good but not C-good. Then there exists a
totally orthogonal, 10C-generically good collection $\' C Sy with 4 C L.

Proof. Let xq be an E-partial realization point for 4 so that there exists some W C V
for which dw (bw, xo) > C.

The idea is to try to “move towards” b starting from xg, by looking at all relevant
ele£nents of Gy that lie between them and finding out which ones are the “closest”
to b.
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Let U max be the set of all W C V for which

(1) dw(bw, XQ) > C, and

(2) W isnot properly nested into any element of Sy satisfying the above inequality.

We now establish two facts about U ..

Applying Proposition 2.8 to partially order U,,.x. For U, U’ € Y., write
U=<U'ifeitherU=U"or U h U’ and dU(pg/, by) < 10Ek; this is a partial order
by Proposition 2.8, which also implies that if U, U’ € U« are transverse then they
are <-comparable. Hence any two <-maximal elements of U,,x are orthogonal,
and we denote by U’ __ the set of <-maximal (hence pairwise-orthogonal) elements
of U max.

Finiteness of 2U,,,x. We now show that |U,x| < co. By Lemma 2.2 and Ramsey’s
theorem, if U« was infinite then it would contain an infinite subset of pairwise
transverse elements, so, in order to conclude that |U .| < 00, it suffices to bound
the cardinality of a pairwise-transverse subset of .

Suppose that W) < - - - < Wy € Yo« are pairwise transverse. By partial realization
(Deﬁnition 1.1.(8)) and admissibility, there exists z € X such that dy, (z, bw,) < «
and dw, (,OW ,7) <o foreachi #s, and such that dy (z, ,OV’) < «. By consistency
of b and bounded geodesic image, pv " has to be within distance 10E« of a geodesic
in CV from xq to by. In particular dy (xo, z) <6, + 100Exka + 10Ek. Also, for
eachi #s,

max

dW,‘ (XO, Z) = dW,' (X(), bW,) - dW,‘ (bW,'a /0“/[/1//;) - dWi (p“}?//;a Z)
> 100Eka — 10Ex — o > 50Exka > 50E.

Indeed, dw, (bw,, pvvl‘,/:) <10E« since W; < W, while d, (,o‘v;,/f, z) <« by our choice
of z. Lemma 2.5 now provides the required bound on s.

Choosing Y. Since £y < £y for all U € U, ., by induction there exists a totally
orthogonal set {U;} so that any E-partial realization point x for {U;} satisfies
dr(br, x) <0, for each T € & nested into some U € Y, .. Let ' = {U;} ULL.

Choose such a partial realization point x and let W T V be l'-generic. Our goal
is to bound dw (x, bw), and we will consider four cases.

If there exists U € 4 that is not orthogonal to W, then we are done by hypothesis,
since any E-partial realization point for LI’ is also an E-partial realization point for 4L.

Hence, from now on, assume that W is orthogonal to each U € 4/, i.e., W is not
$1-generic.

If WE U for some U € U, then we are done by induction.

Suppose that W th U for some U € U, .. For each U; C U — and our induction

hypothesis implies that there is at least one such U; — we have dy (x, pvl{,i) <E
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since x is a partial realization point for {U;} and either U; T W or U; h W (since

W is {'-generic but not 4I-generic). The triangle inequality therefore yields
dw (x, bw) < E +dw (py/ . pip) + dw (bw. pfp).

By Definition 1.1.(4), dw (py/, pl) < E, and we will show that dw (bw, p) < 2C,
so that dyw (x, by) <2E +2C.
Suppose, for a contradiction, that dy (b, ,ovl{,) >2C. If dU(p(v]V, xo) < E, then

du(p/,by) > C —E >k,

by consistency, whence dW(,ovl{,, bw) < k, a contradiction.

On the other hand, if dU(p[V]V ,x0) > E, then dw (xg, pf,{,) < E by consistency.
Hence dw (xo, bw) > 2C — E. Hence there exists a C-maximal W’ # V with the
property that W & W' C V and dy(x9, by) > C (possibly W = W). Such a W’
is in YV pax by definition.

Since W th U, and W’ and U are C-incomparable, W' th U. Thus U and W' are
<-comparable, by Proposition 2.8. Since W’ £ U and U is <-maximal, we have
W' <U,i.e., dWr(bW/ ,OW,) < 10Ek. Since < is antisymmetric, by Lemma 2.9, we
have dy (by, pU "y > 10Ex. Since dU(pU , ,oU ") < E (from Definition 1.1.(4)), we
have dy (by, p; Y)>10Ex—E >k, since E > 1, so, by consistency, dyw (b, pW) <k,
a contradiction.

Finally, suppose U & W for some U € ¥, ... Then, by C-maximality of U, we
have dw (xo, bw) < C. Also, dw (x, ,oW) < E forany U; C U since x is a partial real-
ization point, so that dy (x, ,ovﬂ],) < 2E, since dW(p‘l{,, p‘[,{,i) < E by Definition 1.1.(4).
If dw (x, bw) > 2C, then we claim dy (xg, by) < 10E«k, a contradiction. Indeed, any
geodesic in CW from mw (xg) to by does not enter the E-neighborhood of ,OW By
bounded geodesic image, diamy (,oU (rw (x0)) U ,oU W(bw)) < E and by consistency,
d|amU(,oU (mw (x0)) Umy (xp)) < E and dlamU(p (bw)Uby) <k, and we obtain
the desired bound on dy (xg, by). This completes the proof of the lemma. O

4. Hierarchy paths and the distance formula

Throughout this section, fix a hierarchically hyperbolic space (X, G).

4A. Definition of hierarchy paths and statement of main theorems. Our goal is
to deduce the existence of hierarchy paths (Theorem 4.4) from the other axioms
and to prove the distance formula (Theorem 4.5).

Definition 4.1 (quasigeodesic, unparameterized quasigeodesic). In the metric space
M, a (D, D)-quasigeodesic is a (D, D)-quasi-isometric embedding f : [0, £] — M;
we allow f to be a coarse map, i.e., to send points in [0, €] to uniformly bounded sets
in M. A (coarse) map f : [0, ] — M is a (D, D)-unparameterized quasigeodesic
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if there exists a strictly increasing function g : [0, L] — [0, £] such that g(0) = £ (0),
gLy = fW,and fog:[0,L] - M is a (D, D)-quasigeodesic and for each
Jj €10, LINN, we have diamy (f(g(j) U f(g(j + 1)) < D.

Definition 4.2 (hierarchy path). For D > 1, a (not necessarily continuous) path
y .0, £] — X is a D-hierarchy path if

(1) y is a (D, D)-quasigeodesic,
(2) for each W € G, the path my o y is an unparameterized (D, D)-quasigeodesic.

Notation 4.3. Given A, B € R, we denote by {A}} p the quantity whichis Aif A> B
and 0 otherwise. Given C, D, we write A <¢ p B to mean C'"A—-D<B<CA+D.

Theorem 4.4 (existence of hierarchy paths). Let (X, &) be hierarchically hyper-
bolic. Then there exists Do such that any x, y € X are joined by a Dy-hierarchy
path.

Theorem 4.5 (distance formula). Let (X, &) be hierarchically hyperbolic. Then
there exists so such that for all s > sq there exist constants K, C such that for all
x,yedk,
dx(x. ) =<k.0) Y {dw(x. »Ys.
We6

The proofs of the above two theorems are intertwined, and we give the proof
immediately below. This relies on several lemmas, namely Lemma 4.11, proved in
Section 4C, and Lemmas 4.19 and 4.18, proved in Section 4D.

Proof of Theorems 4.4 and 4.5. The lower bound demanded by Theorem 4.5 is
given by Lemma 4.19 below. By Lemmas 4.11 and 4.18, there is a monotone path
(see Definition 4.8) whose length realizes the upper bound on dx (x, y), and the
same holds for any subpath of this path, which is therefore a hierarchy path, proving
Theorem 4.4 and completing the proof of Theorem 4.5. U

4B. Good and proper paths: definitions. We now define various types of (non-
continuous) paths in X’ that will appear on the way to hierarchy paths.

Definition 4.6 (discrete path). A K-discrete path isamap y : [ — X, where [ is
an interval in Z and dx(y (i), y (i + 1)) < K whenever i, i + 1 € I. The length |«|
of a discrete path « is max I — min /.

Definition 4.7 (efficient path). A discrete path o with endpoints x, y is K -efficient
if la| < Kdx(x, y).

Definition 4.8 (monotone path). Given U € G, a K -discrete path « and a constant L,
we say that « is L-monotone in U if whenever i < j we have dy («(0), a(i)) <
dy(@(0), «(j)) + L. A path which is L-monotone in U for all U € & is said to be
L-monotone.



HHS II: COMBINATION THEOREMS AND THE DISTANCE FORMULA 287

Definition 4.9 (good path). A K-discrete path that is L-monotone in U is said to
be (K, L)-good for U. Given &’ C &, a path « that is (K, L)-good for each V € &’
is (K, L)-good for &'.

Definition 4.10 (proper path). A discrete path « : {0, ..., n} — X is (r, K)-proper
iffor0<i<n—1,wehavedy(ax(@),x(i+1))e[r,r+K]anddy(ax(n—1), a(n)) <
r + K. Observe that (r, K)-properness is preserved by passing to subpaths.

4C. Good and proper paths: existence. Our goal in this subsection is to join
points in X with proper paths, i.e., to prove Lemma 4.11. This relies on the much
more complicated Proposition 4.12, which produces good paths (which are then
easily made proper).

Lemma 4.11. There exists K so that for any r > 0, any x,y € X are joined by a
K -monotone, (r, K)-proper discrete path.

Proof. Let ag : {0, ..., no} - X be a K-monotone, K-discrete path joining x, y,
which exists by Proposition 4.12. We modify ¢ to obtain the desired path in the
following way. Let jo = 0 and, proceeding inductively, let j; be the minimal j <n
such that either d y (oo (ji_1), oo (j)) € [r, r + K] or j =n. Let m be minimal so that
Jm=nanddefine o :{0, ..., m} — X by a(j) =ap(ij). The path « is (r, K)-proper
by construction; it is easily checked that K-monotonicity is not affected by the
above modification; the new path is again discrete, although for a larger discreteness
constant. ([

It remains to establish the following proposition, whose proof is postponed until
the end of this section, after several preliminary statements have been obtained.

Proposition 4.12. There exists K so that any x,y € X are joined by path that is
(K, K)-good for each U € G.

Definition 4.13 (hull of a pair of points). For each x,y € X, 6 > 0, let Hp(x, y)
be the set of all p € X so that, for each W € G, the set mw (p) lies at distance at
most 6 from a geodesic in CW joining mw (x) to mw (y). Note that x, y € Hg(x, y).

Remark 4.14. The notion of a hull is generalized in Section 6 to hulls of arbitrary
finite sets, but we require only the version for pairs of points in this section.

Lemma 4.15 (retraction onto hulls). There exist 6, K > 0 such that, for each
x,y € X, there exists a (K, K)-coarsely Lipschitz map r : X — Hy(x, y) that
restricts to the identity on Hg(x, y).

Proof. Let k be the constant from Lemma 2.6, let 6, be chosen as in the realization
theorem (Theorem 3.1), and let p € X — Hy,(x, y). Define a tuple b = (b{f‘,) €
HWGG 2€W 5o that b{;, is on a geodesic in CW from sy (x) to w (y) and is within
distance ¢ of the other two sides of a triangle with vertices in Ty (x), Tw (y), Tw (p).
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By Lemma 2.6, this is a consistent tuple. Hence, by the realization theorem
(Theorem 3.1), there exists r(p) € Hy,(x, y) so that dw (mw (r(p)), bﬁ,) <86,. For
p € Hy,(x,y), letr(p) = p.

To see that r is coarsely Lipschitz, it suffices to bound dx (r(p), r(¢g)) when
p.q € X satisfy dx(p, ¢) < 1. For such p, ¢ we have dw (b}, b?,) < 100E, so
that Theorem 3.1 implies dx (r(p), r(g)) < 6,(100E), as required. ]

Corollary 4.16. There exist 6, K > 0 such that, for each x, y € X, there exists a
K -discrete and K -efficient path that lies in Hy(x, y) and joins x to y.

Proof. We can assume that d y(x, y) > 1. Since X is a quasigeodesic space, there
exists C = C(X) > 1 and a (C, C)-quasi-isometric embedding y : [0, L] — X
with y(0) = x,y(L) = y. Let p be the path obtained by restricting r o y :
[0, L] — Hg(x, y) to [0, L]NN, where r is the retraction obtained in Lemma 4.15.
Then dx(p (i), p(i + 1)) < 10K C since r is (K, K)-coarsely Lipschitz and y is
(C, C)-coarsely Lipschitz, i.e., p is 10K C-discrete. Finally, p is efficient because
L <Cdy(x,y)+C <2Cdx(x,y). O

The efficiency part of the corollary is used in Lemma 4.19.

4C1. Producing good paths. We will need the following lemma, which is a special
case of Proposition 6.4.(2). We give a proof in the interest of a self-contained
exposition.

Lemma 4.17. For any 6y there exists a constant 6 such that for every x, y € X and
every x', y' € Hp,(x,y), we have Hg,(x", y') € Hyp(x, y).

Proof. For any z € Hy,(x’, y') and W € & the projection my (z) lies 2(8 + 6p)-close
to a geodesic in CW from mw (x) to ww (y), by a thin quadrilateral argument. [

We now prove the main proposition of this subsection.

Proof of Proposition 4.12. Recall that, for £ > 0 and U € G, the set 6{, consists
of those V € &y with £y — £y < £, and that ‘Zf/ consists of those V € Gy with
Ly —Ly =L

We prove by induction on £ that there exist 8, K such that forany £ >0, x, ye X
and U € G, there is a path « in Hy(x, y) connecting x to y such that « is (K, K)-
good for Gf]. It then follows that for any x, y € &, there exists a path & in Hy (x, y)
connecting x to y such that @ is (K, K)-good for G; this latter statement directly
implies the proposition.

For a, b € X, denote by [a, b]y a geodesic in CW from my (a) to mw (b). Fix
U e6.

The case £ = 0. In this case, 6% = {U}. By Corollary 4.16, there exist 6y, K and
a K-discrete, K -efficient path oz6 {0, ..., k} — Hg,(x, y) joining x to y.
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o) (tjf)

<«~x (1) y—

Figure 2. This shows part of o, in X’ (top) and its projection
to U (bottom). The point #; is an omen, as witnessed by the point
marked with a square. Inserting the dashed path $;, and deleting
the corresponding subpath of «), makes ¢; cease to be an omen.

Similarly, for each x’, y' € Hy,(x, y) there exists a K -discrete path S contained
in Hy,(x’, ¥'), joining x’ to y’, and recall that Hy,(x', y) is contained in Hy(x, y)
for a suitable 6 in view of Lemma 4.17.

We use the term straight path to refer to a path, such as §, which foreach V € &
projects uniformly close to a geodesic of C(V).

We now fix U € G, and, using the observation in the last paragraph explain how
to modify oz(/) to obtain a K -discrete path «g in Hy(x, y) that is K-monotone in U
the construction will rely on replacing problematic subpaths with straight paths.

Apointt €{0, ..., k} is a U-omen if there exists ¢’ > ¢ so that dy (¢, (0), o, (¢)) >
du (2((0), a)(t")) + SKE. If o has no U-omens, then we can take op = ), s0
suppose that there is a U-omen and let o be the minimal U-omen, and let 7; > 9 be
maximal so that dy (a(0), ety (f0)) > du (et (0), ety (). Inductively define ¢; to be
the minimal U-omen with 7; > t;._ 1» if such #; exists; and when 7; exists, we define t.;'
to be maximal in {0, . .., k} satisfying dy (o((0), ot (7)) > dy (,(0), a(’)(tjf)). For
each j >0, let fo = a(#;) and let yj/. = oz(/)(tjf). See Figure 2.

For each j, there exists a K -discrete path §; which lies in Hy, (x}, y}) C Hy(x,y)
and is a straight path from x; to y;. Let oo be obtained from o, by replacing each
a{)([tj, t]f]) with ;. Clearly, oo connects x to y, is K-discrete, and is contained in
Hy(x, y). For each j we have that diam¢y (8;) < dU(x;., y}) +26,.

Notice that dU(x}, y}) < 2KE + 106p. In fact, since ,(0), o (1)), oz(/)(t]f) lie 6y-
close to a common geodesic and dy (et (0), ety (7)) = dy (a(0), e (t/’ )), we would
otherwise have

du (a(0), g (1)) — duy (e (0), g (t))) = dy (x, ¥;) — 560 > 2KE + 6.

However, dy (a((t)), o (t; + 1)) < 2KE because of K -discreteness and the pro-
jection map to CU being E-coarsely Lipschitz. Hence, the inequality above implies

du ((0), a(t))) > du ((0), o (t))) + 2KE > dys (e (1)), e (1 + 1)),
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which contradicts the maximality of tJf. (Notice tjf = k, and hence tJf +1€{0,...,k}
because dy («,(0), ozé(tjf)) + 6o < dy (e (0), oy (1)) < du ((,(0), (k) +6p.)

In particular, we get diamey (B;) < 2KE + 126, and it is then easy to check ay is
max{5KE, 2KE+ 126y }-monotone in U. Replacing K with max{5KE, 2KE+ 126},
we thus have a K-discrete path «g C Hyp(x, y) that joins x, y and is K-monotone
inU.

We now proceed to the inductive step. Specifically, we fix £ > 0 and we assume
there exist 6,4, K such that there is a path « in Hy, ,(x, y) connecting x to y such
that « is (K, K)-good for (‘Sfj_l.

The coloring. For short, we will say that V € & is A-relevant if dy (x, y) > A; see
Definition 2.7. Notice that to prove that a path in Hg(x, y) is monotone, it suffices
to restrict our attention to only those W € & which are, say, 10KE-relevant.

By Lemma 2.14, there exists y > 0, bounded by the complexity of X', and a
x-coloring ¢ of the 10KE-relevant elements of ‘If, such that ¢(V) = ¢(V’) only
if V. h V', In other words, the set of 10KE-relevant elements of Tz has the form
|_|X_0 ¢~ (i), where ¢~1(i) is a set of pairwise-transverse relevant elements of T},

Induction hypothesis. Given p < x — 1, assume by induction (on ¢ and p)
that there exist 6, > 6inq, K, > K, independent of x, y, U, and a path «, :
{0,...,k} > Hy, (x,y), joining x, y, that is (K, K ,)-good for |_|p 0C ~1() and
good for 65Z h

Resolving backtracks in the next color. Let 6, be provided by Lemma 4.17
with input 6,. We will modify «, to construct a K, -discrete path o), in
Hy,,, (x y), for some K,;1 > K, that joins x,y and is (K1, K,41)-good
in |_|p _l(l)UGE !

Notice that we can restrict our attention to the set C,, 4 of 100(K , E+6,,)-relevant
elements of cfl(p +1).

Apointt €{0, ..., k}isa (p+1)-omen if there exist V € C,41 and ¢’ > ¢ so that
dy (0 (0), (1)) > dy (ap(0), ap(t')) + 5K, E. If ) has no (p + 1)-omens, then
we can take @41 = «p, since «, is good in each V with ¢(V) < p + 1. Therefore,
suppose that there is a (p + 1)-omen and let 7y be the minimal (p + 1)-omen,
witnessed by Vp € Cpy1. We can assume that 7y satisfies dy, ({x, y}, a,(t)) >
10K ,E. Let t > to be maximal so that dy, (e, (0), &t (0)) > dy; (,(0), 0, (7).
In particular dy, (y, «, (#))) > 10E.

Let x{=0ao(t) and yj=ao(z)). Inductively, define #; as the minimal (p+-1)-omen,
witnessed by V; € Cpy1, with #; > t _. if such #; exists and let t be maximal so that
dy, (@, (0), ap(t)) > dy, (ozp(O),ocp(t )) and dy, (y,ap(t )) > IOE We can assume
that #; satisfies dy, ({x, y}, &, () > 10K, E. Also, let xj’. =a,(tj), yj’. =ozp(tjf).

Let B; be a path in Hy, (x}, y}) joining x} to y; thatis (K, K )-good for each
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Figure 3. The situation in CW.

relevant V with ¢(V) < p and each relevant V € 6{,‘1. Such paths can be con-
structed by induction. By Lemma 4.17, B; lies in Hy,, (x, y). Let o1 be obtained
from o, by replacing each «, ({¢}, ..., tJf}) with B;. Clearly, a1 connects x to y,
is K -discrete, and is contained in Hp,, (x, y).

We observe that the same argument as in the case £ = 0 gives dy, (x}, y}) <
2K,E +1006,.

Verification that o, is good for current colors We next check that each g;
is 103(K E +0,)-monotone in each W € |_| _+01 ¢~ 1(i). We have to consider the
following cases. (We can and shall assume below W is 100(K , E + 6,,)-relevant.)

o« If WE V;, then W =V}, since Ly = Evj. Since the projections on CW of
the endpoints of the straight path 8; coarsely coincide, B; is (2K, E +120,)-
monotone in W. (See the case £ =0.)

* Suppose V; = W. We claim that the projections of the endpoints of f; lie at a
uniformly bounded distance in CW.
We claim that ,0“,/‘;/ has to be E-close to either [x, x]/.]W or [y]/., vlw. In fact,
if this was not the case, we would have

dy, (x, y) < dy;(x, xJ/-) —f—dvj(x]/', y}) +dvj(yjl~, y) <2E +2K,E +100,,

where we applied bounded geodesic image (Definition 1.1.(7)) to the first and
last terms.

This is a contradiction with V; being 100(K , E + 6,,)-relevant.

Suppose for a contradiction that dW(x y]) > 500(K,E +6,). Suppose
first that p“:} is E-close to [x, X; Tw- Then by monotonicity, uf is E-far
from [« (t ), ylw. By the bounded geodesic image axiom, this contradicts
dv (v, ap(t )) > 10E. If instead ,OW is E-close to [y vlw, then by bounded
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geodesic image we have dvj (x,ap(tj)) < E, contradicting that ; is an omen
witnessed by V;. See Figure 3.

Hence dW(xJ’., y]/.) < 500(K,E +6,) and B; is 103(KpE + 6,)-monotone

in W.

 Suppose W rh V;. We again claim that the projections of the endpoints of
B; are uniformly close in CW, by showing that they both coarsely coincide
with ,oW Since V; is releva‘ht either dy; (x, Py, WYy>E or dv, (v, py ) > E.
Thus, by consistency, dw(py, {x,y}) < E. Suppose for a contradlctlon
that dW(x yj 1) > 100(K , E 4+ 6,,). We consider separately the cases where

4

dw (x, pW) < E and dy (y, pW) <E.

First, suppose that dy (x, pW) < E. Then dW(y pW) > 10K,E—E > E,
so by con31stency‘,/dV, (y, Py, Wy< EIf dvv’ (x, {x! y]}) >E, then consistency
implies dW( s ow) < E and dW(yJ, pw) < E, whence dW(x y]) <2E,a
contradiction If dy; (x, { .Y ’}) < E, then since dvj(x yj) < 2K E +1006,,
we have dvj(x, x}) < SK,,E + 100,; contradicting that, dvj (x, x"/.) > 5K,E,
since 7; was a (p + 1)—omen witnessed by V;.

Second, suppose dw (y, pv‘f,j) < E. Then by relevance of W and consis-
tency, dy; (x, p“f/) < E. As above, we have dy, (x/ x)>5K,E +106,, so
dy, (x, {x y]}) > K,E > 3E (s1nce dv(x y) < 2K,E + 106, and we
may assume K, > 3) so dy, (,0 X y]}) > E. Thus by cons1stency,
nW(x ), rrW(yj) both lie at dlstance at most E from ,oW, so dw (x/ y]) <3E.

« Finally, suppose that W _LV;. Then either c(W) < c¢(V;) and B; is K p-monotone
in W, or W is irrelevant.

Hence, each B; is 103(KPE + 60,,)-monotone in each W € c1qo, ..., p+1)).
Moreover, our above choice of B; ensures that §; is K ,-monotone in each V € ij_l.

Verification that «,,; is monotone. Suppose that there exist 7,7 such that
t < t" and dy(0p41(0), @py1(2)) > dy(p41(0), apr1 () + 104(K1,E +6,) for
some V ec ({0, ..., p+1HhU 6@*1. We can assume ¢, t" & U; (¢;, tl./). Indeed, if
t € (t;, t)) (respectively, ¢’ € (1, t]f )), then since all B,, are 103 (K »E 4 6,,)-monotone,
we can replace ¢ with ¢/ (respectively, " with ;). After such a replacement, we still
have dy (@p+1(0), @ps1 (1) > dy (@p41(0), @ps1 (1)) + 5K, E.

Let i be maximal so that ¢/ <t (or let i = —1 if no such ¢/ exists). By definition of
ti+1, we have f; 1 < t, and hence #; = ¢. But then #/ | > #', which is not the case.

Conclusion. Continue this procedure as long as p < x, to produce a path «, which
is (K, K)—good for Gf/. In particular, when U = § is E-maximal and ¢ is the
length of a maximal C-chain, the proposition follows. O

4D. Upper and lower distance bounds. We now state and prove the remaining
lemmas needed to complete the proof of Theorems 4.4 and 4.5.
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Lemma 4.18 (upper bound). For every K, s there exists r with the following
property. Let a : {0, ...,n} — X be a K-monotone, (r, K)-proper discrete path
connecting x to y. Then

el — 1< ) fidw(x. »))s.
We6
Proof. Let r =r(K, E, s) be large enough that, for any a, b € X, if dx(a, b) > r,
then there exists W € & so that dy(a, b) > 100KEs. This r is provided by
Definition 1.1.(9).
For 0 < j <n—1, choose V; € G so that dvj (x(j),a(j+ 1)) = 100KEs. By
monotonicity of « in V;, for any j' > j we have

dv; (@(0), «(j)) = dv; (@(0), a(j)) + S0KEs.

It follows by induction on j <n that ), s{{dw («(0), «(j)}}s = min{j,n—1}. O

Lemma 4.19 (lower bound). There exists so such that for all s > s, there exists C
with the following property.

drt, 0 = = Y ldw e, vl
We6
Proof. From Corollary 4.16, we obtain a K -discrete path « : {0, n} — X joining x, y
and having the property that the (coarse) path 7y o : {0, ..., n} — CV lies in the
K -neighborhood of a geodesic from my (x) to 7wy (y). Moreover, « is K -efficient,
by the same corollary.

Fix so > 10°KE. A checkpoint for x, yin V € G isaball Q in CV so that 7y o«
intersects Q and dy ({x, y}, Q) > 10KE + 1. Note that any ball of radius 10KE
centered on a geodesic from my (x) to wy (y) is a checkpoint for x, y in V, provided
it is sufficiently far from {x, y}.

For each V e Rel(x, y, 103KE), choose a set €y of [dy (x, y)/10] checkpoints
for x, y in V, subject to the requirement that dy (C;, C») > 10KE for all distinct
C,Cy € €y. For each V € Rel(x, y, 10°KE), we have 10|€y| > dy (x, y), SO

Cy| > L dw(x, .
V;| T %6{{ w6 )

Each j € {0, ..., n} is a door if there exists V € Rel(x, y, 10°KE) and C € Cy
such that wy (@ (j)) € C but wy (a(j — 1)) € C. The multiplicity of a door j is the
cardinality of the set M(j) of V € Rel(x, y, 103KE) for which there exists C € €y
with 7wy (x(j)) € C and wy (a(j — 1)) € C. Since Cy is a set of pairwise-disjoint
checkpoints, j is a door for at most one element of €y, for each V. Hence the
multiplicity of j is precisely the total number of checkpoints in Uy crei(x, y, 103k5) €V
for which j is a door.
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We claim that the set M(j) does not contain a pair of transverse elements.
Indeed, suppose that U, V € M(j), satisfy U m V. Let Qy € €y, Qu € €y be the
checkpoints containing wy (x(j)), my (@ (j)) respectively, so that

dy(a (), {x, y}, dv(a(j), {x, y}) > 10KE +1 > 10E,

contradicting Corollary 2.4. Lemma 2.2 thus gives |[My| < x. Now, |¢| is at
least the number of doors in {0, ..., n}, whence |a| > % Y ves |€y]. Since « is
K -efficient, we obtain

Z{dw<x Mo

For s > 50, > wealidw(x, M <D wesldw(x, ¥) iy, so the claim follows. [

5. Hierarchical quasiconvexity and gates

We now introduce the notion of hierarchical quasiconvexity, which is essential for
the discussion of product regions, the combination theorem of Section 8, and in
[Durham et al. 2017].

Definition 5.1 (hierarchical quasiconvexity). Let (X', &) be a hierarchically hyper-
bolic space. Then Y CX is k-hierarchically quasiconvex for some k : [0, o0) — [0, 00),
if the following hold:

(1) For all U € G, the projection () is a k(0)-quasiconvex subspace of the
8-hyperbolic space CU.

(2) For all ¥k > 0 and k-consistent tuples be [Tyes 2¢U with by  my () for all
U € G, each point x € X for which dy (;ry (x), by) < 6.(k) (where 6, (k) is
as in Theorem 3.1) satisfies d(x, V) < k(k).

Remark 5.2. Note that condition (2) in the above definition is equivalent to: For
each k > 0 and every x € X for which dy (my (x), my (V) <« forall U € G, the
point x has the property that d(x, V) < k(k).

Lemma 5.3. For each Q there exists k so that the following holds. Let Y C X be
such that wy () is Q-quasiconvex for each V € &. Let x € X and, for each'V € S,
let py € wy () satisfy dy (x, py) <dy(x,Y)+ 1. Then (py) is k-consistent.

Proof. For each V, choose yy € ) so that my (yy) = py.

Suppose that V. W or V C W. By Lemma 2.6 and Theorem 3.1, there
exists z € X so that for all U € &, the projection 7y (z) lies C-close to each of
the geodesics [y (x), wy (yv)], [y (x), my (yw)], and [y (yw), wy (yv)], where
C depends on X. Hence dy(py, z) and dw(pw, z) are uniformly bounded, by
quasiconvexity of wy () and mw ()).
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Suppose that V th W. Since the tuple (;ry(z)) is consistent, either yy lies uni-
formly closein CV to p“y , or the same holds with V and W interchanged, as required.
Suppose that V = W. Suppose that dw (pw, pv‘f,) is sufficiently large, so that we have
to bound diamy (p“;v(pW)UpV). Since dw (z, pw) is uniformly bounded, dy (z, pv‘f,)
is sufficiently large that consistency ensures that diamv(,o“;v (mw (2)) Umy (2)) is
uniformly bounded. Since any geodesic from pyw to z lies far from Pv‘{/’ the sets
p‘v,V (mw(2)) and ,037 (pv) coarsely coincide. Since wy (z) coarsely coincides with
pv by construction of z, we have the required bound. Hence the tuple with V-
coordinate py is k-consistent for uniform «. ([l

Definition 5.4 (gate). A coarsely Lipschitz map gy : X — ) is called a gate map
if for each x € X it satisfies: gy(x) is a point y € ) such that for all V € &,
the set y (y) (uniformly) coarsely coincides with the projection of 7y (x) to the
k(0)-quasiconvex set y())). The point g(x) is called the gate of x in Y. The
uniqueness axiom implies that when such a map exists it is coarsely well-defined.

We first establish that, as should be the case for a (quasi)convexity property,
one can coarsely project to hierarchically quasiconvex subspaces. The next lemma
shows that gates exist for k-hierarchically quasiconvex subsets.

Lemma 5.5 (existence of coarse gates). If Y C X is k-hierarchically quasiconvex
and nonempty, then there exists a gate map for Y, i.e., for each x € X there exists
y € Y such that for all V € G, the set vy (y) (uniformly) coarsely coincides with
the projection of mwy (x) to the k(0)-quasiconvex set wy ()).

Proof. For each V € G, let py € wy () satisfy dy (x, py) <dy(x,Y)+ 1. Then
(pv) is k-consistent for some « independent of x by Lemma 5.3. (Note that (p,)
is admissible by construction.)

Theorem 3.1 and the definition of hierarchical quasiconvexity combine to supply
y" € Nk (Y) with the desired projections to all V € &; this point lies at distance
k(x) from some y € ) with the desired property.

We now check that this map is coarsely Lipschitz. Let xg, x, € X be joined
by a uniform quasigeodesic y. By sampling y, we obtain a discrete path y’ :
{0,...,n} = X such that dx(y'(i),y'(i + 1)) < K for0 <i <n — 1, where K
depends only on X, and such that y’(0) = x¢, y'(n) = x,,. Observe that

n—1

dx(gy(x0). gy (an)) < Y da(gy (¥ (). gy (v + 1)),

i=0
so it suffices to exhibit C such that d v (gy(x), gy(x’)) < C whenever dy (x, x") <
K. But if dy(x,x) < K, then each dy(x, x’) < K’ for some uniform K’, by
Definition 1.1.(1), whence the claim follows from the fact that each CU — ()
is coarsely Lipschitz (with constant depending only on é and k(0)) along with the
uniqueness axiom (Definition 1.1.(9)). ([l
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5A. Hierarchically quasiconvex subspaces are hierarchically hyperbolic.

Proposition 5.6. Let Y C X be a hierarchically k-quasiconvex subset of the hierar-
chically hyperbolic space (X, S). Then (), d) is a hierarchically hyperbolic space,
where d is the metric inherited from X.

Proof. There exists K so that any two points in ) are joined by a uniform quasi-
geodesic. Indeed, any two points in Y are joined by a hierarchy path in X', which
must lie uniformly close to V.

We now define a hierarchically hyperbolic structure. For each U, let ry :
CU — my (YY) be the coarse projection, which exists by quasiconvexity. The index
set is &, and the associated hyperbolic spaces are the various CU. For each U,
define a projection 7}, : —CU by 7}, = ry o my, and for each nonorthogonal
pair U, V € G, the corresponding relative projection CU — CV is given by ry o ,o‘L,/ .
All of the requirements of Definition 1.1 involving only the various relations on &
are obviously satisfied, since we have only modified the projections. The consistency
inequalities continue to hold since each ry is uniformly coarsely Lipschitz. The same
is true for bounded geodesic image and the large link lemma. Partial realization holds
by applying the map gy to points constructed using partial realization in (X, &). UJ

Remark 5.7 (alternative hierarchically hyperbolic structures). In the above proof,
one can replace each CU by a thickening CUy of wyy(Y) (this set is quasiconvex;
the thickening is to make a hyperbolic geodesic space). This yields a hierarchically
hyperbolic structure with coarsely surjective projections.

5B. Standard product regions. In this section, we describe a class of hierarchically
quasiconvex subspaces called standard product regions that will be useful in future
applications. We first recall a construction from [Behrstock et al. 2017b, Section 13].

Definition 5.8 (nested partial tuple). Recall Gy ={V € &: V E U}. Fix k > kg
and let Fy be the set of k-consistent tuples in [ ]y g, 2°".

Definition 5.9 (orthogonal partial tuple). Let Gll, ={Ve&:VLU}U{A}, where
A is a C-minimal element A such that V T A for all V_LU. Fix k > kg, let Ey be
the set of x-consistent tuples in [Ty cg1 (4,27

Construction 5.10 (product regions in X’). Given X and U € G, there is a coarsely
well-defined map ¢y : Fy x Ey — X, with hierarchically quasiconvex image, that
restricts to coarsely well-defined maps ¢=: Fyy — X and ¢ : E;y — X. Indeed, for
each (@, b) € Fyy x Ey, and each V € &, define the coordinate (py(a, b))y as fol-
lows. If V C U, then (¢y (@, b))y =ay. If VLU, then (¢y @, b))y =by. If VA U,
then (¢y @, b))y = pY. Finally, if UC V,and U # V, let (¢y (@, b))y = oy
We now verify that the tuple ¢y (a, l;) is consistent. If W,V € &, and either
V or W is transverse to U, then the consistency inequality involving W and V is
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satisfied in view of Proposition 1.8. The same holds if U & W or U C V. Hence,
it remains to consider the cases where V and W are each either nested into or
orthogonal to U: if V, W C U or V, W_LU then consistency holds by assumption;
otherwise, up to reversing the roles of V and W we have V C U and W_LU, in
which case V LW and there is nothing to check. Theorem 3.1 thus supplies the map
¢u : Fy x Ey — X. Fixing any e € Ey yields a map ¢= : Fy x {e} — X, and
¢~ is defined analogously. Note that these maps depend on choices of basepoints
in EU, FU.

Where it will not introduce confusion (e.g., where the basepoints are understood
or immaterial), we abuse notation and regard Fy, Ey as subspaces of X, i.e.,
Fy =im¢=, Ey =im¢™ .

Proposition 5.11. When Ey, Fy C X are endowed with the subspace metric d,
the spaces (Fy, Sy) and (Ey, 6%]) are hierarchically hyperbolic; if U is not
C-maximal, then their complexity is strictly less than that of (X, &). Moreover, ¢=
and ¢+ determine hieromorphisms (Fy, Sy), (Ey, 65) — (X, 6).

Proof. For each V C U or V_LU, the associated hyperbolic space CV is exactly
the one used in the hierarchically hyperbolic structure (X, &). For A, use an
appropriate thickening C* A of 74 (im ¢) to a hyperbolic geodesic space. All of the
projections Fy — CV, Ve Gy and Ey — CV,V € 6$ are as in (X, ©) (for A,
compose with a quasi-isometry w4 (im ) — C*A). Observe that (Fy, &) and
(Ey, 65) are hierarchically hyperbolic (this can be seen using a simple version
of the proof of Proposition 5.6). If U is not C-maximal in &, then neither is A,
whence the claim about complexity.

The hieromorphisms are defined by the inclusions Gy, 6%, — & and, for each
VeGGyu 65, the identity CV — CV, unless V = A, in which case we use
C*A — ma(im¢t) < CA. These give hieromorphisms by definition. O

Remark 5.12 (dependence on A). Note that A need not be the unique C-minimal
element of & into which each V LU is nested; the axioms don’t require uniqueness
of such E-minimal elements. Observe that Ey (as a set and as a subspace of X)
is defined independently of the choice of A. It is the hierarchically hyperbolic
structure from Proposition 5.11 that a priori depends on A. However, note that
A IZ U, since there exists V C A with V_LU, and we cannothave VC U and V LU
simultaneously. Likewise, A £ U by definition. Finally, if U C A, then the axioms
guarantee the existence of B, properly nested into A, into which each V_LU is
nested, contradicting C-minimality of A. Hence U h A. It follows that w4 (Ey)
is bounded — it coarsely coincides with ,of(. Thus the hierarchically hyperbolic
structure on Ey, and the hieromorphism structure of ¢, is actually essentially
canonical: we can take the hyperbolic space associated to the C-maximal element
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to be a point, whose image in each of the possible choices of A must coarsely
coincide with ,o/g].

Remark 5.13 (orthogonality and product regions). If U LV, thenwehave Fy C Ey
and Fy C Ey, so there is a hierarchically quasiconvex map ¢5 X ¢>5 FyxFy—>X
extending to ¢LE, X ¢(¢/ and ¢¢ X d)%.

Remark 5.14. Since Fy, Ey are hierarchically quasiconvex spaces, Definition 5.4
provides coarse gates g, : X — Fy and gg, : ¥ — Ey. These are coarsely the
same as the following maps: given x € X, let X be the tuple defined by xy = 7w (x)
when W C U and xw = 7w (x) when W_LU and ,o‘l){, otherwise. Then X is consistent
and coarsely equals gr, x g, (x).

Definition 5.15 (standard product region). For each U € &, let Py = im ¢y, which
is coarsely Fy x Ey. We call this the standard product region in X associated
to U.

The next proposition follows from the definition of the product regions and the
fact that, if U C V, then ,ovl{,, ,ov‘f, coarsely coincide whenever VC Wor V h W
and U YL W, which holds by Definition 1.1.(4).

Proposition 5.16 (parallel copies). There exists v > 0 such that for all U € G, all
V €Sy, andall u € Ey, there exists v € Evy so that ¢y (Fy x {v}) SN, (¢y (Fy x
{u})).

5B1. Hierarchy paths and product regions. Recall that a D-hierarchy path y in
X is a (D, D)-quasigeodesic y : I — X such that 7y o y is an unparameterized
(D, D)-quasigeodesic for each U € G, and that Theorem 4.4 provides D > 1 so that
any two points in X are joined by a D-hierarchy path. In this section, we describe
how hierarchy paths interact with standard product regions.

In the next proposition and lemma, given x, y € X, we declare V € & to be
relevant (for x, y) if dy (x, y) > 200DE.

Proposition 5.17 (“active” subpaths). There exists v > 0 so that for all x,y € X,
all V € & with V relevant for (x, y), and all D-hierarchy paths y joining x to y,
there is a subpath o of y with the following properties:

(1) a CNL(Py).
(2) myly is coarsely constant on 'y — o for all U € Gy U GJ‘;.

Proof. We may assume y : {0, n} — X is a 2D-discrete path. Let x; = y (i) for
0<i <n. Let S € G be the C-maximal element. Since the proposition holds
trivially for V = S, assume V C §.

First consider the case where V is C-maximal among relevant elements of G.
Lemma 5.18 provides v” > 0, independent of x, y, and also provides i < n, such
that ds(x;, py) < v”. Leti be minimal with this property and let i’ be maximal
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with this property. Observe that there exists v/ > v”, depending only on v” and the
(uniform) monotonicity of y in CS, such that dg(x;, ,og y<vVfori<j<i.

Forje{i,...,i'}, letx’ =gp, (x;). Let U € G. By definition, if UE V or ULV,
then Ty (x;) coarsely 001n01des with (x ), while 7y (x ) coarsely coincides with
pU if VC U or VhU. We claim that there exist 11,1 w1thz <ip < ’1 < i’ such
that fori; < j <z and U € & with V. E U or U rh V, the points my (x;) and nU(x )
coarsely commde this amounts to claiming 7y (x;) coarsely coincides with ,OU

If VC U and some geodesm o in CU from my (x) to my () fails to pass through
the E-neighborhood of ,oU, then bounded geodesic image shows that py, Y(o) has
diameter at most £. On the other hand, consistency shows that the endpoints of
p‘lf (o) coarsely coincide with y (x) and my (y), contradicting that V is relevant.
Thus o passes through the E-neighborhood of pl‘j . Maximality of V implies that
U is not relevant, so that v (x), my (y), and 7y (x;) all coarsely coincide, whence
my (x;) coarsely coincides with pl‘; .

If Uth V and U is not relevant, then 7y (x;) coarsely coincides with both 7y (x)
and 7y (y), each of which coarsely coincides with pl‘j, for otherwise we would
have dy (x, y) < 2FE by consistency and the triangle inequality, contradicting that
V is relevant. If U h V and U is relevant, then, by consistency, we can assume that
my(y), pl‘]/ coarsely coincide, as do my (x), p‘lf . Either 7y (x;) coarsely equals pl‘]/ ,
or my(x;) coarsely equals my (x), again by consistency. If dy (x, x;) < 10E or
dy(y,xj) < 10E, discard x;. Our discreteness assumption and the fact that V is
relevant imply that there exist i; < i} between i and i’ so that x; is not discarded for
iy < j <i}. For such j, the distance formula now implies that d(x;, x}) is bounded
by a constant v independent of x, y.

We thus have iy, i{ such that x; € N, (Py) fori < j <i’ and x; ¢ N, (Py) for
Jj <iorj>i, provided V is C-maximal relevant. If W C V and W is relevant,
and there is no relevant W' = W with W & W’ C V, then we may apply the above
argument to Yy’ =gp, (v |;....i") to produce a subpath of ¥’ lying v-close to Py C Py,
and hence a subpath of y lying 2v-close to Py . Finiteness of the complexity
(Definition 1.1.(5)) then yields assertion (1). Assertion (2) is immediate from our
choice of iy, ij. O

Lemma 5.18. There exists v > 0 so that for all x, y € X, all relevant V € S, and
all D-hierarchy paths y joining x to y, there exists t € y so that dg(t, ,0;/) <V

Proof. Let o be a geodesic in CS§ joining the endpoints of 75 o y. Since
dy(x,y) = 200DE,

the consistency and bounded geodesic image axioms (Definition 1.1.(4) and 1.1.(7))
imply that o enters the E-neighborhood of p ;/ in CS, whence wgoy comes uniformly
close to ,o;f . O
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6. Hulls

In this section we build “convex hulls” in hierarchically hyperbolic spaces. This
construction is motivated by, and generalizes, the concept in the mapping class group
called X-hull, as defined by Behrstock, Kleiner, Minsky and Mosher [Behrstock
et al. 2012]. Recall that given a set A of points in a §-hyperbolic space H, its
convex hull, denoted hully (A), is the union of geodesics between pairs of points
in this set. We will make use of the fact that the convex hull is 2§-quasiconvex
(since, if p € [x, yl, g € [x",y'], then [p, g] € Nas([p, x]U [x, x'TU [x', g]) €
Nos(Ly, x1U[x, X' TU LY, y'])).

The construction of these hulls is based on Proposition 6.3, which generalizes
Lemma 4.15; indeed, the construction of hulls in this section generalizes the hulls
of pairs of points used in Section 4 to prove the distance formula. The second part
of Proposition 6.3 (which is not used in Section 4) relies on the distance formula.

Definition 6.1 (hull of a set). For each set A C X and 6 > 0, let Hy(A) be the set
of all p € X so that, for each W € G, the set wy (p) lies at distance at most 6 from
hullew (A). Note that A C Hy(A).

Lemma 6.2. There exists 0y so that for each 6 > 6y there exists k : Rt — R™ such
that for each A C X, we have that Hy(A) is k-hierarchically quasiconvex.

Proof. For any 6 and U € G, due to -hyperbolicity we have that 7wy (Hg(A)) is
28-quasiconvex, so we only have to check the condition on realization points.

Let A’ be the union of all Dy-hierarchy paths joining points in A, where Dy is
the constant from Theorem 4.4. Then the Hausdorff distance between 7y (A’) and
7y (A) is bounded by C = C (8, Dy) foreach U € S. Also, y(A”) is Q = Q(8, Dy)-
quasiconvex. Let « be the constant from Lemma 5.3, and let 6y = 6, (k) be as in
Theorem 3.1.

Fix any 6 > 6y, and any x > 0. Let (by) be a «’-consistent tuple with by C
Ny (hullgyy (A)) for each U € &. Let x € X project 0,(x’)-close to each by. We
have to find y € Hy(A) uniformly close to x. By Lemma 5.3, (py) is k-consistent,
where py € hulley (A) satisfies dy (x, py) < dy (x, hullew (A)) + 1. Tt is readily
seen from the uniqueness axiom (Definition 1.1.(9)) that any y € X" projecting close
to each py has the required property, and such a y exists by Theorem 3.1. To
check admissibility, note that each py lies 6-close to hullgy (A), which in turn lies
uniformly close to 7y (X) by quasiconvexity of my (X). U

We denote the Hausdorff distance in the metric space Y by dpaus v (-, ). The
next proposition directly generalizes [Behrstock et al. 2012, Proposition 5.2] from
mapping class groups to general hierarchically hyperbolic spaces.

Proposition 6.3 (retraction onto hulls). For each sufficiently large 6 there exists
C > 1 so that for each set A C X there is a (K, K)-coarsely Lipschitz map
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r: X — Hy(A) restricting to the identity on Hy(A). Moreover, if A’ C X lies
at finite Hausdorff distance from A, then dx(ra(x), ra:(x)) is C-coarsely Lipschitz
in dHaus,X(Aa A/)-

Proof. By Lemma 6.2, for all sufficiently large 6, Hy(A) is hierarchically quasi-
convex. Thus, by Lemma 5.5 there exists a map r : X — Hp(A), which is coarsely
Lipschitz and which is the identity on Hy(A).

We now prove the “moreover” clause. By Definition 1.1.(1), for each W the
projections my are each coarsely Lipschitz and thus dyays cw (Tw (A), 7w (A”))
is bounded by a coarsely Lipschitz function of dyays v (A, A’). It is then easy to
conclude using the distance formula (Theorem 4.5) and the construction of gates
(Definition 5.4) used to produce the map r. ([

6A. Homology of asymptotic cones. In this subsection we make a digression to
study homological properties of asymptotic cones of hierarchically hyperbolic
spaces. This subsection is not needed for the proof of distance formula, and in fact
we will use the distance formula in a proof.

Using Proposition 6.3, the identical proof as used in [Behrstock et al. 2012,
Lemma 5.4] for mapping class groups, yields:

Proposition 6.4. There exists 6y > 0 depending only on the constants of the hier-
archically hyperbolic space (X, &) such that for all 0,0’ > 6 there exist K, C,
and 0" such that given two sets A, A’ C X, then:

(1) diam(Hg(A)) < K diam(A) +C.

(2) If A C Hp(A) then Hy(A') C Hyr(A).

(3) duaus,x(Hg(A), Hp(A")) < Kdyaus, x (A, A") + C.
(4) dyaus,x(Hg(A), Hy (A)) < C.

Remark 6.5. Proposition 6.4 is slightly stronger than the corresponding [Behrstock
et al. 2012, Lemma 5.4], in which A, A’ are finite sets and the constants depend on
their cardinality. The source of the strengthening is just the observation that hulls
in §-hyperbolic spaces are 2§-quasiconvex regardless of the cardinality of the set
(see [Behrstock et al. 2012, Lemma 5.1]).

It is an easy observation that given a sequence A of sets A, C X with bounded
cardinality, the retractions to the corresponding hulls Hy(A,) converge in any
asymptotic cone, X, to a Lipschitz retraction from that asymptotic cone to the
ultralimit of the hulls, H(A). A general argument, see e.g., [Behrstock et al. 2012,
Lemma 6.2] implies that the ultralimit of the hulls is then contractible. The proofs
in [Behrstock et al. 2012, Section 6] then apply in the present context using the
above proposition, with the only change needed being that the reference to the
rank theorem for hierarchically hyperbolic spaces as proven in [Behrstock et al.
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2017b, Theorem J] must replace the application of [Behrstock and Minsky 2008].
In particular, this yields the following two results:

Corollary 6.6. Let X be a hierarchically hyperbolic space and X, one of its asymp-
totic cones. Let X C X, be an open subset and suppose that for any sequence, A,
of finite subsets of X we have H(A) C X. Then X is acyclic.

Corollary 6.7. If (U, V) is an open pair in X, then H,(U, V) = {0} for all k
greater than the complexity of X.

6B. Relatively hierarchically hyperbolic spaces and the distance formula. In this
section, we work in the following context:

Definition 6.8 (relatively hierarchically hyperbolic spaces). The hierarchical space
(X, ©) is relatively hierarchically hyperbolic if there exists § such that for all
U € G, either U is C-minimal or CU is §-hyperbolic. If U is C-minimal and CU
is not hyperbolic, then we insist that 7ry; is E-coarsely surjective.

Remark 6.9. One could, more generally, only insist that each 7y (X) is a uniformly
coarsely Lipschitz coarse retract. For hyperbolic CU, this is equivalent to the uniform
quasiconvexity from Definition 1.1, and is sufficient for our needs; for the present
applications Definition 6.8 is sufficiently general, as well as for applications in
[Behrstock et al. 2017a].

Our goal is to prove the following two theorems, which provide hierarchy paths
and a distance formula in relatively hierarchically hyperbolic spaces. We will not
use these theorems in the remainder of this paper, but they are required for future
applications.

Theorem 6.10 (distance formula for relatively hierarchically hyperbolic spaces).
Let (X, ©) be a relatively hierarchically hyperbolic space. Then there exists so such
that for all s > sy, there exist constants C, K such that for all x, y € X,

dx(x.y) =<k.c Y_{dux, »s.

UeG

Proof. By Proposition 6.15 below, for some suitably chosen 6 >0 and each x, y € X,
there exists a subspace My (x, y) of X (endowed with the induced metric) so that
(My(x, y), ©) is a hierarchically hyperbolic space (with the same nesting relations
and projections from (X, &), so that for all U € &, we have that 7y (Mg (x, y)) C
Ny (yu), where yy is an arbitrarily chosen geodesic in CU from my (x) to y (v).
We emphasize that all of the constants from Definition 1.1 (for My(x, y)) are
independent of x, y. The theorem now follows by applying the distance formula
for hierarchically hyperbolic spaces (Theorem 4.5) to (Mp(x, y), &). ]
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Theorem 6.11 (hierarchy paths in relatively hierarchically hyperbolic spaces). Let
(X, ©) be a relatively hierarchically hyperbolic space. Then there exists D > 0
such that for all x, y € X, there exists a (D, D)-quasigeodesic y in X joining x, y
so that y (y) is an unparameterized (D, D)-quasigeodesic.

Proof. Proceed exactly as in Theorem 6.10, but apply Theorem 4.4 instead of
Theorem 4.5. ]

We now define hulls of pairs of points in the relatively hierarchically hyperbolic
space (X, G). Let 6 be a constant to be chosen (it will be the output of the realization
theorem for a consistency constant depending on the constants associated to (X, G)),
and let x, y € X. For each U € G, fix a geodesic yy in CU joining my (x) to my (y).
Define maps ry : CU — yy as follows: if CU is hyperbolic, let 7y be the coarse
closest-point projection map. Otherwise, if CU is not hyperbolic (so U is C-
minimal), define ry as follows: parametrize yy by arc length with yy (0) = x, and
for each p € CU, let m(p) = min{dy (x, p), dy(x, y)}. Then ry(p) = yy (m(p)).
This ry is easily seen to be an L-coarsely Lipschitz retraction, with L independent
of U and x, y. (When U is minimal, ry is 1-Lipschitz.)

Next, define the hull My (x, y) to be the set of points x € X such thatdy (x, yy) <6
for all U € G. In the next proposition, we show that My (x, y) is a hierarchically
hyperbolic space, with the following hierarchically hyperbolic structure:

(1) The index set is &.

(2) The nesting, orthogonality, and transversality relations on & are the same as
in (X, ©).

(3) For each U € G, the associated hyperbolic space is yy .

(4) For each U € &, the projection 7], : Mg(x, y) — yy is given by 7/, = ry omy.

(5) For each pair U, V € & of distinct nonorthogonal elements, the relative pro-
jection CU — CV is given by ry o ,o‘l,J.

Since there are now two sets of projections (those defined in the original hierarchi-
cal space (X, ©), denoted ., and the new projections 7,), in the following proofs
we will explicitly write all projections when writing distances in the various CU.

Lemma 6.12 (gates in hulls). Let My(x,y) be as above. Then there exists a
uniformly coarsely Lipschitz retraction r : X — Mg (x, y) such that for each U € S,
we have, up to uniformly (independent of x, y) bounded error, my or = ry o my.

Remark 6.13. It is crucial in the following proof that CU is §-hyperbolic for each
U € G that is not C-minimal.

Proof of Lemma 6.12. Let z € X and, for each U, let ty = ry o my (2); this defines
atuple (ty) €[] Ues 2€U which we will check is x-consistent for independent
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of x, y. The tuple (¢y/) is admissible because of quasiconvexity of the images of pro-
jections to hyperbolic spaces, and coarse surjectivity of projections to nonhyperbolic
ones.

Realization (Theorem 3.1) then yields m € X such that dy (;ry (m), ty) < 6 for
all U € &. By definition, ty € yy, so m € My(x, y) and we define g, ,(z) = m.
Note that up to perturbing slightly, we may take g, ,(z) =z when z € My. Hence
it suffices to check consistency of (¢y).

Firstlet U, V € & satisfy U th V. Then dy (7ry (x), wy (y)) < 2E (up to exchang-
ing U and V), and moreover each of g (x), my (y) is E-close to ,05. Since ty lies
on yy, it follows that dy (¢y, p‘g) <2E.

Next, let U, V € G satisfy U = V. Observe that in this case, CV is §-hyperbolic
because V is not C-minimal. First suppose that dy (yy, p‘[{ ) > 1. Then by consis-
tency and bounded geodesic image, dy (x, y) < 3E, and diamU(pg(yv)) <E. Tt
follows that diamy (ty U pY (tv)) < 10E.

Hence, suppose that dv(,o\l/’, yy) < 10E but that dy (ty, ,o\l//) > E. Without loss
of generality, pf,/ lies at distance < E from the subpath of yy joining ty to wy (y).
Let yy, be the subpath joining x to ty. By consistency, bounded geodesic image, and
the fact that CV is §-hyperbolic and ¢ty = ry oy (z), the geodesic triangle between
wy (x), my(z), and ty projects under pl‘]/ to a set, of diameter bounded by some
uniform &, containing 7y (x), 7wy (z), and pl‘; (tv). Hence, since t;y =ryomy (z), and
7y (x) € yy, the triangle inequality yields a uniform bound on diamy (zy U ,o,‘J/ (ty)).
Hence there exists a uniform &, independent of x, y, so that (¢y) is x-consistent.
Finally, g, , is coarsely Lipschitz by the uniqueness axiom (Definition 1.1.(9)),
since each ry is uniformly coarsely Lipschitz. ([

Lemma 6.14. Let m, m’ € My(x, y). Then there exists C > 0 such that m, m’ are
Jjoined by a (C, C)-quasigeodesic in My(x, y).

Proof. Since X is a quasigeodesic space, there exists K > 0 so that m, m’ are joined
by a K -discrete (K, K)-quasigeodesic o : [0, £] — X with 0 (0) =m, o () =m'.
Note that g, y oo is a K'-discrete, efficient path for K’ independent of x, y, since the
gate map is uniformly coarsely Lipschitz. A minimal-length K’-discrete efficient
path in My (x, y) from x to y has the property that each subpath is K’-efficient, and
is a uniform quasigeodesic, as needed. O

Proposition 6.15. For all sufficiently large 6, (1)—(5) above make (My(x, y), S) a
hierarchically hyperbolic space, where My (x, y) inherits its metric as a subspace
of X. Moreover, the associated constants from Definition 1.1 are independent

of x, y.
Proof. By Lemma 6.14, My (x, y) is a uniform quasigeodesic space. We now verify

that the enumerated axioms from Definition 1.1 are satisfied. Each part of the
definition involving only & and the C, L, rh relations is obviously satisfied; this
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includes finite complexity. The consistency inequalities hold because they hold in
(X, 6) and each ry is L-coarsely Lipschitz. The same holds for bounded geodesic
image and the large link lemma. We now verify the two remaining claims:

Uniqueness. Let m, m’ € My(x, y), so that dy (my (m), vy), dy (wy (m’), yy) <0
for all U € &. The definition of ry ensures that dy (ry o wy (m), ry oy (m')) >
dy (wy (m), my (m’)) — 26, and uniqueness follows.

Partial realization. Let {U;} be a totally orthogonal subset of & and choose, for
each i, some p; € yy,. By partial realization in (X, G), there exists z € &' so
that dy, (y, (z), pi) < E for each i and dy (wy (z), p‘lf") < E provided U; = V or
Ui h V. Let 2’ = g, y(z) € My(x, y). Then, by the definition of the gate map and
the fact that each ry is L-coarsely Lipschitz, there exists «, independent of x, y, so
that dy, (ry, o wy, (z'), pi) < «, while dy (ry oy (), p%,]") <« whenever U; h V
or U; C V. Hence 7’ is the required partial realization point. This completes the
proof that (My(x, y), &) is an HHS. ]

7. The coarse median property

In this section, we study the relationship between hierarchically hyperbolic spaces
and spaces that are coarse median in the sense defined in [Bowditch 2013]. In
particular, this discussion shows that Out(F;,) is not a hierarchically hyperbolic
space, and hence not a hierarchically hyperbolic group, for n > 3.

Definition 7.1 (median graph). Let I" be a graph with unit-length edges and path-
metric d. Then I is a median graph if there is a map m : I'> — T such that, for all
x,y,z €T, we have d(x, y) = d(x, m) +d(m, y), and likewise for the pairs x, 7
and y, z, where m = m(x, y, z). Note that if x = y, then m(x, y, z) = x.

Chepoi [2000] established that I' is a median graph precisely when I' is the
1-skeleton of a CAT(0) cube complex.

Definition 7.2 (coarse median space). Let (M, d) be a metric space and let m :
M3 — M be a ternary operation satisfying the following:

(1) (triples) There exist constants «, 2(0) such that for all a, a’, b, b’,c,c’ € M,
d(m(a, b,c,), m(@’, b, ") <«(d(a,a’) +d(b, b") +d(c, c)) +h(0).

(2) (tuples) There is a function & : NU{0} — [0, oo) such that for any A C M with
1 <|A| = p < o0, there is a CAT(0) cube complex 7, and maps 7 : A — ]-",(,0)
and A : J-"[(,O) — M such that d(a, A(7(a))) < h(p) for all a € A and such that

d(d(mp(x, y, 2)), m(A(x), A(), A(2))) < h(p)

for all x, y, z € F), where m,, is the map that sends triples from F, ,(,0) to their
median.
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Then (M, d, m) is a coarse median space. The rank of (M, d, m) is at most d if
each F, above can be chosen to satisfy dim 7, < d, and the rank of (M, d, m)is
exactly d if d is the minimal integer such that (M, d, m) has rank at most d.

The next fact was observed by Bowditch [2018]; we include a proof for com-
pleteness.

Theorem 7.3 (hierarchically hyperbolic implies coarse median). Let (X, G) be
a hierarchically hyperbolic space. Then X is coarse median of rank at most the
complexity of (X, G).

Proof. Since the spaces CU, U € G are §-hyperbolic for some § independent of U,
there exists for each U a ternary operation mY :CU? — CU so that (CU, dy, mY) is
a coarse median space of rank 1, and the constant « and function z : NU{0} — [0, o0)
from Definition 7.2 can be chosen to depend only on § (and not on U).

Definition of the median. Define a map m: X 3 X as follows. Let x, y,z€X
and, for each U € &, let by = mY (y (x), my(y), 7y (z)). By Lemma 2.6, the
tuple be [lyes 2€U whose U-coordinate is by is k-consistent for an appropriate
choice of x. Hence, by the realization theorem (Theorem 3.1), there exists 6, and
m = m(x, y, z) € X such that dy(m, by) < 6, for all U € &. Moreover, this is
coarsely well defined (up to the constant 6, from the realization theorem).

Application of [Bowditch 2013, Proposition 10.1]. Note, by Definition 1.1.(1),
the projections 7y : X — CU, U € G are uniformly coarsely Lipschitz. Moreover,
for each U € G, the projection 7y : X — CU is a “quasimorphism” in the sense of
[Bowditch 2013, Section 10], i.e., dy (mY (my (x), 7y (), 7y (2)), 7y (m(x, y, 2)))
is uniformly bounded, by construction, as U varies over & and x, y, z vary in X.
Proposition 10.1 of [Bowditch 2013] then implies that m is a coarse median on X,
since that the hypothesis (P1) of that proposition holds in our situation by the
distance formula. ([

The following is a consequence of Theorem 7.3 and work of Bowditch [2013;
2014a]:

Corollary 7.4 (contractibility of asymptotic cones). Let X' be a hierarchically
hyperbolic space. Then all the asymptotic cones of X are contractible, and in fact
bi-Lipschitz equivalent to CAT(0) spaces.

Corollary 7.5 (HHGs have quadratic Dehn function). Let G be a finitely generated
group that is a hierarchically hyperbolic space. Then G is finitely presented and
has quadratic Dehn function. In particular, this conclusion holds when G is a
hierarchically hyperbolic group.

Proof. This follows from Theorem 7.3 and [Bowditch 2013, Corollary 8.3]. O
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Corollary 7.6. For n > 3, the group Out(F,) is not a hierarchically hyperbolic
space, and in particular is not a hierarchically hyperbolic group.

Proof. This is an immediate consequence of Corollary 7.5 and the exponential
lower bound on the Dehn function of Out(F;,) given by the combined results of
[Bridson and Vogtmann 1995; 2012; Handel and Mosher 2013b]. (]

We also recover a special case of Theorem I of [Behrstock et al. 2017b], using
Corollary 7.5 and a theorem of Gersten, Holt and Riley [Gersten et al. 2003,
Theorem A]:

Corollary 7.7. Let N be a finitely generated virtually nilpotent group. Then G is
quasi-isometric to a hierarchically hyperbolic space if and only if N is virtually
abelian.

Corollary 7.8. Let S be a symmetric space of noncompact type, or a thick affine
building. Suppose that the spherical type of S is not A\. Then § is not hierarchically
hyperbolic.

Proof. This follows from Theorem 7.3 and Theorem A of [Haettel 2016]. O
Finally, Theorem 9.1 of [Bowditch 2014a] combines with Theorem 7.3 to yield:

Corollary 7.9 (rapid decay). Let G be a group whose Cayley graph is a hierarchi-
cally hyperbolic space. Then G has the rapid decay property.

7A. Coarse media and hierarchical quasiconvexity. The natural notion of quasi-
convexity in the coarse median setting is related to hierarchical quasiconvexity.

Definition 7.10 (coarsely convex). Let (X', &) be a hierarchically hyperbolic space
and let m : A — X be the coarse median map constructed in the proof of
Theorem 7.3. A closed subspace ) € X is u-convex if for all y,y’ € Y and
x € X, we have m(y, y', x) € N, ().

Remark 7.11. We will not use p-convexity in the remainder of the paper. However,
it is of independent interest since it parallels a characterization of convexity in
median spaces: a subspace ) of a median space is convex exactly when, for
all y, y' € Y and x in the ambient median space, the median of x, y, y" lies in ).

Proposition 7.12 (coarse convexity and hierarchical quasiconvexity). Let (X, G)
be a hierarchically hyperbolic space and let Y C X. If Y is hierarchically k-
quasiconvex, then there exists i > 0, depending only on k and the constants from
Definition 1.1, such that ) is p-convex.

Proof. Let Y C X be k-hierarchically quasiconvex, let y,y’ € Y and x € X.
Let m = m(x, y, y"). For any U € &, the projection my ()) is by definition k(0)-
quasiconvex, so that, for some k' =k’(k(0), 8), we have dy (my, 7y (Y)) <k’, where
my is the coarse median of 7y (x), 7y (y), 7y (') coming from hyperbolicity of CU .
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The tuple (my)yes was shown above to be k-consistent for appropriately chosen «
(Lemma 2.6), and dy (my, m(x, y, y')) < 6.(k), so, by hierarchical quasiconvexity
dx(m(x, y,y"),)) is bounded by a constant depending on k(x) and k’. O

8. Combination theorems for hierarchically hyperbolic spaces

The goal of this section is to prove Theorem 8.6, which enables the construction
of new hierarchically hyperbolic spaces and groups from a tree of given ones. We
postpone the statement of the theorem until after the relevant definitions.

Definition 8.1 (quasiconvex hieromorphism, full hieromorphism). Let
(. CAS Wyes)

be a hieromorphism (X, &) — (X', &'). We say f is k-hierarchically quasiconvex
if its image is k-hierarchically quasiconvex and f : X — X” is a quasi-isometric
embedding. The hieromorphism is full if

(1) there exists & > 0 such that each f*(U) : CU — C(f®(U)) is a (&, £)-quasi-
isometry, and

(2) foreach U € &, if V' € & satisfies V' = f¥(U), then there exists V € & such
that VC U and fO(V)=V".

Remark 8.2. Observe that Definition 8.1.(2) holds automatically unless V' is
bounded.

Definition 8.3 (tree of hierarchically hyperbolic spaces). Let V, £ denote the vertex
and edge-sets, respectively, of the simplicial tree T. A tree of hierarchically
hyperbolic spaces is a quadruple

7-: (T’ {XU}’ {Xe}’ {d)ei v E V’ e G g})
satisfying:

(1) {X,} and {X,} are uniformly hierarchically hyperbolic: each X, has index set
S,, and each X, has index set &,. In particular, there is a uniform bound on
the complexities of the hierarchically hyperbolic structures on the X, and A,.

(2) Fix an orientation on each e € £ and let e, e_ denote the initial and terminal
vertices of e. Then, each ¢, : X, — X,, is a hieromorphism with all constants
bounded by some uniform £ > 0. (We adopt the hieromorphism notation from
Definition 1.20. Hence we actually have maps ¢,, : X, — X,,, and maps
d)fi : 6, - G, preserving nesting, transversality, and orthogonality, and
coarse &-Lipschitz maps qb;‘i {U):cU —-¢C (qﬁfi (U)) satisfying the conditions
of that definition.)



HHS II: COMBINATION THEOREMS AND THE DISTANCE FORMULA 309

Given a tree 7 of hierarchically hyperbolic spaces, denote by X'(7) the metric
space constructed from |_|,.,, X, by adding edges of length 1 as follows: if x € X,
we declare ¢._(x) to be joined by an edge to ¢, (x). Given x, x" € X in the same
vertex space X,, define d’(x, x) to be dy, (x, x’). Given x, x’ € X joined by an
edge, define d’'(x, x’) = 1. Given a sequence xo, x1, ..., x; € X, with consecutive
points either joined by an edge or in a common vertex space, define its length to be
Zf;ll d’'(x;, xi41). Given x, x’ € X, let d(x, x") be the infimum of the lengths of
such sequences x = xo, ..., Xy = x'.

Remark 8.4. Since the vertex spaces are (uniform) quasigeodesic spaces, (X, d)
is a quasigeodesic space.

Definition 8.5 (equivalence, support, bounded support). Let 7 be a tree of hier-
archically hyperbolic spaces. For each e € £, and each W,_ € &, , W, € &,
write W,_ ~4 W, if there exists W, € G, so that ¢;1(We) = W,_. The transitive
closure ~ of ~ is an equivalence relation on | J, &,. The ~-class of W € | J, &,
is denoted [W].

The support of an equivalence class [W] is the induced subgraph Tjwy of T
whose vertices are those v € T so that &, contains a representative of [W]. Observe
that Trwq is connected. The tree 7 of hierarchically hyperbolic spaces has bounded
supports if there exists n € N such that each ~-class has support of diameter at
most 7.

We can now state the main theorem of this section:

Theorem 8.6 (combination theorem for hierarchically hyperbolic spaces). Let T
be a tree of hierarchically hyperbolic spaces. Suppose that:

(1) There exists a function k so that each edge-hieromorphism is k-hierarchically
quasiconvex.

(2) Each edge-hieromorphism is full.
(3) T has bounded supports of diameter at most n.

(4) If e is an edge of T and S, is the T-maximal element of &,, then for all
V € Gz, the elements V and ¢:§: (S,) are not orthogonal in S,+. Moreover,
there exists K > 0 such that for all vertices v of T and edges e incident to v, we
have dyaus (¢y (X)), F¢§>(Sg) x {x}) < K, where S, € &, is the unique maximal

element and x € E¢,§>(SE)'

Then X (T) is hierarchically hyperbolic.

We postpone the proof until after the necessary lemmas and definitions. For
the remainder of this section, fix a tree of hierarchically hyperbolic spaces 7 =
(T, {X}, {Xe}, {¢e=]}) satisfying the hypotheses of Theorem 8.6; let n be the con-
stant implicit in (3).
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Let 8° =(T}U (U, Su/ ~)-

Definition 8.7 (nesting, orthogonality, transversality in &%). For all [W] € &,
declare [W]C T. If [V], [W] are ~-classes, then [V] T [W] if and only if there
exists v € T such that [V], [W] are respectively represented by V,, W, € G, and
V, E W,; this relation is nesting. For convenience, for A € &, we write G4 to
denote the set of B € G° such that B C A.

Likewise, [V]L[W] if and only if there exists a vertex v € T such that [V], [W]
are respectively represented by V,,, W, € G, and V,, L W,; this relation is orthog-
onality. If [V], [W] € G are not orthogonal and neither is nested into the other,
then they are transverse, written [V]  [W]. Equivalently, [V] h [W] if for all
v € Ty N Tiwy, the representatives V,,, W, € &, of [V], [W] satisfy V,, h W,,.

Fullness (Definition 8.1.(2)) was introduced to enable the following two lemmas:

Lemma 8.8. Let T be a tree of hierarchically hyperbolic spaces, let v be a vertex
of the underlying tree T, and let U, U’ € &, satisfy U T U’. Then either U = U’
orU »+ U’

Proof. Suppose that U ~ U’, so that there is a closed path v = vy, vy, ..., v, = v
in T and a sequence U = Uy, Uy, ..., U, = U’ such that U; € &,, and U; ~4 U; 41
for all i. If U # U’, then condition (2) (fullness) from Definition 8.1 and the fact
that hieromorphisms preserve nesting yields U” € &,, different from U’, such
that U” ~ U and U” = U’ © U (where = denotes proper nesting). Repeating this
argument contradicts finiteness of complexity. ([

Lemma 8.9. The relation T is a partial order on S, and T is the unique C-
maximal element. Moreover, if [V]L[W] and [U] C [V], then [U]L[W] and
[V], [W] are not C-comparable.

Proof. Reflexivity is clear. Suppose that [V,]C [U,] T [W,,]. Then there are vertices
vi, v2 € V and representatives V,, € [V,], Uy, € [U,], Uy, € [U,], Wy, € [W,] so
that V,, C U,, and U,, C W,,. Since edge-hieromorphisms are full, induction on
dr (v, vp) yields V,, E U,, so that V,, ~ V,,. Transitivity of the nesting relation
in G,, implies that V,,, © W,,, whence [V, ] C [W,,].

Suppose that [U,] C [V,] and [V,] C [U,], and suppose by contradiction that
[U.] # [V,]. Choose vi, v2 € V and representatives U,,, Uy,, Vy,, V,, so that
U, € Vy, and V,, C U,,. The definition of ~ again yields U,, ~ U,, with
Uy, C V,, # U,,. This contradicts Lemma 8.8. Hence C is antisymmetric, whence
it is a partial order. The underlying tree 7 is the unique C-maximal element by
definition.

Suppose that [V]L[W] and [U] C [V]. Then there are vertices vy, v, and repre-
sentatives V,,,, Wy, Uy,, Vy, such that V,,, LW, and U,, LV,,. Again by fullness of
the edge-hieromorphisms, there exists U,, ~ U,, with U,, E V,,, whence U,, LW,,.
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Thus [U]L[W] as required. Also, C-incomparability of [V'], [W] follows from full-
ness and the fact that edge-hieromorphisms preserve orthogonality and nesting. [J

Lemma 8.10. Let [W] € & and let [U] T [W]. Suppose moreover that
{[VI€ S : [VILIU] # 2.

Then there exists [A] € Gwy — {([W]} such that [V] C [A] for all [V] € Gwy with
[VIL[U]
Proof. Choose some v € V so that there exist V, € &, and U, € &, with
[Uy] =[U] and V, LU,. Then by definition, there exists A, € &, so that B, C A,
whenever B, LU, and so that [B,] C [W]. It follows from the fact that the edge-
hieromorphisms are full and preserve (non)orthogonality that [B] C [A,] when-
ever [B]L[U]. O
The set G° is not quite large enough to satisfy the orthogonality axiom, for the
following reason: in Lemma 8.10, we needed [W] to be a ~-class, but since T € S,

we need to be able to satisfy the axiom with [W] replaced by T'. To this end, we
add some new elements to &%, and extend the T, L, r relations, as follows.

Definition 8.11 (containers and &). We now define the index set & for the HHS
structure we will construct in order to prove Theorem 8.6. First, & contains &°.
Next, for each [W] for which there exists [U] with [U]L[W], let KOL([W]) be a
new element of G, which we call the container of [W]. We make the following
declarations:

« Kg((WDET.

[U] T K& ([W]) if and only if [U]L[W].
Ky (WD) MKy ([U]) if [U] # [W].
Kg(IW1)L[V]if and only if [V] C [W].

o for all other [U], we have [U] h Ké([W]).

Let Ky be the set of all Ké([W]) as [W] varies among those ~-classes for which
there is at least one orthogonal ~-class.

Next, for each Ké([W]) € Ky, consider a ~-class [U] C Kj([W]) such that
[U]L[V] for some other [V] T Kg([W]). Let K{-([W], [U]) be a new element
of G, and let KC; be the set of such containers, as [ W] varies and as [U] varies over
those ~-classes nested in Ké([W]) (i.e., orthogonal to [W]) that are orthogonal to
some other ~-class nested in Ké([W]).

We now make the following declarations:

« K{(IW1,[U]) € Kg([W]) and K{ ([W], [U]) is transverse to every other
element of Ko U K.
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« Ki (WL, [UDET.
o« [VIEK{([W], [U)) if and only if [V] E Kg ([W]) and [V]L[U].

. [V]J_Kll([W], [U]) if and only if either [V] C [W] (i.e., [V]J_Ké([W])) or
[VIE [U].

« If none of the two preceding conditions is satisfied by [V], then [V]
K (W], [UD).

We now proceed as above to inductively construct sets XC;), 7 > 1, of new “containers”,

where each Knl([W]l, ..., [W,]D is nested in Kf([W]l, co [Wi]) fori <np—1,

and also nested in 7. Our inductive construction ensures that [Wi], ..., [W,]

are pairwise-orthogonal. The ~-classes [U] nested in K#([W]l, .. [Wy]D) are

precisely those that are orthogonal to each of [W1], ..., [W,]. The ~-classes U

orthogonal to KnL([Wl], ..., [Wy]) are precisely those [U] nested into some [W;].
Let 6 =60, -0 Ky

Remark 8.12 (extension of =, L, rh satisfies the axioms). Lemma 8.9 shows that
C is a partial order on G9, and Definition 8.11 shows how to extend C to all of S.
By construction, the extended T continues to be transitive. This follows from
Lemma 8.9, the definition, and induction on the 1 in ;. By definition, T is still
the unique C-maximal element.

Now suppose that [U] & K;-([W1], ..., [Wy]) and [V]LK;-(IW1], ..., [W,]).
Then [V] C [W;] for some i, and [U]L[W;] for all j. Lemma 8.9 implies [U]L[V].
On the other hand, K,]L([W] 1, ..., [Wy]) is never nested into any ~-class or orthog-
onal to any element of Un K.

Lemma 8.13. There exists x > 0 such that if {Vi, ..., V.} C & consists of pair-
wise orthogonal or pairwise T-comparable elements, then ¢ < x. In particular,

(x—1)/2
Unzo ’Cn = Unxzo ’Cn‘

Proof. Foreachv eT, let x, be the complexity of (X,, &,) and let x =2 max, x,+1.
Let [V1],...,[V.] € ©—{T} be ~-classes that are pairwise orthogonal or pairwise
C-comparable. The Helly property for trees yields a vertex v lying in the support of
each [V;]; let V. € &, represent [V;]. Since edge-hieromorphisms preserve nesting,
orthogonality, and transversality, ¢ < x,.

Any pairwise-orthogonal set in & either has cardinality < 1 or contains at most
one element that is not a ~-class, so the bound on pairwise-orthogonal sets is
max, x, + 1.

Hence it suffices to bound C-chains in &. Any C-chain Vi E V, E --- C V, has
the property that, for some 0 < m < k, the first m elements are ~-classes, and the
remaining elements lie in {7} U Un K. Hence it suffices to show that any C=-chain
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in Unzo Ky, has length at most x. But by definition, any such chain has the form
Ko ([WoD) IKF([Wol, [Wi]) 3+ -+ DK ([Wol, ... [Wy—1D),

where the [W;] are pairwise orthogonal. Hence n < max, x, < (x — 1)/2, as
required. This also proves the final assertion. ([

Definition 8.14 (favorite representative, hyperbolic spaces associated to elements

of &). Let CT =T . For each ~-class [W], choose a favorite vertex v of Tjw) and

let W, € Gy, be the favorite representative of [W]. Let C(W] = CW,. Note that

each C[W] is §-hyperbolic, where § is the uniform hyperbolicity constant for 7.
Finally, for each K+ € U,7 Ky, let CK* be a single point.

Definition 8.15 (gates in vertex spaces). For each vertex v of T, define a gate map
gy 1 X — X, as follows. Let x € X, for some vertex u of T. We define g, (x) induc-
tively on d7 (u, v). If u = v, then set g, (x) = x. Otherwise, u = ¢~ for some edge e
of T so that dy(e™, v) =dr(u, v) — 1. Then set g, (x) = g, (Pe+ (¢;_1 (8¢, (x,)(x))))-
We also have a map By, : X — CV,, defined by By, (x) = 7y, (g,(x)). (Here,
9¢,— () * Xe= = Xy = ¢~ (X,) is the usual gate map to a hierarchically quasi-
convex subspace, described in Definition 5.4, and qbe_il is a quasi-inverse for the
edge-hieromorphism.)

Lemma 8.16. There exists K, depending only on E and &, such that the following
holds. Let e, f be edges of T and v a vertex so that e” = f~ = v. Suppose for some
V € G, that there exist x, y € ¢~ (X,) C X, with dv(g¢/ xp(x), 90, @) >
10K. Then V € d) (S,) ﬂqﬁf (Sy).

Proof. Let Y, = ¢~ (X,) and let Yy = ¢ ;- (Xy); these spaces are uniformly
hierarchically quasiconvex in X,,. Moreover, by fullness of the edge-hieromorphisms,
we can choose K > 100E so that the map wy : Y, — CV is K-coarsely surjective
foreach V € q‘)f, (&.), and likewise for ¢}>, (&f)and V,. If Ve G, — ¢}>, (Sy),
then my is K-coarsely constant on ), by the distance formula, since X's is quasi-
isometrically embedded. Likewise, my is coarsely constant on ), if V & qﬁf, (S,).
(This also follows from consistency when V is transverse to some unbounded
element of ¢<> (&,) and from consistency and bounded geodesic image otherwise.)

Suppose that there exists V € &, such that dv(g¢f ) (X), 9o, (Xf)(y)) > 10K.
Since 90, ) (X), 9o, x)(y) € Xr, we therefore have that V € ¢ (Gf) On the
other hand, the definition of gates implies that dy (x, y) > 8K, so V € ¢ (G,). O

Lemma 8.17. There exists a constant K' such that the following holds. Let e, f
be edges of T and suppose that there do not exist V, € S,, Vy € & for which
¢:>,(Ve) ~ ¢}>,(Vf). Then g.-(Xy) has diameter at most K'. In particular, the
conclusion holds if dr (e, f) > n, where n bounds the diameter of the supports.
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_—> X

Figure 4. Schematic of the subset of X near A)-.

Proof. The second assertion follows immediately from the first in light of how n
was chosen.

We now prove the first assertion by induction on the number k of vertices on the
geodesic in T from e to f. The base case, k = 1, follows from Lemma 8.16.

For k > 1, let vy, vy, ..., vr be the vertices on a geodesic from e to f, in the
obvious order. Let b be the edge joining vx_ to v, with b~ = vg.

It follows from the definition of gates that g.- (Xr) has diameter (coarsely)
bounded above by that of gy,_(x,)(Xr) and that of g.-(4}). Hence suppose that
diam(gg, (x;,)(Xf)) > 10K and diam(g,-(&))) > 10K. Then, by induction and
Lemma 8.16, we see that there exists V, € &,, Vy € G for which d)f_(Ve) ~
d)jf, (V¢), a contradiction. O

Lemma 8.18. The map g, : X — X, is coarsely Lipschitz, with constants indepen-
dent of v.

Proof. Let x, y € X. If the projections of x, y to T lie in the ball of radius 2n + 1
about v, then this follows since g, is the composition of a bounded number of
maps, each of which is uniformly coarsely Lipschitz by Lemma 5.5. Otherwise, by
Remark 8.4, it suffices to consider x, y with dx(x, y) < C, where C depends only
on the metric d. In this case, let vy, v, be the vertices in T to which x, y project.
Let v’ be the median in T of v, vy, v,. Observe that there is a uniform bound on
dr (vy, v') and d7 (vy, v'), so it suffices to bound d, (g, (g (x)), gu (g (¥))). Either
dr(v,v) <2n+1, and we are done, or Lemma 8.17 gives the desired bound, since
equivalence classes have support of diameter at most . (|

Definition 8.19 (projections). For each [W] € &, define the projection mpw; :
X — C[W] by mw(x) = Bw, (x), where W, is the favorite representative of [W].
Note that these projections take points to uniformly bounded sets, since the collection
of vertex spaces is uniformly hierarchically hyperbolic. Define i : ¥ — T to be
the usual projection to 7. Finally, for each K+ € U,7 Ky, just let ”1% : X — CK*
be a constant map.

Lemma 8.20 (comparison maps). There exists a uniform constant &€ > 1 such that
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forall W, € &,, W,, € &, with W, ~ W,,, there exists a (&, &)-quasi-isometry
¢: W, — Wy, such that co B, = By, up to uniformly bounded error.

Definition 8.21. A map c¢ as given by Lemma 8.20 is called a comparison map.

Proof of Lemma 8.20. We first clarify the situation by stating some consequences of
the definitions. Let e™, e~ be vertices of T joined by an edge e. Suppose that there
exists Wt € S,+, W~ € S,- such that W ~ W™, so that there exists W € &, with
7 (¢o+)(W) = WE. Then the following diagram coarsely commutes (with uniform

constants):
/ \
> i N S w

X cwt
\ W/
cCwW

where X, — X,+ is the uniform quasi-isometry ¢,+, while X,+ — X, is the compo-
sition of a quasi-inverse for ¢+ with the gate map X,+ — ¢.+(X,), and the maps
CW < CW# are the quasi-isometries implicit in the edge hieromorphism or their
quasi-inverses. The proof essentially amounts to chaining together a sequence of
these diagrams as e varies among the edges of a geodesic from v to w; an important
ingredient is played by the fact that such a geodesic has length at most 7.

Letv=vg, vy, ..., U, Unt+1 = w be the geodesic sequence in T from v to w and
let ¢’ be the edge joining v; to v;4. For each i, choose W; € &, and Wi €6 e
such that (say) Wo = W, and W+ W, and such that (b (W) = Wi for all i.
For each i, let ‘11 CW; — CWjE be g; = ¢* (W), Wthh is the (&', &')-quasi-
isometry packaged in the edge- hleromorphlsm and let g q be a quasi-inverse; the
constant & is uniform by hypothesis, and m < n since 7 has bounded supports.
The hypotheses on the edge-hieromorphisms ensure that the Wl.jE are uniquely
determined by W,, W,,, and we define ¢ by

m

c=qydn' 41'q,
where ¢;, €/ € {%} depend on the orientation of ¢’, and €] = + if and only if ¢; = —
This is a (&, £)-quasi-isometry, where & = £(£,).

If v = w, then c¢ is the identity and co 8, = B,. Letd > 1 = dr (v, w) and
let w" be the penultimate vertex on the geodesic of 7 from v to w. Let ¢ :
CW, — CW,, be a comparison map, so that, by induction, there exists 1" > 0

so that dew,, (¢ 0 By(x), Bur (x)) <A/ forall x € X. Let ' =g, g; : CWyy — CW,,
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be the (&', &')-quasi-isometry packaged in the edge-hieromorphism, so that the
following diagram coarsely commutes:

X

[V Gw
/ i QUN
Xv > Xw/ > Xw
Gu/ Guw

W, L W,y ¢ T Wy ¢

CW, — CWy — CW,,
C C

Since ¢ = ¢’ o ¢’ and the constants implicit in the coarse commutativity of the
diagram depend only on the constants of the hieromorphism and on d < n, the
claim follows. (]

Lemma 8.22. There exists K such that each myw is (K, K)-coarsely Lipschitz.

Proof. For each vertex v of T and each V € G,, the projection wry : X, — CV is
uniformly coarsely Lipschitz, by definition. By Lemma 8.18, each gate map g, :
X — X, is uniformly coarsely Lipschitz. The lemma follows since mpw) = 7w, o g,
where v is the favorite vertex carrying the favorite representative W, of [W]. [

Definition 8.23 (projections between hyperbolic spaces). If [V] T [W], then
choose vertices v, v, w € V so that V,,, W,, are respectively the favorite repre-
sentatives of [V], [W], while V,,, W, are respectively representatives of [V], [W]
with Vy, Wy € 6 and Vyy E Wy, Let ¢y : CVy — CV, and ¢y : CW,y — CW,, be
comparison maps. Then define

1% Vy
P = cw (o),

which is a uniformly bounded set, and define p[[\v/v]] :C[W]— C[V] by

W, -
plv) =cvopy! otw,

where ¢y is a quasi-inverse of ¢y and p‘v/v j” :CWy — CVy is the map provided

by Definition 1.1.(2). Similarly, if [V] i [W], and there exists w € T so that G,

contains representatives V,,, W, of [V], [W], then let

1% Vi
Pl = cw(py).-
Otherwise, choose a closest pair v, w so that &, (respectively, G,,) contains a
representative of [V] (respectively, [W]). Let e be the first edge of the geodesic in
T joining v to w, so v = e~ (say). Let S be the E-maximal element of &, and let
W ¢ (5)
i =ev (o).

v

This is well-defined by hypothesis (4).
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For each ~-class [W], let ,o[W] be the support of [W] (a uniformly bounded set
since 7 has bounded supports). Define ,O[TW] : T — CW as follows: givenv € T
not in the support of [W], let e be the unique edge with e~ (say) separating v from
the support of [W]. Let S € &, be C-maximal. Then

P[TW](U) p[[fv]_(S)]
If v is in the support of [W], then let ,O[W](v) be chosen arbitrarily.

Finally, let K+, Kt e U K, and let [W] be a ~-class. If K+ rh K+, then ,oK L
is the single point CK*. If KL C KL, then PK i is a constant map and pK "+ 1s the
obvious single point. We never have Kl C [W] If [W] C K+, then, again, ,oI[X is
the obvious single pomt and we can define p[W] :CKt — C[W] to be an arbitrary
constant map. Finally, ,oK . : T — CK* is the constant map, and ,oT is the bounded
set defined as follows. By definition, there is a unique pairwise orthogonal set
[Wil..... [Wy] so that K+ = K;-([W1], ..., [Wy]). By the proof of Lemma 8.13,
the supports of the various [ W;] all intersect in a subtree of 7', which necessarily has
diameterLat most n, by the bounded supports hypothesis; we take this intersection
to be p¥ .

We are now ready to complete the proof of the combination theorem.

Proof of Theorem 8.6. We claim that (X (7)), &) is hierarchically hyperbolic. We
take the nesting, orthogonality, and transversality relations for a tree of spaces given
by Definitions 8.7 and 8.11. In Lemmas 8.9, 8.10, and Remark 8.12, it is shown that
these relations satisfy all of the conditions (2) and (3) of Definition 1.1 not involving
the projections. Moreover, the complexity of (X (7), S) is finite, by Lemma 8.13,
verifying Definition 1.1.(5). The set of é-hyperbolic spaces {CA : A € G} is
provided by Definition 8.14, while the projections 7w : X — C[W] required
by Definition 1.1.(1) are defined in Definition 8.19 and are uniformly coarsely
Lipschitz by Lemma 8.22. Since myw(X’) uniformly coarsely coincides with the
image of an appropriately chosen vertex space &, it is quasiconvex since mw, (Xy)
is uniformly quasiconvex by Definition 1.1.(1). The projections p[W] when [V ], [W]
are nonorthogonal are described in Definition 8.23. To complete the proof, it thus
suffices to verify the consistency inequalities (Definition 1.1.(4)), the bounded
geodesic image axiom (Definition 1.1.(7)), the large link axiom (Definition 1.1.(6)),
partial realization (Definition 1.1.(8)), and uniqueness (Definition 1.1.(9)).

Consistency. Any consistency inequalities involving elements of Un K, hold
trivially since in that case, at least one of the two associated hyperbolic spaces in
question is a point. Suppose that [U] h [V] or [U] C [V] and let x € X. Choose
representatives U, € &, V,, € G, of [U], [V] so that d7 (u, v) realizes the distance
between the supports of [U], [V]. By composing the relevant maps in the remainder
of the argument with comparison maps, we can assume that U,,, V,, are favorite
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representatives. Without loss of generality, there exists a vertex w € T so that
x € Xy. If u = v, then consistency follows since it holds in each vertex space, so
assume that u, v have disjoint supports and in particular [U] th [V].

If w & [u, v], then (say) u separates w from v. Then ny(x) = my, (g, (x)). Let e
be the edge of the geodesic [u, v] emanating from u, so that p[[z,/]] = ,of,u, where S is
the image in G, of the C-maximal element of G,. If

dev, (gu(x), p§ ) < E,

then we are done. Otherwise, by consistency in G,,, we have

des(gu(x), pg") < E,

from which consistency follows. Hence suppose that w € [u, v]. Then without
loss of generality, there is an edge e containing v and separating w from v. As
before, projections to V factor through the E-maximal element of &, from which
consistency follows.

We verify consistency for T, [W] for each ~-class [W]. Choose x € X,. If
dr (v, Tywy) > n+ 1, then let e be the edge incident to T separating it from v, so
that (up to a comparison map) ,O[TW](U) = p‘ﬁ,, where W € G+ represents W, and
et € Tywy, and S is the image in &,+ of the C-maximal element of &,. (Note that
W i S by hypothesis (4) of the theorem and the choice of ¢). On the other hand (up
to a comparison map) 7w} (x) = T (ge+ (1)) = 7w (get (X)) < 7w (Fs) = piy, as
desired. (The final coarse equality holds by hypothesis (4).)

Finally, suppose that [U] C [V] and that either [V] = [W] or [V] M [W] and
[U] L [W]. We claim that d[W](p[[Vl{,]], p[[v‘f,]]) is uniformly bounded. By definition,
Tiy1 N Tivy # < and we fix representatives U, € 6, V, € G, of [U], [V] with
Uu,CV,.

Next, suppose that Try; N Tiwy # & and Ty N Tiwy # <, so that we can choose
vertices v, w of T and representatives V,,, W,, € &, so that V,, T W,, or V,, rh
W,, according to whether [V] E [W] or [V] h [W], and choose representatives
U,, W, € &, of [U], [W] so that U, T W, or U, h W, according to whether
[UIC [W]or [U]lth[W]. Let m € T be the median of u, v, w. Since u, w lie in the
support of [U], [W], so does m, since supports are connected. Likewise, m lies in
the support of [V]. Let U,,, V,,,, W,, be the representatives of [U], [V ], [W] in m.
Since edge-maps are full hieromorphisms, we have U,, C V,,, and U,, £ W), and
either V,,, © W,, or V,,, th W,,. Hence Definition 1.1.(4) implies that dy, (,ovl[],’;, p“,{};)
is uniformly bounded. Since the comparison maps are uniform quasi-isometries, it
follows that djw (,o[[v[{,]], ,o[[x,]]) is uniformly bounded, as desired.

Next, suppose that Tjy) N Tiw; = @. Then [U] th [W]. If there is an edge e
separating Tjw) from T}y U Ty, then ,0[[6{,]] = p[[“;,]] by definition. Otherwise, [V] rh
[W] (by transitivity of C and the fact that Ty N Tjw) = &) but there exist some
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v € Tiv N Tiw) and representatives V,,, W, € &, of [V], [W] with V,, (h W,,. But
by fullness of the hieromorphism and induction on dz (u, v), we find that v € Tjyy,
contradicting that Ty N Tiw) = 2.

Bounded geodesic image and large link axiom in 7" and Un K;. For bounded
geodesic image, in the case where one of the two nested elements of G in question
is in Un Ky, the claim holds trivially since the associated hyperbolic space has
diameter 0 and the associated map between hyperbolic spaces has either domain or
codomain a single point.

Let y be a geodesic in T and let [W] be a ~-class so that dr (y, pT ]) > 1, which
is to say that y does not contain vertices in the support of [W]. Let e be the terminal
edge of the geodesic joining y to the support of [W]. Then for all u € y, we have by
definition that ,O[TW](M) = p[W] for some fixed ~-class [S]. This verifies the bounded
geodesic image axiom for T, [W].

By Lemma 8.17, there exists a constant K” such that if x, x" € X respectively
project to vertices v, v, then any [W] € & —{T} with djw;(x, x") > K" is supported
on a vertex vy on the geodesic [v, v'] and is hence nested into [S,,, ], where S, is
maximal in &,,,,. Indeed, choose w in the support of [W]. Then either diw(x, x7)
is smaller than some specified constant, or dy, (g (x), gy (x") > K'. Thus g, (Xn)
has diameter at least K’, where m is the median of v, v’, w. Hence m lies in the
support of [W], and m € [v, v'], and [W] C [S], where S is C-maximal in &,,.
Finally, for each such S, it is clear that d7 (x, p; *") < dr(x, x'), verifying the
conclusion of the large link axiom for 7.

Finally, we have to check that if K = K- ([W], ..., [W,]) and x, y € X, then
there exist a uniformly bounded number of elements [U;] so that for any [V ] E K+
with djy(x, y) > E, the class [V] is nested into some U;. We have shown above
that any such [ V] is nested into the C-maximal S, € &, for some v on the geodesic
of T between 77 (x) and 77 (y). Now, since [V ] C K+, we have [V].L[W;] for all #,
so that the support of [V] uniformly coarsely coincides with the support of [ W;] for
each i. Hence v must be among the boundedly many vertices on [ (x), w7 (y)] that
lie in the intersection of the supports of the [W;]. Thus we can take our set of U; to be
the set of such S, which has uniformly bounded cardinality (bounded in terms of ).

Bounded geodesic image and large link axiom in W C T. Let [W] be non-C-
maximal, let [V] C [W], and let y be a geodesic in C[W]. Then y is a geodesic
in CW,,, by definition, where w is the favorite vertex of [W] with corresponding
representative W,. Let V,, be the representative of [V ] supported on w, so that
P[[;/v]] ,OW , SO that y av01ds the E-neighborhood of ,o[W]] exactly when it avoids
the E-neighborhood of ,OW The bounded geodesic image axiom now follows
from bounded geodesic image in G,,, although the constant E has been changed

according to the quasi-isometry constant of comparison maps.
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Now suppose x, x" € X,, X,y and choose w to be the favorite vertex in the
support of [W]. Suppose for some [V] T [W] that dy(x, x") > E’, where E’
depends on E and the quasi-isometry constants of the edge-hieromorphisms. Then
dy, (gw(x), guw(x")) > E, for some representative V,, € S,, of [V], by our choice
of E’. Hence, by the large link axiom in &,,, we have that V,, C T;, where {T;} is a

specified set of N = [dw, (gw(x), gw(x"))] = [diw(x, x')] elements of &,,, with
each T; C— W,,. Moreover, the large link axiom in G,, implies that

dwix, o) = dw, (@u(x), pyy,) <N
for all i. This verifies the large link axiom for (X (7)), ).

Partial realization. Let [V|], ..., [Vi] € & be pairwise-orthogonal, and, for each
i <k,let p; € C[V;]. For each i, let T; C T be the induced subgraph spanned
by the vertices w such that [V;] has a representative in &,,. The definition of the
~-relation implies that each 7; is connected, so by the Helly property of trees, there
exists a vertex v € T such that for each i, there exists Vlf € G, representing [V;].
Moreover, we have V LV;/ fori # j, since the edge-hieromorphisms preserve the
orthogonality relation. Applying the partial realization axiom (Definition 1.1.(8))
to {p; € CV!}, where p; is the image of p; under the appropriate comparison map,
yields a point x € X, such that 7y (x) is coarsely equal to p; for all i, whence
div.1(x, p;) is uniformly bounded. If [V;]E [W], then W has a representative
W, € &, such that Vlf C W, whence djw(x, ,03,/" ]) is uniformly bounded since x
is a partial realization point for {Vlf } in &,. Finally, if [W] h [V;], then either the
subtrees of T supporting [W] and [V;] are disjoint, in which case djw;(x, p[[v‘f}'})
is bounded, or [W] has a representative in G, transverse to V), in which case the
same inequality holds by our choice of x. There is nothing to check regarding
projections onto CK* for K+ e Un KCy, since those spaces are single points.

It remains to consider pairwise orthogonal collections that include elements
of (J, K. Since no two of these elements can be orthogonal, we must consider
K+ = K,]L([Wl], ..., [Wy1), which is orthogonal to ~-classes [V1], ..., [Vi], which
themselves form an orthogonal collection. Let p be the unique point of CK*, and for
eachi <k, let p; € CV;. Then the previous discussion provides a point x so that for
any i, we have mrjy,1) (x) < p;, and 77 (x) < p[Tm. Moreover, for any [U] so that, for
some i, we have [U] h [V;] or [V;] E [U], we have my(x) < p[[g"]]. We claim that
x also satisfies the conclusion of partial realization for the pairwise-orthogonal set
KL, (Vil, ..., [Vl Again, there is nothing to check regarding projections onto C K+
for K+ e U,7 ICy), since those spaces are single points, and this includes the statement
about g1 (x). So, it just remains to check that 77 (x) uniformly coarsely coincides
with p?L. But 77 (x) coarsely coincides with p[Tm for any i, by the construction
of x. Since [V;].LK*, we have [V;] C [W;] for some j, so ,O[TV"] coarsely coincides

. W; W; L .. . .
with ,o[T 7 But p[T il coarsely coincides, by definition, with p?, as required.
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Uniqueness of realization points. Suppose x, y € X satisfy djyj(x, y) < K for
all [V] € &. Then, for each vertex v € T, applying the uniqueness axiom in
Xy to gy(x), gy(y) shows that dy, (g,(x), g,(¥)) < ¢ = ¢(K). Indeed, other-
wise we would have dy (g,(x), g,(y)) > €K + & for some V € &,, whence

divi(x,y) > K. There exists k < K and a sequence vy, ..., vx of vertices in
T so that x € Xy, y € Xy, For each j, let x; = g,,(x) and y; = g,;(y). Then
X =X0, Y0 X1, Y15 -« +» Yj—1Xjs Yjs - - - » Xk, Yk = Y 1s a path of uniformly bounded

length joining x to y. Indeed, d X, (xj, yj) < ¢ and k < K by the preceding discus-
sion, while x; coarsely coincides with a point on the opposite side of an edge-space
from y;_; by the definition of the gate of an edge-space in a vertex-space and the
fact that x; | and y;_; coarsely coincide. This completes the proof. U

8A. Equivariant definition of (X (7T ), &). Let T denote the tree of hierarchically
hyperbolic spaces (T, {X,}, {*Xe}, {m.=}), and let (X' (7), &) be the hierarchically
hyperbolic structure defined in the proof of Theorem 8.6. Various arbitrary choices
were made in defining the constituent hyperbolic spaces and projections in this
hierarchically hyperbolic structure, and we now insist on a specific way of making
these choices in order to describe automorphisms of (X (7), ©).

Recall that an automorphism of (X' (7)), &) is determined by a bijectiong: & — &
and a set of isometries g : CQ — CgQ, for Q € G. Via the distance formula, this
determines a uniform quasi-isometry X (7) — X (7).

Abijection g:|_|,c) ©v— |],cp ©v is T-coherent if there is an induced isometry
g of the underlying tree, T, so that fg = gf, where f :| | ., &, — T sends each
V € G, to v, for all v € V. The T-coherent bijection g is said to be 7 -coherent if it
also preserves the relation ~. Noting that the composition of 7 -coherent bijections
is T -coherent, denote by Py the group of T -coherent bijections. For each g € Pr,
there is an induced bijection g : 6° — &°.

Recall that the hierarchically hyperbolic structure (X(7), &) was completely
determined except for the following three types of choices which were made
arbitrarily.

(1) For [V] € G, the stabiliser of [V] fixes a point in the (bounded) support tree,
which we can assume, by subdividing, to be a vertex v. This is the favorite
vertex for [V].

(2) we chose an arbitrary favorite representative V,, € G, with [V] =[V,]. (Note
that if, as is often the case in practice, edge-hieromorphisms &, — &, are
injective, then V, is the unique representative of its ~-class that lies in &,,
and hence our choice is uniquely determined.)

(3) For each [W] € G, the point p[TW](v) is chosen arbitrarily in CW, where W is
the favorite representative of [W] and v is a vertex in the support of [W].
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We now constrain these choices so that they are equivariant. For each Py-
orbit in &, choose a representative [V] of that orbit, choose a favorite vertex v
in its support, and choose a favorite representative V,, € G, of [V]. Then declare
gVy € Gy, to be the favorite representative, and gv the favorite vertex, associated
to g[ V], for each g € Pr.

Recall that, for each [W] € &, we defined C[W] to be CW, where W is the
favorite representative of [ W]. Suppose that we have specified a subgroup G < Py
and, for each [W] € & and g € Py, an isometry g : C[W] — Cg[W]. Then we
choose ,o[TWJ in such a way that pgT[WJ = g,O[TWJ for each [W] € G and g € G.

8B. Graphs of hierarchically hyperbolic groups. Recall that the finitely generated
group G is hierarchically hyperbolic if there is a hierarchically hyperbolic space
(X, ©) such that G < Aut(S) and the action of G on X is metrically proper and
cobounded and the action of G on & is cofinite (this, together with the definition
of an automorphism, implies that only finitely many isometry types of hyperbolic
space are involved in the HHS structure). Endowing G with a word-metric, we see
that (G, ©) is a hierarchically hyperbolic space.

If (G, ©) and (G’, &) are hierarchically hyperbolic groups, then a homomor-
phism of hierarchically hyperbolic groups ¢ : (G, &) — (G’, &') is a homomor-
phism ¢ : G — G’ that is also a ¢-equivariant hieromorphism as in Definition 1.22.

Recall that a graph of groups G is a graph I' = (V, E) together with a set
{G,:veV}of vertex groups, a set {G, : e € E} of edge groups, and monomorphisms
d)jc : G, — G+, where e* are the vertices incident to e. As usual, the total group
G of G is the quotient of (x,cyG,) * Fg, where Fg is the free group generated
by E, obtained by imposing the following relations:

e ¢ =1 for all e € E belonging to some fixed spanning tree 7 of I'.

e ¢ (g)=ep, (g)e ! foree E and g € G,.

We are interested in the case where I is a finite graph and, foreachv e V,e € E,
we have sets &, G, so that (G,, G,) and (G., S,) are hierarchically hyperbolic
group structures for which ¢;'E : G, — G+ is a homomorphism of hierarchically
hyperbolic groups. In this case, G is a finite graph of hierarchically hyperbolic
groups. If in addition each ¢ has hierarchically quasiconvex image, then G has
quasiconvex edge groups.

Letting I denote the Bass—Serre tree, observe that

T=G=T,{Gs}, (Gs}, {97}

is a tree of hierarchically hyperbolic spaces, where v ranges over the vertex set
of T', and each Gy is a conjugate in the total group G to G,, where v — v under
[>T, and an analogous statement holds for edge-groups. Each ¢gc is conjugate
to an edge-map in G in the obvious way. We say G has bounded supports if T does.
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Corollary 8.24 (combination theorem for HHGs). Let G = (', {G,}, {G.}, {¢f})
be a finite graph of hierarchically hyperbolic groups, with Bass—Serre tree .
Suppose that:

(1) G has quasiconvex edge groups;
(2) each q&ei, as a hieromorphism, is full;
(3) G has bounded supports;

(4) ifeisan edge of " and S, the C-maximal element of G,, then for all V € Sz,
the elements V and ¢:>i (S.) are not orthogonal in G ,=;

(5) for each vertex v of T, there are finitely many G,-orbits of subsets U C S, for
which the elements of U are pairwise-orthogonal;

(6) there exists K > 0 such that for all vertices v of T and edges e incident to v, we
have dyaus (¢, (G.)), F¢5§>(Se) x {x}) < K, where S, € G, is the unique maximal

element and x € Edh?(Se)'

Then the total group G of G is a hierarchically hyperbolic group.

Remark 8.25. We have added hypothesis (5) because it is exactly what’s required.
In fact, it should follow from a stronger but more natural condition, namely that
for each V € G,, the stabilizer in G, of the standard product region Py acts
cocompactly on Py. This holds, for example, in the mapping class group. On the
other hand, this stronger condition it is not a consequence of the definition of an
HHG since, for example, one can put exotic HHG structures on a free group where
this fails.

Proof of Corollary 8.24. By Theorem 8.6, (G, ©) is a hierarchically hyperbolic
space. Observe that G < Pg, since G acts on the Bass—Serre tree f:, and this
action is induced by an action on |J,.,, &, preserving the ~-relation. Hence
the hierarchically hyperbolic structure (G, &) can be chosen according to the
constraints in Section 8A, whence it is easily checked that G acts on G° by HHS
automorphisms. Moreover, for any [V ], there are finitely many Stabg ([V ])-orbits
of ~-classes nested in [V].

The action on & is cofinite since each G, is a hierarchically hyperbolic group.

Moreover, since G preserves nesting and orthogonality in &°, we have an induced
action of G on |J, K, defined by gK+([W1], ..., [Wy]) =K-([gWi], ..., [gWa]).
We must show that this action (and hence the action of G on & obtained by
combining this with the action on &) is cofinite.

Since each element of C,, corresponds to a n-element pairwise-orthogonal set
in G°, and this correspondence is injective, it suffices to show that there are only
finitely many G-orbits of such sets. This follows from hypothesis (5).

Finally, the maps of the form . : G — CK* and pg. obviously satisfy the
conditions required of an action by HHS automorphisms, since they are constant
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maps. Finally, for all Kl € U Ky and [W] and g € G, we can choose the arbi-
trary constant map p[W] SO that g(p[W]) pg[W], where g : C[W] — Cg[W] is the
isometry from the automorphism action on G°. The same holds with W replaced
by T, smce ,oT was defined to be an intersection of support trees associated to K+,
and ,oT is, by the definition of the G-action on U K, and the G-equivariance of
the assignment of each ~-class to its support tree, the intersection of the g-translates
of these support trees, i.e., g,o?L. This completes the proof. ([

Remark 8.26 (examples where the combination theorem does not apply). Examples
where one cannot apply Theorem 8.6 or Corollary 8.24 are likely to yield examples
of groups that are not hierarchically hyperbolic groups, or even hierarchically
hyperbolic spaces.

(1) Let G be a finite graph of groups with Z> vertex groups and Z edge groups,
i.e., a tubular group. Wise [2014] completely characterized the tubular groups
that act freely on CAT(0) cube complexes, and also characterized the (rare)
tubular groups that admit cocompact such actions; Woodhouse [2016] gave a
necessary and sufficient condition for the particular cube complex constructed
in [Wise 2014] to be finite-dimensional. These results suggest that there is
little hope of producing hierarchically hyperbolic structures for tubular groups
via cubulation, except in particularly simple cases.

This is because the obstruction to cocompact cubulation is very similar to the
obstruction to building a hierarchically hyperbolic structure using Theorem 8.6.
Indeed, if some vertex-group G, = Z2 has more than two independent incident
edge-groups, then, if G satisfied the hypotheses of Theorem 8.6, the hierar-
chically hyperbolic structure on G, would include three pairwise-orthogonal
unbounded elements, contradicting partial realization. This shows that such a
tubular group does not admit a hierarchically hyperbolic structure by virtue of
the obvious splitting, and in fact shows that there is no hierarchically hyper-
bolic structure in which G, and the incident edge-groups are hierarchically
quasiconvex.

(2) Let G = F x4 Z, where F is a finite-rank free group and ¢ : F — F is an
automorphism. When F is atoroidal, G is a hierarchically hyperbolic group
simply by virtue of being hyperbolic [Bestvina and Feighn 1992; Brinkmann
2000]. There is also a more refined hierarchically hyperbolic structure in this
case, in which all of the hyperbolic spaces involved are quasitrees. Indeed, by
combining results in [Hagen and Wise 2015] and [Agol 2013], one finds that
G acts freely, cocompactly, and hence virtually co-specially on a CAT(0) cube
complex, which therefore contains a G-invariant factor system in the sense
of [Behrstock et al. 2017b] and is hence a hierarchically hyperbolic group;
the construction in [Behrstock et al. 2017b] ensures that the hierarchically
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hyperbolic structure for such cube complexes always uses a collection of
hyperbolic spaces uniformly quasi-isometric to trees. However, the situation
is presumably quite different when G is not hyperbolic. In this case, it seems
that G is rarely hierarchically hyperbolic.

8C. Products. In this short section, we briefly describe a hierarchically hyperbolic
structure on products of hierarchically hyperbolic spaces.

Proposition 8.27 (product HHS). Let (Xy, &) and (X|, &) be hierarchically
hyperbolic spaces. Then X = Xy x X| admits a hierarchically hyperbolic structure
(X, &) such that for each of i € {0, 1} the inclusion map X; — X induces a
quasiconvex hieromorphism.

Proof. Let (X;, G;) be hierarchically hyperbolic spaces for i € {0,1}. Let G
be a hierarchically hyperbolic structure consisting of the disjoint union of Sy
and G, (together with their intrinsic hyperbolic spaces, projections, and nesting,
orthogonality, and transversality relations), along with the following domains whose
associated hyperbolic spaces are points: S, into which everything will be nested;
U;, for i € {0, 1}, into which everything in &; is nested; for each U € &; a domain
Vu, with |CVy| = 1, into which is nested everything in &;; and everything in
S; orthogonal to U. The elements Vi are all transverse to Uy and U;. Given
U, U’, the elements Vi, Vi are transverse unless U = U’, in which case Vi E V.
Projections gy : Xy x X1 — U € G are defined in the obvious way when U € GoUS|;
otherwise, they are the compositions of the existing projections with projection to
the relevant factor. Projections of the form ,0%,] are either defined already, uniquely
determined, or are chosen to coincide with the projection of some fixed basepoint
(when V € GoUG; and U is not). It is easy to check that this gives a hierarchically
hyperbolic structure on x| x A5.

The hieromorphisms (X, G;) — (X, &) are inclusions on A; and &; for each
U e G;,themap G; > CU — CU € G is the identity. It follows immediately
from the definitions that the diagrams from Definition 1.20 coarsely commute, so
that these maps are indeed hieromorphisms. Hierarchical quasiconvexity likewise
follows from the definition. ([

Product HHS will be used in defining hierarchically hyperbolic structures on
graph manifolds in Section 10. The next result follows directly from the proof of
the previous proposition.

Corollary 8.28. Let Go and G| be hierarchically hyperbolic groups. Then Go x G
is a hierarchically hyperbolic group.

9. Hyperbolicity relative to HHGs

Relatively hyperbolic groups possess natural hierarchically hyperbolic structures:
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Theorem 9.1 (hyperbolicity relative to HHGs). Let the group G be hyperbolic
relative to a finite collection P of peripheral subgroups. If each P € P is a hierar-
chically hyperbolic space, then G is a hierarchically hyperbolic space. Further, if
each P € P is a hierarchically hyperbolic group, then so is G.

Proof. We prove the statement about hierarchically hyperbolic groups; the statement
about spaces follows a fortiori.

For each P € P, let (P, Gp) be a hierarchically hyperbolic group structure. For
convenience, assume that the P € P are pairwise nonconjugate (this will avoid
conflicting hierarchically hyperbolic structures). For each P and each left coset g P,
let Sz p be a copy of Sp (with associated hyperbolic spaces and projections), so
that there is a hieromorphism (P, Sp) — (gP, Ggp), equivariant with respect to
the conjugation isomorphism P — P$.

Let G be the usual hyperbolic space formed from G by coning off each left coset
of each P € P. Let & = {G} U |_|gP6G7> S,p. The nesting, orthogonality, and
transversality relations on each G, p are as defined above; if U, V € S,p, Sy prand
gP # g'F "P’, then declare U r V. Finally, forall U € G, let U C G. The hyperbolic
space CG is G, while the hyperbolic space CU associated to each U € G,p was
defined above.

The projections are defined as follows: w5 : G — G is the inclusion, which
is coarsely surjective and hence has quasiconvex image. For each U € G,4p, let
gep : G — gP be the closest-point projection onto g P and let 7y = 7y o ggp, to
extend the domain of 7y from gP to G. Since each wy was coarsely Lipschitz on
U with quasiconvex image, and the closest-point projection is uniformly coarsely
Lipschitz, the projection 7y is uniformly coarsely Lipschitz and has quasiconvex
image. For each U, V € G, p, the coarse maps pg and ,0"{ were already defined. If
UeGgpand V € Sy p, then p‘l,] =y (gy p'(gP)), which is a uniformly bounded
set (here we use relative hyperbolicity, not just the Weak relative hyperbolicity that is
all we needed so far). Finally, for U ;é G, we define ,oA to be the cone-point over the
umque gP with U € Ggp, and ,oU G — CU is deﬁned as follows: for x € G, let
Py (x) =nayx). Ifx € G is a cone- point over g’ P’ # g P, let Py G(x)= , Where
S¢'pr € G pr is E-maximal. The cone-point over g P may be sent anywhere inU.

By constmction, to verify that (G, G) is a hierarchically hyperbolic group struc-
ture, it suffices to verify that it satisfies the remaining axioms for a hierarchically
hyperbolic space given in Definition 1.1, since the additional G-equivariance con-
ditions hold by construction. Specifically, it remains to verify consistency, bounded
geodesic image and large links, partial realization, and uniqueness.

Consistency. The nested consistency inequality holds automatically within each
S, p, so it remains to verify it only for U € G,p versus G, but this follows
directly from the definition: if x € G is far in G from the cone-point over g P, then
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pg (x) =my(x), by definition. To verify the transverse inequality, it suffices to
consider U € S,p, V € Sy pr with gP # g’ P'. Letx € G and let z =g, p/(x). Then,
if dy (x, ) is sufficiently large, then dgp(x, z) is correspondingly large, so that by
Lemma 1.15 of [Sisto 2013], gy p/(x) and g, p'(g P) coarsely coincide, as desired.

The last part of the consistency axiom, Definition 1.1.(4), holds as follows. If
U C V, then either U = V, and there is nothing to prove. Otherwise, if U C V
and either V. W or W M V, then either U, V € G,4p for some g, P,or U € G,4p
and V = G. The latter situation precludes the existence of W, so we must be in the
former situation. If W € G4 p, we are done since the axiom holds in Ggp. If W = 6,
then U, V both project to the cone-point over g P, so p‘l{, = ,o“,‘/,. In the remaining
case, W € Gy p for some g’ P’ # g P, in which case pvl{,, pv‘f, both coincide with
7w (gg P (g P)).

Bounded geodesic image. Bounded geodesic image holds within each Gzp by
construction, so it suffices to consider the case of U € G, p nested into G. Let %
be a geodesic in G avoiding g P and the cone on g P. Lemma 1.15 of [Sisto 2013]
ensures that any lift of y has uniformly bounded projection on g P, so pg oy is
uniformly bounded.

Large links. The large link axiom (Definition 1.1.(6)) can be seen to hold in
(G, ©) by combining the large link axiom in each g P with malnormality of P and
Lemma 1.15 of [Sisto 2013].

Partial realization. This follows immediately from partial realization within each
S, p and the fact that no new orthogonality was introduced in defining (G, 6),
together with the definition of G and the definition of projection between elements
of Sgp and &, pr when gP # g’ P’'. More precisely, if U € G,p and p € CU, then
by partial realization within g P, there exists x € g P so that dy (x, p) <« for some
fixed constant « and dy (x, ,o‘lf) <aforall Ve &,p withU EV or U V. Observe
that dgz (x, pg) =1, since x € gP and pg is the cone-point over g P. Finally, if
g'P #gPandV €&y p, thendy(x, py) =dv (T (8¢ p/ (1)), 7v (gg P (g P))) =0
since x € gP.

Uniqueness. If x, y are uniformly close in G, then either they are uniformly close
in G, or they are uniformly close to a common cone-point, over some g P, whence
the claim follows from the uniqueness axiom in S, p. ]

Remark 9.2. Sisto [2013] established a characterization of relative hyperbolicity
in terms of projections and, further, proved that, like for mapping class groups,
there was a natural way to compute distances in relatively hyperbolic groups from
certain related spaces, namely: if (G, P) is relatively hyperbolic, then distances in
G are coarsely obtained by summing the corresponding distance in the coned-off
Cayley graph G together with the distances between projections in the various
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P € P and their cosets. We recover a new proof of Sisto’s formula as a consequence
of Theorem 9.1 and Theorem 4.5.

Theorem 9.1 will be used in our analysis of 3-manifold groups in Section 10.
However, there is a more general statement in the context of metrically relatively
hyperbolic spaces (e.g., what Drutu and Sapir [2005] call asymptotically tree-graded,
or spaces that satisfy the equivalent condition on projections formulated in [Sisto
2012]). For instance, arguing exactly as in the proof of Theorem 9.1 shows that
if the space X is hyperbolic relative to a collection of uniformly hierarchically
hyperbolic spaces, then & admits a hierarchically hyperbolic structure (in which
each peripheral subspace embeds hieromorphically).

More generally, let the geodesic metric space X be hyperbolic relative to a
collection P of subspaces, and let X be the hyperbolic space obtained from X by
coning off each P € P. Then we can endow X’ with a hierarchical space structure
as follows:

o The index-set & consists of P together with an additional index S.

e Forall P, Q € P, we have P h Q, while P = S for all P € P (the orthogonality
relation is empty and there is no other nesting).

e Foreach P ¢ P, weletCP = P.

« We declare CS = X.

o The projection g : X — X is the inclusion.

e Foreach P € P, let mp : ¥ — P be the closest-point projection onto P (which
is surjective).

e For each P € P, let pé) be the cone-point in X associated to P.

e For each P € P, let ,of, : X — P be defined by ,og(x) =nap(x) forx € X,
while ,of, (x) = p(Q) whenever x lies in the cone on Q € P.

o For distinct P, Q € P, let ,05 = 7o (P) (which is uniformly bounded since X’
is hyperbolic relative to P).

The above definition yields:

Theorem 9.3. Let the geodesic metric space X be hyperbolic relative to the collec-
tion P of subspaces. Then, with S as above, we have that (X, ©) is a hierarchical
space, and is moreover relatively hierarchically hyperbolic.

Proof. By definition, for each U € &, we have that either U = S and CS = X is
hyperbolic, or U is E-minimal. The rest of the conditions of Definition 1.1 are
verified as in the proof of Theorem 9.1. ]
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10. Hierarchical hyperbolicity of 3-manifold groups

In this section we show that fundamental groups of most 3-manifolds admit hierar-
chical hyperbolic structures. More precisely, we prove:

Theorem 10.1 (which 3-manifolds are hierarchically hyperbolic). Let M be a
closed 3-manifold. Then w1 (M) is a hierarchically hyperbolic space if and only
if M does not have a Sol or Nil component in its prime decomposition.

Proof. 1t is well known that for a closed irreducible 3-manifold N the Dehn
function of m(N) is linear if N is hyperbolic, cubic if N is Nil, exponential if
N is Sol, and quadratic in all other cases. Hence by Corollary 7.5, if 71 (M) is a
hierarchically hyperbolic space, then M does not contain Nil or Sol manifolds in
its prime decomposition. It remains to prove the converse.

Since the fundamental group of any reducible 3-manifold is the free product of
irreducible ones, the reducible case immediately follows from the irreducible case
by Theorem 9.1.

When M is geometric and not Nil or Sol, then 7| (M) is quasi-isometric to one
of the following:

o R3 is hierarchically hyperbolic by Proposition 8.27.
o H3, S3, S? x R are (hierarchically) hyperbolic.

e H?>xRand PSL,(R): the first is hierarchically hyperbolic by Proposition 8.27,
whence the second is also since it is quasi-isometric to the first by [Rieffel
2001].

We may now assume M is not geometric. Our main step is to show that any
irreducible nongeometric graph manifold group is a hierarchically hyperbolic space.

Let M be an irreducible nongeometric graph manifold. By [Kapovich and Leeb
1998, Theorem 2.3], by replacing M by a manifold whose fundamental group is
quasi-isometric to that of M, we may assume that our manifold is a flip graph
manifold, i.e., each Seifert fibered space component is a trivial circle bundle over a
surface of genus at least 2 and each pair of adjacent Seifert fibered spaces are glued
by flipping the base and fiber directions.

Let X be the universal cover of M. The decomposition of M into geometric
components induces a decomposition of X into subspaces {5, }, one for each vertex v
of the Bass—Serre tree T of M. Each such subspace S, is bi-Lipschitz homeomorphic
to the product of a copy R, of the real line with the universal cover X, of a
hyperbolic surface with totally geodesic boundary, and there are maps ¢, : S, = X,
and ¥, : S, — R,. Notice that X, is hyperbolic, and in particular hierarchically
hyperbolic. However, for later purposes, we endow X, with the hierarchically
hyperbolic structure originating from the fact that 3, is hyperbolic relative to its
boundary components, see Theorem 9.1.
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By Proposition 8.27 each S, is a hierarchically hyperbolic space and thus we have
a tree of hierarchically hyperbolic spaces. Each edge space is a product dg X, X R,,
where dpX, is a particular boundary component of X, determined by the adjacent
vertex. Further, since the graph manifold is flip, we also have that for any vertices
v, w of the tree, the edge-hieromorphism between S, and S, sends dp X, to R,, and
R, to 0p Xy

We now verify the hypotheses of Theorem 8.6. The first hypothesis is that there
exists k so that each edge-hieromorphism is k-hierarchically quasiconvex. This is
easily seen since the edge-hieromorphisms have the simple form described above.
The second hypothesis of Theorem 8.6, fullness of edge-hieromorphisms, also
follows immediately from the explicit description of the edges here and the simple
hierarchically hyperbolic structure of the edge spaces.

The third hypothesis of Theorem 8.6 requires that the tree has bounded supports.
We can assume that the product regions §, are maximal in the sense that each
edge-hieromorphism sends the fiber direction R, to dpX,, in each adjacent S,,. It
follows that the support of each ~-class (in the language of Theorem 8.6) consists
of at most 2 vertices. The last hypothesis of Theorem 8.6 is about nonorthogonality
of maximal elements and again follows directly from the explicit hierarchically
hyperbolic structure. Moreover, the part of the hypothesis about edge-spaces
coinciding coarsely with standard product regions in vertex spaces follows from
the explicit hierarchically hyperbolic structure.

All the hypotheses of Theorem 8.6 are satisfied, so 71 M (with any word met-
ric) is a hierarchically hyperbolic space for all irreducible nongeometric graph
manifolds M.

The general case that the fundamental group of any nongeometric 3-manifold
is a hierarchically hyperbolic space now follows immediately by Theorem 9.1,
since any 3-manifold group is hyperbolic relative to its maximal graph manifold
subgroups. (]

Remark 10.2 ((non)existence of HHG structures for 3—manifold groups). The proof
of Theorem 10.1 shows that for many 3-manifolds M, the group 7| M is not merely a
hierarchically hyperbolic space (when endowed with the word metric arising from a
finite generating set), but is actually a hierarchically hyperbolic group. Specifically,
if M is virtually compact special, then ;M acts freely and cocompactly on a
CAT(0) cube complex X that is the universal cover of a compact special cube
complex. Hence X’ contains a 7 M-invariant factor system (see [Behrstock et al.
2017b, Section 8]) consisting of a 7y M-finite set of convex subcomplexes. This
yields a hierarchically hyperbolic structure (X, &) where 71 M < Aut(S) acts
cofinitely on & and geometrically on X, i.e., w1 M is a hierarchically hyperbolic

group.
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The situation is quite different when 7t M is not virtually compact special. Indeed,
when M is a nonpositively curved graph manifold, 7wy M virtually acts freely, but
not necessarily cocompactly, on a CAT(0) cube complex X, and the quotient is
virtually special; this is a result of Liu [2013] which was also shown to hold in the
case where M has nonempty boundary by Przytycki and Wise [2014]. Moreover,
1M acts with finitely many orbits of hyperplanes. Hence the 71 M -invariant factor
system on X from [Behrstock et al. 2017b] yields a r; M -equivariant HHS structure
(X, 6) with & my M-finite. However, this yields an HHG structure on 71 M only
if the action on X is cocompact. It was shown in [Hagen and Przytycki 2015]
that 7ty M virtually acts freely and cocompactly on a CAT(0) cube complex, with
special quotient, only in the very particular situation where M is chargeless. This
essentially asks whether the construction of the hierarchically hyperbolic structure
on M from the proof of Theorem 10.1 can be done m; M-equivariantly. In general,
this is impossible: recall that we passed from M to the universal cover of a flip
manifold using a (nonequivariant) quasi-isometry. Motivated by this observation
and the fact that the range of possible HHS structures on the universal cover of
a JSJ torus is very limited, we conjecture that sty M is a hierarchically hyperbolic
group if and only if M acts freely and cocompactly on a CAT(0) cube complex.

11. A new proof of the distance formula for mapping class groups

We now describe the hierarchically hyperbolic structure of mapping class groups.
In [Behrstock et al. 2017b] we gave a proof of this result using several of the main
results of [Behrstock 2006; 2012; Masur and Minsky 1999; 2000]. Here we give an
elementary proof which is independent of the Masur—Minsky “hierarchy machinery.”
One consequence of this is a new and concise proof of the celebrated Masur—
Minsky distance formula [2000, Theorem 6.12], which we obtain by combining
Theorems 4.5 and 11.1.

(1) Let S be a closed connected oriented surface of finite type and let M (S) be its
marking complex.

(2) Let G be the collection of isotopy classes of essential nonpants subsurfaces
of §, and for each U € G let CU be its curve complex. (We allow disconnected
subsurfaces; the curve graph of a disconnected surface is the join of the curve
graphs of its components.)

(3) The relation C is nesting, L is disjointness and rh is overlapping.

(4) For each U € G, let my : M(S) — CU be the (usual) subsurface projection.
For U, V € & satisfying either U T V or U h V, denote ,o‘L,/ =nyQU)eCV,
while for V E U let ,og : CU — 2%V be the subsurface projection. When U
is a component of the disconnected subsurface V, let ,o‘l,] be the curve graph
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of U, which is a subgraph of CV of bounded diameter. In general, if U = V,
then ,o‘l,] is the union of the subsets pg" where U; varies over the components
of U.

Theorem 11.1. Let S be closed connected oriented surface of finite type. Then,
(MU(S), 6) is a hierarchically hyperbolic space, for S as above. In particular the
mapping class group MCG(S) is a hierarchically hyperbolic group.

Proof. Hyperbolicity of curve graphs is the main result of [Masur and Minsky
1999]; more recent proofs of this were found in [Aougab 2013; Bowditch 2014b;
Clay et al. 2014; Hensel et al. 2015; Przytycki and Sisto 2017], some of which are
elementary.

Axioms (1), (2), (3) and (5) are clear (an elementary exposition of the Lips-
chitz condition for subsurface projections is provided in [Masur and Minsky 2000,
Lemma 2.5], and the projections have quasiconvex image because they are coarsely
surjective). Both parts of axiom (4) can be found in [Behrstock 2006]. The nesting
part is elementary, and a short elementary proof in the overlapping case was obtained
by Leininger and can be found in [Mangahas 2010].

Axiom (7) was proven in [Masur and Minsky 2000], and an elementary proof
is available in [Webb 2015]. In fact, in the aforementioned papers it is proven
that there exists a constant C so that for any subsurface W, markings x, y and
geodesic from my (x) to Ty (), the following holds. If V E W and V # W satisfies
dy(x,y) > C then some curve along the given geodesic does not intersect V.
This implies axiom (6), since we can take the 7; to be the complements of curves
appearing along the aforementioned geodesic.

Axiom (8) follows easily from the following statement, which clearly holds: For
any given collection of disjoint subsurfaces and curves on the given subsurfaces,
there exists a marking on S that contains the given curves as base curves (or, up
to bounded error, transversals in the case that the corresponding subsurface is an
annulus).

Axiom (9) is hence the only delicate one. We are finished modulo this last
axiom which we verify below in Proposition 11.2 (see also [Bestvina et al. 2015,
Proposition 5.11]). (]

Proposition 11.2. (M(S), ©) satisfies the uniqueness axiom, i.e., for each k > 0,
there exists 0, = 0, (i) such that if x, y € M(S) satisfy dy (x, y) <« foreachU € &
then d pq(s)(x, y) < 0.

Proof. Note that when the complexity (as measured by the quantity 3g + p — 3
where g is the genus and p the number of punctures) is less than 2 then M(S) is
hyperbolic and thus the axiom holds. We will proceed by inducting on complexity:
thus we will fix S to have complexity at least 2 and assume that all the axioms for
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a hierarchically hyperbolic space, including the uniqueness axiom, hold for each
proper subsurface of S.

Having fixed our surface S, the proof is by induction on d¢g(base(x), base(y)).

If des(base(x), base(y)) = 0, then x and y share some nonempty multicurve
o =cU---Uc. For x’, y' the restrictions of x, y to S — o we have that, by
induction, dq(s—o)(x’, y) is bounded in terms of k. We then take the markings
in a geodesic in M (S — o) from x’ to y" and extend these all in the same way to
obtain markings in M (S) which yield a path in M(S) from x to y whose length is
bounded in terms of x, where y is the marking for which

« ¥ has the same base curves as y,

« the transversal for each ¢; is the same as the corresponding transversal for x,
and

o the transversal for each curve in base(y) —{c;} is the same as the corresponding
transversal for y.

Finally, it is readily seen that d4(s)(3, ¥) is bounded in terms of « because the
transversals of each ¢; in the markings x and y are within distance « of each other.
This completes the proof of the base case of the proposition.

Suppose now that the statement holds whenever deg(base(x), base(y)) <n, and
let us prove it in the case deg(base(x), base(y)) =n+ 1. Let ¢, € base(x) and
cy € base(y) satisty des(cy, ¢y) =n+1. Let ¢y = 0y, ..., 0,41 = cy be a tight
geodesic (hence, each o; is a multicurve). Let o be the union of oy and ;. Using
the realization theorem in the subsurface S — o we can find a marking x" in § — o
whose projections onto each CU for U C S — o coarsely coincide with g (y). Let
X be the marking for which

e base(x) is the union of base(x’) and o,

« the transversal in X of curves in base(x) Nbase(x’) are the same as those in x’,
« the transversal of ¢, in x is the same as the one in x,

o the transversal in X of a curve c in o is w4, (y), where A, is an annulus around c.

Note that deg(base(X), base(y)) = n. Hence, the following claims conclude the
proof.

Claim 1. dus)(x, %) is bounded in terms of «.

Proof. Tt suffices to bound dey (x, X) in terms of « for each U C S —c,. In fact, once
we do that, by induction on complexity we know that we can bound dq(s—c,)(z, 2),
where z, Z are the restrictions of x, X to S —c,, whence the conclusion easily follows.
If U is contained in S — o, then the required bound follows since 7y (X) coarsely
coincides with 7ry; (x”) in this case.
If instead dU intersects o, then 7y (X) coarsely coincides with 7y (o).
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At this point, we only have to show that 7y (o1) coarsely coincides with 7y (y),
and in order to do so we observe that we can apply the bounded geodesic image
theorem to the geodesic oy, ..., 0,41. In fact, o7 intersects U by hypothesis and
o; intersects dU for i > 3 because of the following estimate that holds for any given
boundary component ¢ of dU:

decsy(oi, ¢) = des)(oi, 00) —de(sy (00, ¢) =i —1> 1.

Lastly, o, intersects 0U because of the definition of tightness: dU intersects o7y,
so it must intersect oy U 07, but, it does not intersect oy, So it intersects o7. O

Claim 2. There exists «’, depending on «, so that for each subsurface U of S we
have dey (%, y) < k.

Proof. 1f oy intersects dU, then 7y (x) coarsely coincides with 7 (0p). In turn,
my (09g) coarsely coincides with 7y (x), which is k-close to my ().

On the other hand, if U does not intersect o, then we are done by the definition
of x'.

Hence, we can assume that U is contained in S — o and that o} intersects 0U.
In particular, 7y (X) coarsely coincides with 7y (07). But we showed in the last
paragraph of the proof of Claim 1 that 7ry; (01) coarsely coincides with 7y (y), so
we are done. O

As explained above, the proofs of the above two claims complete the proof. [
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THE WEIGHTED o0;-CURVATURE OF
A SMOOTH METRIC MEASURE SPACE

JEFFREY S. CASE

We propose a definition of the weighted o;-curvature of a smooth metric
measure space and justify it in two ways. First, we show that the weighted
ox-curvature prescription problem is governed by a fully nonlinear second
order elliptic PDE which is variational when k = 1, 2 or the smooth metric
measure space is locally conformally flat in the weighted sense. Second, we
show that, in the variational cases, quasi-Einstein metrics are stable with re-
spect to the total weighted oy -curvature functional. We also discuss related
conjectures for weighted Einstein manifolds.
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1. Introduction

In Riemannian geometry, the o-curvatures are scalar Riemannian invariants which
have proven to be useful tools for studying geometric and analytic properties of
Riemannian manifolds. For example, locally conformally flat Einstein metrics with
nonzero scalar curvature locally extremize the total oy-curvature functional within
their conformal class for all k; when k < 2, the same is true for all Einstein metrics
with nonzero scalar curvature [Viaclovsky 2000]. This greatly expands the set of
Riemannian functionals which one can use to study Einstein metrics and leads to
new variational characterizations of such manifolds; see, e.g., [Guan et al. 2003;
Gursky and Viaclovsky 2001]. Moreover, one can classify all critical points of
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the total ox-curvature functional in the positive k-cone of the conformal class of
the round metrics on the sphere [Chang et al. 2003; Gonzdlez 2006; Li and Li
2003; Viaclovsky 2000], providing an important first step to proving sharp fully
nonlinear Sobolev inequalities [Guan and Wang 2004]. Since the oj-curvature
is a dimensional multiple of the scalar curvature, these facts naturally generalize
well-known properties of the Yamabe functional; cf. [Lee and Parker 1987].

Roughly speaking, smooth metric measure spaces are Riemannian manifolds
equipped with a smooth measure. The geometric study of smooth metric measure
spaces is based in large part on the m-Bakry—Emery Ricci tensor. This tensor
generalizes the Ricci tensor and thereby leads to the notion of a “gradient Einstein-
type manifold”, obtained by requiring the m-Bakry—Emery Ricci tensor to be a
multiple of the metric. Such manifolds include as special cases gradient Ricci
solitons and static metrics in general relativity, and this framework provides a useful
uniform approach to their study; cf. [Cao and Chen 2013; Catino et al. 2017; Chen
and He 2013; Huang and Wei 2013]. Moreover, many of these manifolds admit a
characterization as critical points of a generalization of the Yamabe functional [Case
2015a; 2015b]. In particular, the family of sharp Gagliardo—Nirenberg inequalities
studied by Del Pino and Dolbeault [2002] can be understood via such functionals
[Case 2013a; 2015b]. This family of sharp Gagliardo—Nirenberg inequalities has
proven useful for studying certain fast diffusion equations [Carlen et al. 2010;
Del Pino and Dolbeault 2002].

In this article we introduce the weighted oy -curvatures as appropriate generaliza-
tions of the oy-curvatures to smooth metric measure spaces. These curvatures form
a family of scalar invariants on smooth metric measure spaces with properties which
suitably generalize those algebraic and variational properties of the oy-curvatures
which are important to the study of Einstein metrics. We expect that the weighted
oi-curvatures will find further use in studying smooth metric measure spaces in
general, and quasi-Einstein and weighted Einstein manifolds in particular. A more
precise explanation of these results requires some notation and terminology.

A smooth metric measure space is a five-tuple

(M", g, v,m, p)

consisting of a Riemannian manifold (M", g), a positive function v € C*®°(M; R4),
a dimensional parameter m € R, and an auxiliary curvature parameter © € R4. The
metric g, the function v and the parameter m together determine the weighted volume
element dv := v" dvolg on M. Roughly speaking, the dimensional parameter m
indicates that we want to regard (M", g, dv) as an (m-n)-dimensional metric
measure space, in the sense that we consider the m-Bakry—Emery Ricci tensor

Ric)) := Ric+V?¢p — %dgb Qde



THE WEIGHTED o3 -CURVATURE OF A SMOOTH METRIC MEASURE SPACE 341

as the weighted analogue of the Ricci tensor, where ¢ = —m Inv. The auxiliary
curvature parameter pu indicates that we want to regard (M", g, dv) as the base of
the warped product

(1-1) (M" x F™ (), g ® v?h),

where (F™(w), h) is the m-dimensional simply connected spaceform with constant
sectional curvature . Most weighted invariants can be regarded as the restriction
to M of Riemannian invariants on the warped product (1-1) when the latter makes
sense. For example, dv is the restriction of the Riemannian volume element of (1-1)
and the weighted scalar curvature

m m+1 2 29
R, = R+2Ap— ——|Vo|"+m@m — Duem
m

is the scalar curvature of (1-1). The weighted ok-curvatures are defined in terms of
the weighted Schouten tensor

1

P! .:=Ric¢/} ——————
¢ * m+n-2

Jy 8,
where
= A2 e
2m+n—1)

Note that all of the tensors just defined make sense in the limits m = 0 and m = oo.
The weighted oy-curvatures in the case m = 0 are the Riemannian o -curvatures.
The weighted oy -curvatures in the case m = oo have been previously considered
by the author [Case 2016]. Since the results of this article are already known in
the limiting cases m = 0 and m = oo, we shall restrict our attention here to the
cases m € R..

Informally, given nonnegative integers k, n € N and a dimensional parameter
m € Ry, the m-weighted k-th elementary symmetric polynomial of n-variables is
the k-th elementary symmetric polynomial of (m+n)-variables; i.e.,

(1-2) o (A Ay ey hy) :=Uk(&,...,&,)\1,...,kn>.
m m
—_———

m times

This can made precise by evaluating the right-hand side of (1-2) when m € Ny and
then extending the definition by treating m € R as a formal variable; cf. Section 2.
We extend this definition to symmetric matrices by considering the eigenvalues of
the matrix; i.e., if L € R and if P is a symmetric n-by-n matrix, then we define

o (A P) =o' (A Aty ooy Aa),

where Ap, ..., A, are the eigenvalues of P.
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Given k € N and a smooth metric measure space (M", g, v, m, ), the weighted
o-curvature is

G,Z’(p = cr,:"(Y(’;; Pq;”),

where Yg’ =J (’; —trg P¢’,". The most relevant cases are k = 1, 2, where we directly
compute

1
oty =Jps o= (U= 1R (rh?).

Given « € R and a smooth metric measure space (M", g, v, m, ), the weighted
o-curvature with scale k 1is

Opp =0y (Y +mivh; Pg).

With the goal of keeping our notation simple, we do not explicitly incorporate x into
our notation for the weighted oy-curvatures with scale «. Instead, we always use
tildes to denote quantities defined in terms of a possibly nonzero scale «, and omit
the tilde when we fix k =0; i.e., a,?fcp is the weighted oy -curvature with scale k = 0.
The role of the scale «, especially when the auxiliary curvature parameter p vanishes,
is to specify the “size” of the function v. Note that in the special cases k =1, 2,

~m __ __m —1
01,4 =014 MKV ~,

. mm+n-=2) _, . mm—=1) , _,
Ug?¢=02rtl¢+mKU Gl}’fl(b TKU ,

where 07" !is the weighted o-curvature of (M", g, v, m — 1, w); see Lemma 4.4.

Our study of the weighted oy -curvatures is focused on their variational properties
within a weighted conformal class. A weighted manifold is a triple (M", m, u)
of a smooth manifold M", a dimensional parameter m € R, and an auxiliary
curvature parameter u € R. A weighted conformal class € on a weighted manifold
(M", m, ) is an equivalence class with respect to the equivalence relation

(g,v) ~ (8, 0) if and only if (8, 0) = (u~2g, u~'v) for some u € C*(M; Ry).

The weighted conformal class determined by (M", g, v, m, w) is equivalent to the
subset of the conformal class of the formal warped product (1-1) determined by
restricting attention to conformal factors which depend only on the base M. We say
that € is locally conformally flat in the weighted sense if the formal warped prod-
uct (1-1) is locally conformally flat; see Section 3 for an intrinsic characterization
of this condition. We say that the weighted oy-curvature 6;"; is variational in € if
there is a functional S : € — R such that

d
dt

2ty i »
S(e m¥n g, e mEn U) :/ gl??qj]//dv
t=0 M
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for all Y € C*°(M) and all (g, v) € €. Our first main result is a characterization of
when the weighted oy-curvatures are variational (cf. [Branson and Gover 2008]).

Theorem 1.1. Fix k € N and k € R. Let € be a weighted conformal class on a
weighted manifold (M", m, w). Then 6,2”’4) is conformally variational in € if and
only if k <2 or € is locally conformally flat in the weighted sense.

We prove Theorem 1.1 by showing that, as a function of €, the linearization of 5;",
is formally self-adjoint for every representative of €; for details, see Sections 4
and 5.

Our other main results concern the variational properties of the weighted oy-
curvatures on weighted Einstein manifolds in the cases when 6,2% is variational. A
weighted Einstein manifold is a smooth metric measure space (M", g, v, m, u) for
which there is a constant A € R such that Pf = Ag. For such manifolds, there is a
scale « € R such that 61’f’¢ = (m+n)X; see [Case 2015b, Lemma 9.1] or Lemma 3.8.
We highlight two special classes of weighted Einstein manifolds. First, weighted
Einstein manifolds with « = 0 are equivalent to quasi-Einstein manifolds [Case et al.
2011]. Second, weighted Einstein manifolds for which the auxiliary curvature param-
eter n vanishes are precisely the critical points of the weighted Yamabe functional
[Case 2015b] through variations of the metric and the measure; cf. Theorem 8.11.
Much more is known about quasi-Einstein manifolds than weighted Einstein man-
ifolds, and for this reason we can prove more in the former setting.

Weighted Einstein manifolds can be understood in terms of the total weighted
og-curvature functionals. Our best such results are for quasi-Einstein manifolds,
and are most naturally stated in terms of the set

61:={(g,v)e€‘/ dv=1}
M

of representatives of € with respect to which M has unit weighted volume.

Theorem 1.2. Fix k € N. Let € be a weighted conformal class on a closed weighted
manifold (M", m, u); if k > 3, assume additionally that € is locally conformally
flat in the weighted sense. Define the Fi-functional Fi : € — R by

]-"k(g,v):=/ oy dv.
s

m

Suppose that (g,v) € € is such that P! = Ag and oy'y = (m +n)i for some
constant . > 0. Then (g, v) is a critical point of F,, and moreover

(1) ifk < m;r", then

2

—| Fy@®) >0
dr*|,_, k

forall y : R — € such that y (0) = (g, v) and y’'(0) #0;
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2) if"1T+”<k§m+n,then
d2
— | Fely(t 0
|, Ky (1) <
forall y : R — & such that y (0) = (g, v) and vy’ (0) # 0.

'";r", the functional F; is constant. In the case k > m + n,

the functional F; is constant (and identically zero) if and only if m € N. When
k > m +n and m is not an integer, the sign of the second variation of F; depends
on the parity of the integer part of m +n — k; cf. (6-1).

The proof of Theorem 1.2 depends on two ingredients. First, one computes the
first and second variations of the Fj-functional. In particular, when k£ <2 or € is
locally conformally flat in the weighted sense, (g, v) € €; is a critical point of the
Fi-functional if and only if

In the case k =

(1-3) ol =c

for some constant ¢ € R. Second, one uses the weighted Lichnerowicz—Obata theo-
rem [Bakry and Qian 2000] to conclude that under the assumptions of Theorem 1.2,
the first eigenvalue A of the weighted Laplacian —Ay := —A + V¢ satisfies
Al > %k. Applying this to the second variation of the F;-functional yields the
result.

For weighted Einstein manifolds with u = 0 and positive scale, one should

instead consider the );-functional )y : € x Ry — R defined by

m+n—2k

1 7(m+n)%£nrr]l€+n—2) T mtn
Vi(g, v, k) = Z(g, v, k) /v dv /dv ,

_ 2mk(m+4n—1)
Zk(g, v, K) = (m+n)2m+n-2) '/;VI 5-]:”¢ dv.

If (M", g, v, m,0) is a weighted Einstein manifold with scale ¥ > 0, then (g, v) is
a critical point of the ) -functional whenever 5,:f’¢ is variational. Indeed, when 5,i’f¢
is variational, a triple (g, v, k) € € x R is a critical point of the )} -functional if
and only if

- m 1~
R T

oy dv m (ff;f_l’(pv_ldv)/cv_l

[dv m-+n—2k fv=ldv
and
- m+n)2m+n-—2) —igm

where 5/?—1, o is defined by Definition 2.5 and (3—3) below. Note that 0,:”1(7) and 5/?1—1, o
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are both constant for weighted Einstein metrics. However, such weighted Einstein
manifolds need not have positive m-Bakry—Emery Ricci curvature (cf. Example 3.13).
In particular, a new weighted Lichnerowicz—Obata theorem seems to be needed
in order to prove that weighted Einstein manifolds with u = 0 and positive scale
are local extrema of the ), -functionals whenever 6,?;5 is variational; for further
discussion, including a conjectural form of the required weighted Lichnerowicz—
Obata theorem, see Section 6B.

In light of Theorem 1.2, one might hope that, up to scaling, quasi-Einstein
manifolds are the only critical points of the F-functionals which lie in the weighted
elliptic k-cones. For quasi-Einstein manifolds which are locally conformally flat in
the weighted sense, this is true.

Theorem 1.3. Let (M", g, v, m, (1) be a closed smooth metric measure space which
satisfies Py’ = Ag and affd) = (m + n)A for some A € R and which is locally
conformally flat in the weighted sense. Fix k € N, let € be the weighted conformal
class containing (g, v), and suppose that (g, 0) € € is a critical point of the Fy-
functional such that o}f‘¢(§, D) >0 forall1 < j<k. Then (g, ) = (c*g, cv) for
some constant ¢ € R;.

The proof of Theorem 1.3 is analogous to Obata’s proof of the classification of
conformally Einstein metrics with constant scalar curvature on closed manifolds
[Obata 1971] and its generalization by Viaclovsky [2000] to the oy-curvatures; for
details, see Section 7A. The condition aj’.% (g,0) >0, 1 <j<k,implies that the
PDE (1-3) is elliptic at (g, 0). By developing some additional integral estimates,
we expect Theorem 1.3 to also hold for the round hemisphere (S, do?, 1, m, 1);
cf. [Chang et al. 2003; Gonzélez 2006]. Indeed, we expect further study of the
PDE a,:’f¢ = f to lead to a sharp fully nonlinear Sobolev inequality in this setting;
see Conjecture 7.8.

Many of the ideas in the proof of Theorem 1.3 can be used to study the analogous
classification for weighted Einstein manifolds. More precisely, the proof of Obata’s
theorem [1971] begins by using the variational structure of the oy-curvatures to
find a (0, 2)-tensor which is divergence-free for any metric g with o}-constant and
by using the assumption that g is conformally FEinstein to show that the trace-free
part of the Schouten tensor is in the image of the adjoint of the divergence operator
on trace-free (0, 2)-tensors. The proof ends by using the Newton inequalities
and the specific form of the divergence-free (0, 2)-tensor to conclude that g is
Einstein. The first step carries through for solutions of (1-3) (resp. (1-4)) which are
conformally quasi-Einstein (resp. conformally weighted Einstein manifolds with
u = 0), though with a more complicated stand-in for the divergence operator and its
adjoint; see Section 7. At present, while Theorem 2.13 asserts the weighted Newton
inequalities, we can only carry out the second step in the setting of quasi-Einstein
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manifolds. Indeed, carrying out the second step for weighted Einstein manifolds is
even problematic in the case k =1 (cf. [Case 2015b, Conjecture 1.5]). Nevertheless,
we expect that the analogue of Theorem 1.3 for weighted Einstein manifolds is true.
Inspired by the sharp Gagliardo—Nirenberg inequalities of Del Pino and Dolbeault
[2002], we expect further study of the Vk-functionals to lead to sharp fully nonlinear
Gagliardo—Nirenberg inequalities; see Conjecture 7.13.

The fact that quasi-Einstein manifolds and weighted Einstein manifolds are criti-
cal points of the F;- and ) -functionals, respectively, within a weighted conformal
class indicates that these functionals should be useful in studying such manifolds
in a general variational context. Our final main result verifies this expectation, at
least in the cases k = 1, 2. To be more precise, let

MM",m, u) :={(g,v) | g eMet(M),v e C*(M),v >0}

denote the space of metric-measure structures on (M", m, ;) and denote

MM",m, 1) = {(g,v) ESDT’/ V" dvol = 1}.
M

It is clear that we can extend the F;- and )-functionals to functionals on 9)t; and
M x R4, respectively. Weighted Einstein manifolds are related to the critical points
of these functionals in the following way:

Theorem 1.4. Let (M", m, u) be a weighted manifold.

(1) (g, v) € My is a critical point of F : M1 — R if and only ifP(;" = Ag and
Ul””(p = (m +n): for some A € R.

(2) If (g, v) € M, satisfies P)' = Ag and Gl”f¢ = (m +n)A for some ) € R, then
(g, v) is a critical point of F> : M — R.

Suppose additionally that u = 0.

3) (g, v, k) € Mx Ry is acritical point of Y1 : M x Ry — R if and only if (g, v)
is a weighted Einstein metric-measure structure with scale k.

@) If (g, v) € M is a weighted Einstein manifold with scale k > 0, then (g, v, k)
is a critical point of Yo : M x Ry — R.

The final claim of Theorem 1.4 is the most noteworthy, as it explains the seemingly
complicated definition of the )j-functional and its Euler equation (1-4). More
precisely, while Theorem 1.1 guarantees that there is a functional on € for which
its critical points are precisely those metric-measure structures with &f(p constant,
a computation involving the behavior of the weighted Bach tensor of a weighted
Einstein manifold with . = 0 implies that such manifolds are only critical points
of the ),-functional; cf. Remark 8.13.
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This article is organized as follows. In Section 2 we establish the key algebraic
properties of the m-weighted elementary symmetric polynomials. In Section 3 we
discuss the necessary background for smooth metric measure spaces, including
some important facts about weighted Einstein manifolds. In Section 4 we set up a
useful formalism for studying the space of metric-measure structures. In Section 5
we prove Theorem 1.1. In Section 6 we prove Theorem 1.2 and discuss its analogue
for weighted Einstein manifolds. In Section 7 we prove the ellipticity of (1-3)
and (1-4) within the appropriate elliptic cones, prove Theorem 1.3, and discuss
our related conjectures for weighted Einstein manifolds and sharp fully nonlinear
Sobolev inequalities. In Section 8 we prove Theorem 1.4.

2. Algebraic preliminaries

We begin our study with a discussion of the algebraic properties of the m-weighted
k-th elementary symmetric polynomials of n-variables. Importantly, provided m is
sufficiently large relative to k (cf. Theorem 2.13 below), these invariants possess all
of the properties expected from the informal definition (1-2). This section makes this
assertion precise. We begin with the formal definition of the weighted elementary
symmetric polynomials.

Definition 2.1. Fix m € Ry and k,n € Nyg. The m-weighted k-th elementary
symmetric polynomial o;" of n variables is the function 0" : R x R" defined
recursively by

oy (M A)=1, ifk=0,
k—1
o' s A) =1 Y (=DJof" (ks NT G5 A), i k=1
k ) - k k_]_j ) ]+1 ) ) —_ L
=0

where A = (A1,...,4,) € R" and N" : R x R" — R is defined by
mey . A k S k
NI (s A):m(E) +3
j=1

One may also regard the weighted elementary symmetric polynomials as pertur-
bations of the elementary symmetric polynomials through lower order terms. In
other words, o} (A; A) and oy (A) differ by an inhomogeneous polynomial in A of
degree k — 1. The precise relationship is as follows.

Lemma 2.2. Fixm € Ry and k,n € Ny. Then

k

(2-1) ol (ki A) = JZ:(:) (1) (Z) ok (A)

forall (; A) e R x R™.



348 JEFFREY S. CASE

Proof. The proof is by induction. Clearly (2-1) holds if k£ = 0. Suppose that (2-1)
holds for some k € Ny. The definition of the weighted elementary symmetric
polynomials and the inductive hypothesis imply that

k k—j

J
2-2)  (k+ Doy (A =)D (- 1)( )(Z) Ok j—t (MNP (0 A).

j=0 ¢=0

Using the identity Z?zo(—l)k_f (’7) = (mk_l), we compute that

k k—j 4041 k j+1
A\ —1 A\
e 323 (1)) =2 ("))
Jj=0

j=0 ¢=0

Using the recursive definition of the elementary symmetric polynomials, we compute

k j j n
24 ) (- 1)@( )(;) Or—jme(A) ) 3 H!

j=01¢ s=1
. .
A J
= Z(k +1—j) (';1) (Z) Ok+1—j (A).
j=0

Combining (2-2), (2-3) and (2-4) yields the desired result. U

k—

There is a similar relationship between weighted elementary symmetric polyno-
mials when the value A is changed.

Corollary 2.3. Fixm € Ry and k,n € Ny. Then

. .
m\ A\ a_i(m—j

o' (M +A2; A 2: - J A A

Githos b) = (j><m)ak"< m

j=0

forall t1, o € Rand A € R".

Proof. Lemma 2.2 and the binomial theorem yield

o= ()0E) (5

Combining this with (2-1) and the identity (’7 ) (ﬁ )=(")(""! +Y) yields the desired

Jj—s s

result. O

A useful fact is that the relationship between an elementary symmetric polynomial
of A= (A, ..., A,) and the corresponding elementary symmetric polynomial of
A@G) = (A1, ..oy Aiz1, Ait1, - - -, Ay) persists to the weighted case.
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Lemma 2.4. Fixm € Ry and k,n € Ny. Then
(2-5) op (A A) = 0" (A AD) + Aiop (As A®D)).
forall A eR, A=(Ay,..., ) R and 1 <i <n.

Proof. 1t is readily verified that (2-5) holds when m = 0. Lemma 2.2 then implies
that (2-5) holds in general. O

Our interest is in considering the weighted elementary symmetric polynomials of
a self-adjoint endomorphism of R”. These are defined in terms of the eigenvalues
of the endomorphism. In this context, there are also natural weighted analogues of
the Newton transforms.

Definition 2.5. Fix m € R and k, n € Ng. Let M,, denote the space of self-adjoint
endomorphisms of R" with its standard inner product.

(1) The m-weighted k-th elementary symmetric function o} : R x M, — R is
defined by 0} (A; P) :=0}"(A; A(P)), where A(P) := (A1, ..., A,) is the list
of the eigenvalues (with multiplicity) of P.
(2) The m-weighted k-th Newton transform T;" : R x M, — M, is defined by
k
T PY= ) (=)o ;(r: P) PI.
j=0
(3) The m-weighted k-th Newton scalar s;' : R x M, — R is defined by
k v j
" P) = /| — (A P).
st (A P) ;0( ) (m> o (A; P)

Informally, the m-weighted k-th elementary symmetric function ;" (A; P) is the
k-th elementary symmetric function of the (m +n) x (m +n) block-diagonal matrix

A
m

where Id,, is the m x m identity matrix. The k-Newton transform 7} of (2-6)
decomposes as

The eigenvalues of the weighted Newton transforms are readily computed in
terms of the weighted elementary symmetric functions.

Lemma 2.6. Fixm € Ry and k, n € Ny. Given . € Rand P € M,, the eigenvalues
of T," (A; P) are o' (A; A(i)) for 1 <i <n,where A = A(P) are the eigenvalues
of P and A(i) is as in Lemma 2.4.



350 JEFFREY S. CASE

Proof. The proof is by induction. It is clear that the conclusion holds when k£ = 0.
Suppose that the eigenvalues of 7" (A; P) are ;" (A; A(i)) for 1 <i <n. Note that

2-7) T2 (& P) =0y (A P)I — PT" (); P)

for I the identity endomorphism. The conclusion follows readily from Lemma 2.4
and the inductive hypothesis. ([

Remark 2.7. It follows immediately from Definition 2.5 that the analogue
m m )\'
(2-8) Sp1 (A P) =0 (A5 P) — Zsk (A P)

of (2-7) holds.

The values of the weighted Newton scalars are also readily computed from the
weighted elementary symmetric functions.

Lemma 2.8. Fixm € Ry and k,n € Ny. Then
—1

(2-9) PO P) =o' 1(—m A P)
m

forall . e Rand P € M,,.

Proof. The proof is by induction. It is clear that (2-9) holds when k£ = 0. Suppose
now that (2-9) holds for all j € {0, ..., k — 1}. We thus compute that

m—1 AN
k(’/i"l(—m A; P) Z( DYy G P)<N 415 P) = (m) )

j=0

V4
Z Z( 1)J+e< )gk i j_e(s PYNT (h; P)

k—1k=1—j 3\ e
-y D= )f“() o105 P).

Switching the order of the first summation and computing the second summation
by summing over ¢ and then j + ¢ yields the desired result. ([

Lemma 2.8 yields another useful interpretation of the m-weighted Newton scalars.

Lemma 2.9. Fixm € Ry and k,n € Ny. Let A € R and P € M,,. Consider the
function S}" : R — R defined by S} (k) := 07" (A +mk; P). Then
ds’

d_lf =ms,_(A+mk; P).
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Proof. Expanding S;" (k) as a power series in « via Corollary 2.3 and differentiating
yields
dasm (m—1\ . i (m—1—j
—E =Y (T e T (———— ).
dk . Jj J m
j=0

Corollary 2.3 then implies that

asy i (m—1
ke mo;" | (T(k+m/c); P).
The final conclusion now follows from Lemma 2.8. O

One difference between the weighted and unweighted case is that the weighted
elementary symmetric functions are not recovered by taking inner products between
the endomorphism and the associated weighted Newton transforms. A specific
relationship is as follows.

Lemma 2.10. Fix m € Ry and k, n € Ng. Then
A A
<Tkm(k; P), P— —I> = (k+ Doy (A P) — (m+n—k)—o;" (A; P)
m m
forall A € Rand P € M,,, where I € M, is the identity and (A, B) :=tr(AB) is

the standard inner product on M,,.
Proof. This follows immediately from the definitions of ;" and 7;" and the
observation that

pip_ )= m (A-A(P))—iN'."(A-A(P))
) m —_— j+1 ’ m Jj ’

for all j € Np. (]

Nevertheless, there is a simple and useful relationship between inner products
involving weighted Newton transforms and weighted elementary symmetric poly-
nomials.

Corollary 2.11. Fixm € Ry and k, n € Ny. Define E}' : R x M,, — M,, by

m+n—=~k
2-10 E' =T"———o"1]
( ) k k m-+n %k

for I € M,, the identity. Then

A m+n—=~k
2-1D) (E(\; P), P——1)=(k+1o," ,(A; P)———— " (A; P)o" (A; P
( ) < k( ) " > (k+ )Uk-i-l( ) mtn (2 ( )Uk( )

forall . e Rand P € M,,.
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The significance of Corollary 2.11 is contained in Corollary 2.17 below, which
concludes that (2-11) has a sign under a natural condition on A and P. The intuition
motivating the consideration of (2-11) is as follows: one can regard (2-10) as
defining the trace-free part of the weighted Newton transform and the left-hand side
of (2-11) as the inner product of E;" with P. On the one hand, in the unweighted
setting, the inner product of the trace-free part of a Newton transform with the
underlying endomorphism is well-known to have a sign when the endomorphism
lies in one of the Garding cones (see [Viaclovsky 2000, Lemma 23]). On the other
hand, if P € End(R"), A € R, and m € N, then the trace-free part of the k-th Newton
transform of (2-6) is

1
Ey,:=E!'® (—— tr E,T)Im
m

It follows that

A A

Eir, P®—1I,)=(E',P——1,).

m m
2A. The weighted Newton inequalities. In this subsection we show that the m-
weighted elementary symmetric polynomials of n-variables satisfy the same Newton
inequalities as the elementary symmetric polynomials of (i 4 n)-variables. Our
proof of this fact is similar to the usual proof of the Newton inequalities (cf. [Hardy

et al. 1934]). To that end, we use the following generating function for the weighted
elementary symmetric polynomials.

Proposition 2.12. FixmeR,, k,neNy, LeR,and A=Ay, ..., A,) €R". Then
<1 + E)m ﬁ(l + A1) = icﬂ”(/\- A
7o l j=0 e
forallt € (—M, M), where
_{oo, ifA=0o0rmeNy,

m/|A|, otherwise.

Proof. Tt is well known that
n n m 0 j
; At A .
flassn-Sonw. (+2)-£()()
i=1 =0 m iso NS/ \m

for all t € (—M, M). Multiplying these expressions yields

m n oo k j
(1+2) Fiassa= 5 ) E) o
i=1 k=0 j=0

j=

The conclusion follows from Lemma 2.2. O
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We are now ready to prove the weighted Newton inequalities.

Theorem 2.13. Let k € N and let m € [k — 1, 00). Then
k(m—+n—k)
k+1D(m+n—k+1)

forall . e Rand A € R". Moreover, equality holds if and only if one of the following
holds:

) A=0/m,..., /m).
(2) > =0 and at most k — 1 components of A are nonzero.
B)ym=k—1land A=(0,...,0).

(2-12) o (A Aoy (A A) < (07" (A5 A))?

Remark 2.14. If m ¢ Ny, the assumption m > k — 1 is necessary. This can be seen
by computing both sides of (2-12) with A =0 and A € R arbitrary.

Proof. Set p{* := (m +n)~ (m;r")flo,f’, so that, as a functional inequality on R x R”",
(2-12) is equivalent to

(2-13) PP < (P

If m € Ny, the conclusion follows from the usual Newton inequality [Hardy et al.
1934]. Suppose now that m & Ny. We separate the proof into three cases.
First, suppose that A = 0. Lemma 2.2 and the (unweighted) Newton inequalities
imply that
ol ol | < k(n—k) k(m+n—k)
k+Dn—k+1) k+1)(m+n—-k+1)

with equality if and only if at most k — 1 components of A are nonzero.
Second, suppose k = 1. Write A = (A, ..., A,). We compute that

. + . Mg
PG A) = —— 1 ((p1 (A== — ;xf)

(o")?* < o")?

m+n—1

m+n YR 2
<— [(pros ) - —— A
_m—l—n—l((pl( = n(; ))

VU P O < W VAN
(P} (s A)) n(m+n_1>(z“ m)

s=1

with equality if and only if A; = - .- = A,,. The conclusion readily follows.
Third, suppose A # 0 and k£ > 2. Set

A\ 1~
P(t):<1+z) Jl:[l(l-l-)»jl).
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By Proposition 2.12,

> J
(2-14) P(z)=2(“”) (min) Py

=0~ 7

Write A =(Ay,...,A,) and let £ = |{j [Aj= O}| denote the number of components
of A which vanish. Up to reindexing the components of A, we see that

AN
P(t)=<1+—> Qo(1)
m

for Qg a polynomial of degree n — £ with Q¢(0) =1 and roots r; = —1/A; such
that rl(o) <...< r,io_)e are all nonzero.
For any s € {0, ..., k — 1}, we compute from (2-14) that

d’ P (m+n)! > (m+n—s t J
2-15 = .
( ) dts (m+n)“'(m+n—s)!j§0< j )(m+n> Pjts

On the other hand, by regarding P as an analytic function in C\ {—75 +is | s <0} and
applying Rolle’s theorem along the real rays x > —45' and x < —7', we deduce that

A‘ 9
d*P A\"TP
(2-16) = (1 + —) 0;(1)
m

dats

for O, a polynomial of degree n — £ with roots rl(s) <-

which is zero.

We now consider two subcases. Suppose first that thereisa j € {1,...,n — £}
such that r](.kfl) =0. Then Qi_i(t) = ct + O(t?) near t = 0 for some ¢ = 0.
Comparing (2-15) and (2-16) yields p;* ; =0 and p;’ # 0, from which the desired
conclusion readily follows.

Suppose instead that rj(.k_l) #0forall j e{l,...,n—¢}. Define

=D .o
)\‘(.kfl): —1/7']( ), lfJ Sl’l—g,
J 0, otherwise.

- < r,(li)@, at most one of

and set A®—D .= ()Lgk_l), el )»i,k_l)). Proposition 2.12 and comparison of (2-15)
and (2-16) imply that

J m m+n iy (s A)
for all j € Ny. In particular, applying this to the cases j € {0, 1, 2} yields (2-13)
with equality if and only if )»E-k_l) = % forall j € {1, ..., n}. Our applications of

Rolle’s theorem imply that the latter conclusion is equivalent to A; = % for all
je{l,...,n},as desired. O
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2B. Weighted elliptic cones. An important feature of the elementary symmetric
polynomials is that they are monotone with respect to a single variable within
the Garding cones; this is closely related to the ellipticity of the oj-curvature
prescription problem (cf. [Caffarelli et al. 1985; Garding 1959; Viaclovsky 2000]).
There are similar cones in the weighted case; we state our definition only in terms
of the space M,, of self-adjoint endomorphisms of R”, from which one could easily
formulate analogous definitions in terms of the weighted elementary symmetric
polynomials.

Definition 2.15. Fix m € Ry and k,n € Nyg. The positive (resp. negative) m-
weighted elliptic k-cone is the set T} (resp. I'}"7) defined by
oy = [ P)eRX M, | (il)fo;"(x; P)>O0forall 1 <j<k}.
One useful fact is that (2-11) has a sign in the appropriate weighted elliptic cone.
Proposition 2.16. Let k,n € Ny and m € [k — 1, 00). Then

m—+n—k

. k+1 _m . k+1_ T
@17 EDT o O P) < @GN e

o' (x; P)ay"' (A; P)

forall (\; P) € FZLi. Moreover, equality holds if and only if P = %I.

Proof. The proof is by induction. Observe that, as a functional inequality on I} *
(2-17) is equivalent to

(2-18) (ED T pi < (EDH i,

Theorem 2.13 implies that (2-18) holds when k = 1. Suppose now that (2-13) holds
in F,’f’i. Since F,’C":f C I“Z“i, it follows from Theorem 2.13 and the inductive
hypothesis that

i P < (ED pit )7 < pi' Pl ol
in F,’C"jf Dividing both sides by (£1)k pi > 0 yields the desired result. (]

Corollary 2.17. Letk,n € Ny and m € [k — 1, 00). Then
A
(:tl)k+1<E,’Z’(A; P), P — —1> <0
m

forall (\; P) € F,’f’i. Moreover, equality holds if and only if P = %I.
Proof. This follows immediately from Corollary 2.11 and Proposition 2.16. ]

Another useful fact is that the weighted Newton transform and the weighted
Newton scalar have a sign in the corresponding weighted elliptic cone. This result
encodes the relationship between the weighted elliptic cones and ellipticity of the
weighted oy-curvatures; see Proposition 5.1 below.
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Corollary 2.18. Letk € N, n € Ny and m € [k — 1, 00). Suppose (A; P) € F,’:”i.
Then
ED'T (s P) >0 and (1D (0 P) > 0.

Proof. Let A = A(P) denote the eigenvalues of P. By Lemma 2.6, the conclusion
is equivalent to the assertions

(2-19a) EDe (0 AG) >0 forall 1 <i<n,
(2-19b) (D (x; P) > 0.

We prove (2-19) by induction on k. Clearly (2-19) holds when k = 1. Sup-
pose that (2-19) holds for all (A; P) € Ff’i. Let (A; P) € FZZFT In particular,
(:I:l)k“q:’_’H (&; P) > 0. Lemma 2.4 and (2-8), respectively, imply that

(2-20a) ED o (A AG)) + Aol (03 AG))] > 0,
k+1| 7 A
(2-20b) GEDT sl (s P) + —s7 (05 P) | > 0

for all 1 <i < n. By the inductive hypothesis, (:l:l)k_lo’]:nil()n; A(@)) > 0 and
(ﬂ:l)k_ls,f’_l(k; P) > 0. Multiplying these to both sides of (2-20a) and (2-20b),
respectively, and then using Theorem 2.13 (and Lemma 2.8 for the inequality
involving s;") and Lemma 2.4 in succession yields

0 <oy (A A@)Ioy" (A A@) + 2oy (A AD)] = o (s A@@))oy" (A; P),

A
0 <sg'(A; P) (s,’!’(k; P)+ —s (& P)) =s; (A; P)oy' (A; P).
m

The conclusion now follows from the assumption (A; P) € F,’:’ﬁ. U

3. Smooth metric measure spaces

Recall that a smooth metric measure space is a five-tuple (M", g, v, m, ;1) con-
sisting of a Riemannian manifold (M", g), a positive function v € C*°(M; R,),
a dimensional parameter m € R4, and an auxiliary curvature parameter u € R.
The geometric study of smooth metric measure spaces is based on weighted local
invariants of smooth metric measure spaces; i.e., tensor-valued functions on the
space M (M, m, ) of metric-measure structures on (M", m, ;) which are invariant
with respect to the natural action of the diffeomorphism group of M (see Section 4
for further discussion). Many weighted local invariants can be realized as local
Riemannian invariants of the formal warped product (1-1). In this section, we
intrinsically define and discuss the weighted local invariants which are important to
our study of the weighted o -curvatures, as well as the properties of these invariants
for weighted Einstein manifolds.
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Among the most familiar weighted local invariants of a smooth metric measure
space (M", g, v, m, u) are the Bakry—Emery Ricci tensor

1
Ric}} := Ric+V?¢p — ngb Qde,

the weighted Laplacian
Ap:=A—-Vo,

and the weighted volume element
dv :=v" dvol, .

The Bakry—Emery Ricci tensor plays an important role in the comparison geometry
of smooth metric measure spaces (cf. [Wei and Wylie 2009]). This is because of
its appearance in the weighted Bochner formula for the weighted Laplacian on
functions. Note also that the weighted Laplacian is the natural formally self-adjoint
(rough) Laplacian on smooth metric measure spaces, in that Ay = —V*V, where
V* is the adjoint of the Levi-Civita connection V of g with respect to the L?-inner
product induced by the weighted volume element.

Another important local invariant of a smooth metric measure space is the
weighted scalar curvature

1 2
RY = R+2A¢ — ME VR +mm — Dpen?.
m

Among the reasons that R is the natural analogue of the scalar curvature are
that it is the scalar curvature of the warped product (1-1), it plays the role of the
scalar curvature in O’Neill’s submersion theorem [Lott 2007] and in the weighted
Weitzenbdck formula for the Dirac operator on spinors [Perelman 2002], and the
variational properties of the total weighted scalar curvature functional are closely re-
lated to sharp Sobolev inequalities [Case 2015b] and special Einstein-type structures
[Case 2015a; 2015b]. Two smooth metric measure spaces (M", g, v, m, u) and
(M™", g, 0, m, u) are pointwise conformally equivalent if there is a positive function
u e C®(M;R,) such that § = u~2g and ¥ = u~'v. Given (M", g, v, m, i), we
denote by € the set of all (g, ) such that (M", g, v, m, u) is pointwise conformally
equivalent to (M", g, v, m, ). A smooth metric measure space (M", g, v, m, ),
m # 1, is locally conformally flat in the weighted sense if around every point
there is a neighborhood U such that the restriction (U, g|ry, v|y, m, i) is con-
formally equivalent to (B, g_,, 1, m, u), where B is an open set in the simply
connected spaceform (X", g_,) with constant sectional curvature —u. A smooth
metric measure space (M", g, v, 1, u) is locally conformally flat in the weighted
sense if around every point there is a neighborhood U such that the restriction
W, glrv, vly, m, n) is conformally equivalent to (B, g., 1, 1, n), where B is an
open set in a simply connected spaceform (X", g.).
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In order to discuss the conformal properties of smooth metric measure spaces,
it is convenient to consider the following modifications of the weighted scalar
curvature, the Bakry—Emery Ricci tensor, and the Riemann curvature tensor Rm:

-2
Jg ::—m—kn Ry,

2m+n—1)

1
P' =Ric) ——J'g,
¢ * m+n-2 08
A7 =Rm——P" A g.
¢ m+n—2"°9 §

Here A: T(S2T*M) x T'(S2T*M) — T'(A2S*T*M) denotes the Kulkarni-Nomizu
product. We call Pj' the weighted Schouten tensor and Ay the weighted Weyl
tensor. By Lemma 3.3 below, the weighted Weyl tensor is a weighted conformal
invariant of smooth metric measure spaces, so that, in a weighted conformal class,
the Riemann curvature tensor is completely controlled by the weighted Schouten
tensor. Indeed, it is straightforward to check that a smooth metric measure space
with n > 3 and m + n # 3 is locally conformally flat in the weighted sense if and
only if A% = 0; see [Case 2012b, Lemma 6.6].

The scalar invariant J (;" should be regarded as the weighted analogue of the trace
of the Schouten tensor. However, it is not the trace of the weighted Schouten tensor.
The following formula for the difference Y3' := Ji' — tr P;* will be useful.

Lemma 3.1. Let (M", g, v, m, ;1) be a smooth metric measure space. Then

2

Y:;:A(p(p— J(;"—l—m(m—l),uv_ .

m+n—2

Proof. The definitions of the weighted scalar curvature and the Bakry—Emery Ricci
tensor yield

R} =trRic)) +Ap¢p +m(m — pv 2,
from which the result readily follows. (I

We also need two tensors formed by taking certain derivatives of the weighted
Schouten tensor. The weighted Cotton tensor d Pg’ eT(A’T*M QT*M) is defined
by

dPgi(X,y,Z) :=VXP(Zn(y’Z)_VyP£1(x’Z)

for all x, y,z € T,M and all p € M. The weighted Bach tensor Bq’f e I (S*T*M)
is defined by

m m 1 m m m Ym
B¢ (X,y)=(8¢dp¢ )(xa)’)_gd(p()’) trqu) ('7-x’ )+<A¢(’xa’y)vp¢ _%g>
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forall x, y,z € T,M and all p € M, where we define

n
Bpd Py (x, y) =Y Vo dPy (e, x,y) —d Py (V. x.y)
i=1
for {e;}] an orthonormal basis for 7, M; see [Case 2012b; 2013b] for further

discussion. The following identities involving the weighted Schouten, weighted
Cotton, and weighted Weyl tensors are useful; see [Case 2012b] for their derivations.

Lemma 3.2. Let (M", g, v, m, ;1) be a smooth metric measure space. Then

m m m 1 m
wd Py = Py (V) +dYy — Y] dp,

m m m 2 1 1 m
= —_ -V - -
tr Ay m+n—2P¢ ¢+md¢®d¢+m+n_2Y¢g,
1
Sy Py =dIf — Lypag,
m__m+n—3 m _ o —1 m
SpA _m+n—2dp¢ v dvAtrA¢.

Note that Lemma 3.2 implies that dP¢’," vanishes if (M", g, v, m, u) is locally
conformally flat in the weighted sense.

We also need to know the behavior of these weighted curvatures under pointwise
conformal transformations; see [Case 2012b] for derivations.

Lemma 3.3. Let (M", g, v, m, u) and (M", g, 0, m, |1) be pointwise conformally
equivalent smooth metric measure spaces. Define f € C*°(M) by g =e2//tm+n=2) o,
Then

__2f

e mEn=2 I = JI+ Ay f — SV fI%,
~ 1 1
P" = P 4 V2 — df®df————— |V f|’e,
¢ o+ f+m+n—2 fedf 2(m—|—n—2)| s

_ 27
Al = emtn=Z AT,

APy =dPy —Al(-, - Vf,").

3A. The weighted oy-curvatures. We are now prepared to define the weighted
og-curvatures of a smooth metric measure space.

Definition 3.4. Fix k € Ny and « € R. The weighted oy-curvature (with scale k)
of a smooth metric measure space (M", g, v, m, i) is

(3-1 &,Z’(p = a,:”(Y(’; +mrv ! P(g’).
The k-th weighted Newton tensor (with scale ) of (M", g, v, m, 1) is

(3-2) T =T (Y +micv™"; P,
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The k-th weighted Newton scalar (with scale k) of (M", g, v, m, i) is
(3-3) Sy = s (Vg micv™ PR,

We shall omit the tilde from our notation and denote by cr,g”’(p, Tk’fl¢, and s,’:” P the
weighted op-curvature, the k-th weighted Newton tensor, and the k-th weighted
Newton scalar, respectively, with scale x = 0. In order to give more succinct
derivations, given a smooth metric measure space (M", g, v, m, ), a parameter
k € R, and a nonnegative integer k, we denote

7;)" =Yy +mrv!,
~ 1~
Zy ==Y},
o = Lo
~ =m\k
Ny =PI +m(Zy)".
As discussed in Section 5 below, the variational properties of the weighted oy-
curvatures are closely related to the properties of the weighted divergence of the
k-th weighted Newton tensor. For example, the fact, from [Case 2015b], that the

weighted oj-curvature is variational is closely related to the following formula for
the divergence of the first weighted Newton tensor.

Lemma 3.5. Let (M", g, v, m, i) be a smooth metric measure space and fix k € R.

Then o .
8¢Tl,¢ = —S1’¢ d¢.

Proof. By definition (3-2), we have that
T"]’f’(p = (Jy' +mrv g — Py
Lemma 3.2 implies that
~ Yy
STy = —( I+ (m — Dxv ™' — 2 |dg.

Comparing with (3-3) yields the desired result. U

Lemma 3.5 allows us to compute the weighted divergence of the weighted
Newton tensors of all orders.

Proposition 3.6. Let (M", g, v, m, ) be a smooth metric measure space and fix
Kk €R. Let k € Ny. Then

k—2
0T = =Silpdd+ ) (=DIT, ; y@Py - Oy ).
=0

where - ¢ o~
Oy = (Py') —(28) s

and - : T(R3T*M) x T'(S*T*M) — T'(T*M) denotes the fiber-wise contraction of
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the second argument into the first and third components of the first argument; i.e.,
(A-T)y := AgypT.

Proof. We first show by induction that

m
Ok—1—j, ¢dNJ+1 é

(3-4) A, = ——

for all k € Ny, with the convention that the empty sum equals zero. Clearly (3-4)
holds for k = 0. Suppose that (3-4) holds for some k € Ny. Using the definition

(3-5) k+1)0% 1 5= Z( D/a i J+1’¢
=0

of the weighted oy-curvature, we compute that

(k+Ddoyy 4

k
=2 VG aNT s+ ) Z o eV e AN
im0 =0 =0

as desired.
We next show that

(3-6) Ss(PIY +(Z1) dgp = Z—(Pm)k IV )

k—2
+ > (PYSTEIAP) - Oy )
j=0
for all k£ € Ny. By definition,
k—1
(3-7) Sp(PyY* = (PP (8 Py + > (PIOTII (VRS - (PR,

j=1

Observe that

. 1 P~ ;
G8) (VBB = g d g (Z3) ATy (Y.

Using Lemma 3.2 to evaluate trd P’ :=d P - ¢, using Lemma 3.5 to evaluate 8¢ Py,
and inserting (3-8) into (3-7) yields (3-6).
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Finally, the definition (3-2) of the k-th weighted Newton tensor implies that
k
eI =D (—=DIIPY (VG 5 ) + 60 486 (P,
j=0
Using (3-4) and (3-6) to evaluate the right-hand side of the above display yields the
desired result. ]

3B. Weighted Einstein manifolds. We conclude this section with a brief discussion
of weighted Einstein manifolds and their properties as needed in Theorems 1.2, 1.3,
1.4, and related discussions.

Definition 3.7. A weighted Einstein manifold is a smooth metric measure space
(M", g, v, m, u) such that P" = Ag for some A € R.

The following lemma states that for every weighted Einstein manifold, there is
a scale for which it has constant weighted o;-curvature (cf. [Kim and Kim 2003,
Proposition 5]).

Lemma 3.8. Let (M", g, v, m, i) be such that P = Ag for . € R. Then there is a
unique constant k € R such that &ﬁﬁ =(m-+n)A

Definition 3.9. The scale of a weighted Einstein manifold (M", g, v, m, ) satis-
fying P;' = Ag is the constant ¥ € R such that 51’% =(m+n)i.

Proof of Lemma 3.8. We must find a € R such that J3' + miv~! = (m +n)A.
Lemma 3.2 implies that

1
8¢ (Py' —Ag) — - tr(Py —Ag)dep = v~ 'd((J}' — (m+n)i)v),

from which the conclusion readily follows. (|

A special case of weighted Einstein manifolds already studied in the literature
are quasi-Einstein manifolds [Case et al. 2011], a class of manifolds which include
static metrics in general relativity, the bases of Einstein warped product manifolds,
and gradient Ricci solitons.

Definition 3.10. A quasi-Einstein manifold is a weighted Einstein manifold with
scale x = 0.

Remark 3.11. It is readily checked that if (M", g, v, m, u) is a quasi-Einstein
manifold in the sense of Definition 3.10, then Ricg’ = %Ag; ie., (M", g)is
quasi-Einstein in the sense of [Case et al. 2011].

Conversely, if (M", g) is such that Ricg’ = Ag for some ¢ € C*°(M) and some
constants A € R and m € R, it is known that there is a constant i € R such that
(M", g,e=®"™, m, ) satisfies R} = (m +n)x [Kim and Kim 2003]. It follows
that (M", g, e /M m, W) is quasi-Einstein in the sense of Definition 3.10.
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We next discuss the positively curved flat models of quasi-Einstein and weighted
Einstein manifolds; i.e., the smooth metric measure spaces which are locally con-
formally flat in the weighted sense and are weighted Einstein manifolds with
nonnegative scale and A > 0. In what follows, we regard $" C R"*! as the set

S"={xeR™ | |x>=1)

and let x1, ..., x,+1 denote both the standard coordinates on R*+1 and their restric-
tion to S"*!. The upper hemisphere S” is defined by

St ={xeS8" [ x,41>0}.

Note that in both of the examples below the function v is allowed to vanish on a set
of measure zero. Thus these spaces are not examples of smooth metric measure
spaces on closed manifolds as defined in this article.

First we discuss the model spaces for quasi-Einstein manifolds. Additional
examples of quasi-Einstein manifolds are discussed, for example, in [Case 2012a;
He et al. 2012].

Example 3.12. Fix n € N and m € R. The positive elliptic m-Gaussian is the
quasi-Einstein manifold (S%, do?, Xp+1, m, 1), where d6? is the round metric of
constant sectional curvature 1 on the n-sphere. Indeed, using the well-known facts

2 2
Voxpt1 = —Xp41d0°,

2
n+1»

(3-9) )
Va1 P =1-x

we readily compute that the positive elliptic m-Gaussian satisfies
m_ m+n)y(m+n-—2)

Given a € R and £ € R"*! such that |£|> < 1 and &, = 0, denote by u the
function on S’} given by

m+n—2
Pg‘:—

a
V=P

Consider the metric-measure structure (g, 0) = (u~2d6?, u~'x,41). Using “hats” to
denote weighted invariants determined by (g, v), it is straightforward to check that
ﬁm_m+n—2a2A (m—i—n)(m—i—n—Z)a2
Thus (g, v) is a quasi-Einstein metric-measure structure which is pointwise confor-
mally equivalent to the positive elliptic m-Gaussian. Indeed, all such quasi-Einstein
metrics are given by conformally rescaling by a function of the form (3-10); see
Proposition 7.2 below. Note that if we choose &,,+1 #0, then J g’ 1s not constant; more
precisely, (g, 0) is a weighted Einstein metric-measure structure with nonzero scale.

(3-10) u(@) = 1+&-2).

1

Tm__
J¢ =
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Next we discuss the model spaces for weighted Einstein manifolds with positive
scale. Further examples of weighted Einstein manifolds will be discussed elsewhere.

Example 3.13. Fix n € N and m € R. The standard m-weighted n-sphere is the
weighted Einstein manifold (S", do?,1 4+ Xp+1, m, 0), where d6? denotes the round
metric of constant sectional curvature 1. Indeed, using the facts (3-9), we readily
compute that the standard m-weighted n-sphere satisfies

m+n—2
Pl=——
¢ 2

m+n)(m+n-—2)

J(Zl+m(m+n—2)v71= 5

Given a € R and & € R"*! such that |£]? < 1, denote by u the function on S”

given by
a
(@) = ————(1+£-0).
v1i—|

Consider the metric-measure structure (g, ) = (u=2d0%, u~ (1 + x,11)). Using
“hats” to denote weighted invariants determined by (g, 0), it is straightforward to
check that

m+n—2 ,,
———ag,
2 8

a(l - snm)ﬁ_l _mamm+n=2) ,

JI—eP 2

Thus (g, 0) is a weighted Einstein metric-measure structure with positive scale
which is pointwise conformally equivalent to the standard m-weighted n-sphere.
Indeed, all such weighted Einstein metrics are given by a function of this form; see
Proposition 7.2 below.

Dm
P¢ =

fé)"+m(m+n—2)<

Remark 3.14. Note that the space of quasi-Einstein metrics in the weighted confor-
mal class of the n-dimensional positive elliptic m-Gaussian is (n-+1)-dimensional,
while the space of weighted Einstein metrics in the weighted conformal class of
the standard m-weighted n-sphere is (n+42)-dimensional. This and the relation
between weighted Einstein manifolds and sharp Gagliardo—Nirenberg inequalities
[Case 2013a] provide strong evidence that weighted Einstein metrics are, from the
point of view of conformal geometry, the more natural Einstein-type structure to
study on smooth metric measure spaces.

Lemma 3.8 asserts that a weighted Einstein manifold (M”, g, v, m, i) with scale
k has constant weighted o;-curvature. Such manifolds also have constant weighted
og-curvatures and constant weighted Newton tensors. However, the weighted Bach
tensor is not necessarily constant, though it can be computed in terms of only the
two-jets of g and v.
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Proposition 3.15. Let (M", g, v, m, ) be a weighted Einstein manifold with scale
k € R and such that Pé)" = Ag. Let k € Ng. Then

m-+n
3-11 5 = Ak,
s = (")
m+n—1
3-12 5 = Ak
( ) Sk, ( k )
~ —1
(3-13) T = (m +l': )kkg,
_ _ m(m+n—3) _
3-14 B — Lpm—1 _MAURTRZS), 1
(3-14) s =mkv— Py a2 MV 8
where
(3-15) prt = m+v_1V2v+;Y”’g
¢ ¢ m(m+n—2) ¢

is the weighted Schouten tensor of (M", g, v,m — 1, ).

Proof. To begin, consider an arbitrary smooth metric measure space (M", g, v, m, ().
Lemma 3.1 implies that the weighted Schouten scalar Jd’)" —of M", g, v,m—1, 1)
satisfies

m+n—3 1
3-16 Jrl="—"" g —ym).
( ) ¢ m+n—2(¢ m ¢)

This readily yields (3-15).
Now suppose that (M", g, v, m, ) is a weighted Einstein manifold with scale «.
Since 61"f¢ =tr Py’ +Y,', we see that

(3-17) mir=Yy =Y +mkv.

This yields (3-11), (3-12), and (3-13). From the definition of the weighted Bach
tensor, we see that B;” =Kkvtr A’g. Combining this observation with Lemma 3.2
and (3-15) yields (3-14). O

In the special case of a closed weighted Einstein smooth metric measure space
(M", g, v, m, 0), Proposition 3.15 yields a formula for [ v~ !dv in terms of only A,
k, and the weighted volume.

Proposition 3.16. Let (M”, g, v, m, 0) be a closed weighted Einstein manifold with
scale k € R and such that Pf = Ag. Then

2m+n—2 _1
(3-18) A dv=——"—« v odv.
M 2m+n—1) Jy
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Proof. Given any closed smooth metric measure space (M", g, v, m, 0) and any
k € R, Lemma 3.1 implies that

(3-19) m+n—2)ymk /

v—ldvzf (m&l'”d)—{—(m—{—n—Z)?(;”)dv.
M M '

The conclusion (3-18) then follows from (3-11) and (3-17). O

4. The space of metric-measure structures

In this section we briefly discuss a natural formalism for studying the space of metric-
measure structures on weighted manifolds. Recall that the space of metric-measure
structures on (M", m, p) is

MM, m, p) :=Met(M) x C*(M; Ry),

where Met(M) is the space of Riemannian metrics on M and C*°(M; R,) is the
space of positive smooth functions on M. When the weighted manifold (M", m, )
is clear by context, we denote by 991 its space of metric-measure structures. Note that,
as a set, M(M, m, n) depends only on M. The role of the parameters m and u is to
determine the geometry of elements of 91, especially in the definitions of weighted
invariants. The fact that V(M , m, u) = M(M, m’, ) as sets for any m, m’ € R
provides a useful way to relate metric-measure structures for different values of m.

It is clear that a weighted conformal class € on a weighted manifold is a subset
of M1; moreover, any (g, v) € 97 uniquely determines a weighted conformal class
¢ =g, v]. Just as many geometric variational problems are most naturally posed
under a volume constraint, we consider the sets

My = {(g,v)em‘/ dv(g,v)zl}, =M nNne
M

consisting of unit-volume metric-measure structures within 9t and €, respectively.

A weighted invariant is a function [/ defined on 9t(M, m, ) which is invari-
ant with respect to the action of the diffeomorphism group Diff(M) of M. One
special class of weighted invariants consists of weighted functionals, namely maps
S : M — R such that S(f*g, f*v) = S(g, v) for every f € Diff(M) and ev-
ery (g,v) € M. Another special class consists of weighted scalar invariants,
namely maps 1" : M — C*(M) such that I (f*g, f*v) = f*(1}' (g, v)) for every
f € Diff(M) and every (g, v) € 9. For example, the weighted volume element
dv is a volume-element-valued weighted invariant, the weighted oy-curvatures
are weighted scalar invariants, and the total weighted oy-curvature functionals
obtained by integrating the weighted op-curvature with respect to dv are weighted
functionals.
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Let (g, v) € 9 and consider the formal tangent space T, ., consisting of
derivatives y’(0) of smooth paths y : R — 9t such that y (0) = (g, v). We denote by

TN = U T(g,v)ﬂﬁ
(g,v)eM

the formal tangent bundle of 9t. We identify T(g ,n 9N = ['(S?°T*M) @ C®(M) via
the bijection

W ) T M — T(ST*M) & C*(M)

defined as follows: Given y’(0) € T(, )N, set

0 _
(4-1a) h=vil (0780,
! t=0
d d ,
(4-1b) V= —o M’
t|,—o dv(g,v)
for (g;, v;) := y(¢). Then set \IJ(’Z,’U)(J/(O)) := (h, ¥). The inverse is

@2 (¥ ,) " () =0

2
= (h—T(vf—i-%trg h)g,

T —m—_i_n(w+%trgh)v>.
From (4-1a) we observe that # = 0 if and only if (\Ilg’v))fl(h, V) is tangent to
a curve in the weighted conformal class [g, v]. When the weighted manifold
(M", m, ) and metric-measure structure (g, v) € 90 are clear from context, we
omit the function \IJ(mg’v) and simply identify T(, ,»9t with [(S2T*M) & C>®(M).

The splitting S°T*M = S}T*M & Rg of S*T*M = T, Met(M) into trace-free
and pure trace parts is the Riemannian analogue of the decomposition (4-1), espe-
cially in that the SgT*M -component of a formal tangent vector y’(0) € S>T*M van-
ishes if and only if 1/ (0) is tangent to a curve in the weighted conformal class of y (0).
This motivates us to define a C°°(M)-linear map tfy : I'(S?T*M) — I'(S*T*M) on
any smooth metric measure space (M", g, v, m, u) which produces the “weighted
trace-free component” of a given tensor field. While it is unclear how to define this
map in general, it is clear on a case-by-case basis: We denote

tfy g :=0, tfy (Py)* == (P —

Nm ,
m-+n ko8

tfy Vu = Viu —

Apu g, tfy, B := B
m-+n e ¢ 70 ¢

for all kK € Ny and all u € C°°(M). These definitions are motivated by considering
the trace-free part of the analogous Riemannian invariants in (m-n)-dimensions.



368 JEFFREY S. CASE

Formally, the first variation (or linearization) of a weighted invariant / is the
exterior derivative DI. For example, if I3’ : I — C*°(M) is a weighted scalar
invariant, its first variation is the map DI’ : T — C*°(M) defined by

0
DI'[h, ¢]:= P! 1 (y (1))
Ili—o

forall (h, V) € T(g,v)MM and all (g, v) € M, where y : R — M is a smooth path such
that ¥ (0) = (g, v) and y’(0) = (lﬂg’;’v))fl(h, ¥). A special case of interest is the
linearization of the restriction of a weighted scalar invariant / q’b” to a weighted confor-
mal class €, which we regard as amap DI d’)” :TE€ — C*°(M). Our convention (4-1)
is such that for any (g, v) € €, we may identify T(, ,,& = C*(M) by

Ty €= (W5 ) 7HO. ¥) | ¥ € C®(M)}.

Equivalently, we identify a function ¥ € C*° (M) with the tangent vector to the curve

_ 2ty _ 1Y
y() = (e mtn g e mEn U>
at t = 0. Note also that the identification T, )& = C*(M) gives rise to the
identification

(4-3) Tie)€1 = {w € C®(M) ' / Y dy = 0}.
M

When (M", m, u) and (g, v) € € are clear by context, we simply identify T{g )&
with C*°(M) and we identify T(, ,)&; with mean-free elements of C*°(M).

We say that DI j; is formally self-adjoint if for each (g, v) € €, the operator
Dll;b" : C®(M) - C*®(M) is formally self-adjoint with respect to the natural
L?-inner product on C*® (M) induced by dv(g, v).

Let € be a weighted conformal class on a weighted manifold (M", m, n). A
weighted scalar invariant / £1 is conformally variational (on €) if there is a weighted
functional S such that

(4-4) DS[I//]=/ 1y dv
M

for all ¢ € T, .)€ and all (g, v) € €. This property is equivalent to the self-
adjointness of D/ (’Zl (cf. [Bourguignon 1986; Branson and Gover 2008]).

Lemma 4.1. Let € be a weighted conformal class on (M",m, ). A weighted
scalar invariant [ :; is conformally variational if and only if its linearization DI (’; is
formally self-adjoint. Moreover, if 1 g’ is conformally variational, then

4-5 D Id =— I'' — DI d
(4-5) (/M¢ v)[w] /M(¢ MDY dv
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forally € Ty y€andall (g,v) € C.
Proof. Consider the one-form €2 : 79 — R defined by

Qyr] :=/ Iy dv
M

for all ¥ € T(g,1n€ and all (g, v) € €. By definition, /' is conformally variational
if and only if €2 is exact. Since € is contractible, 2 is exact if and only if it is
closed. A straightforward computation shows that the formal exterior derivative
DQ: AT(4.)@ — Rof Qs

DRIy, 2] = / (2 DI [Y1] — Y1 DI [2)) dv
M

for all 1, ¥ € Tg,,)€ and all (g, v) € €. Thus Q is closed if and only if Dlg
is formally self-adjoint, yielding the first assertion. The second assertion follows
immediately from the self-adjointness of D/ $ and (4-1b). Ul

If we restrict our attention to conformally variational weighted scalar invariants
1" which are homogeneous with respect to homotheties in €, then DIj'[1] is a
constant multiple of 7}', and hence (4-5) generically identifies the functional S in
the definition (4-4) of the conformally variational property. For this reason, one
frequently restricts attention to homogeneous invariants in the Riemannian setting
(cf. [Branson and Gover 2008]). However, due to our goal of producing weighted
functionals which include weighted Einstein manifolds among their critical points,
we do not impose this homogeneity requirement; see Section 8 for a detailed
discussion.

When computing the linearizations of the total weighted scalar curvature func-
tionals, it is useful to take advantage of the fact that (M, m, u) = M(M, m’, )
as sets for all m, m’ € R. Hence TON(M, m, u) = TIN(M, m’, ) as sets for all
m, m’ € R. However, the identification T(g ) 9(M, m, u) =T (S*T*M) S C>(M)
via the functlon w

(2.0) depends on m. These observations allow us to relate the maps
v and W

(g:v) (g v)*
Lemma 4.2. Fixm,m' € Ry and ;1 € R. Let M™ be a smooth manifold. Given a
metric-measure structure (g, v) € MM, m, ) = MM, m’, 1), define
O T(S2T*M) ® C®(M) — ['(S*T*M) ® C®(M)
by

, m +n m—m’
O (h =, - try h

Then (\I’g’v))fl o CD%/ ) III C TqyM(M, m, ) — Tiq.IM(M,m’, n) is the

identity map.

(g.v) °
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Proof. Let y : R — 9 be a smooth curve such that y (0) = (g, v). Let dv™ and
dv™) denote the weighted volume elements on 9(M, m, n) and (M, m’, w),
respectively. A straightforward computation yields

dv™ (@) _ (du“’”(y(r))
dv (y(0)) — \dv (y(0)

for (g;, v;) = y(¢). The conclusion readily follows from (4-1). U

m'+n ,
m-+n 2 ] -2 m—m
) (det((v™"g) ™ v, “g:))2lmFm.

Lemma 4.2 can be reformulated as a statement about linearizations of weighted
invariants:

Corollary 4.3. Fixm,m' € Ry and 1 € R. Let M" be a smooth manifold. Given a
metric-measure structure

(g, v) € MM, m, w)=MM,m', )

and a weighted invariant I, denote by DY I and D] the linearizations of 1
when regarded as functions of

T(S*T*M) & C®(M) = T(g.) MM, m, ),
T(ST*M) @ C®(M) = Ty 0y MM, m', ),

respectively. Then
D™ =DM o™
m*

Since €(M, m, u) = €(M, m’, ) as sets, Corollary 4.3 also applies to lineariza-
tions of weighted invariants within weighted conformal classes. This observation is
also reflected in the fact that (Dﬁ/ acts as the identity in its first component.

Corollary 4.3 is quite useful for computing the linearizations of the weighted
or-curvatures for arbitrary scales k. The reason for this is that it is straightforward
to compute the linearizations of the weighted oj-curvatures with scale k = 0
(cf. Section 8), while one can also exhibit the weighted oy -curvatures for arbitrary
scales as perturbations of the weighted oy -curvatures with scale « through weighted
or-curvatures of lower degree when computed with respect to different values of m.
We separate this latter observation into two results so as to highlight the role of
weighted conformal classes which are locally conformally flat in the weighted sense
for larger values of k.

Lemma 4.4. Let (M", m, i) be a weighted manifold and fix k € R. Then

(4-6) &l’f’(/) :fo’qb +mrv!,
. mm+n—=2) _| . mm—1) , ,

4-7 m o _om o VT A m -

“4-7) Oy =024+ m o —3 Lo T > K“v

forall (g,v) € M.
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Proof. (4-6) follows immediately from Corollary 2.3. Applying Corollary 2.3 and
Lemma 2.8 implies that

(4-8) 5gﬁ=of¢+nmv—%ﬁﬁ+<g>x%ﬁ?
On the other hand, (3-16) implies that
m+n—-2 .,
(49 o= n 370
Inserting (4-9) into (4-8) yields (4-7). [l

Lemma 4.5. Let (M", m, u) be a weighted manifold and fix a scale k € R. Let
€ C M be a weighted conformal class which is locally conformally flat in the
weighted sense. Given an integer k < m, it holds that

k k—j
om m-+n—2 m —1\j m—j
to=Y (i) (et

j=0
forall (g,v) € €.
Proof. Note that Lemma 2.8 and (4-9) together imply that

m—1 m—1 . _m+n—2 m—1,vym—1. pm—1
(4-10) (of] <TY$,P(Z1)—mO'I (Y¢ ,P¢ )
for all (g, v) € 9. On the other hand, since € is locally conformally flat in the
weighted sense, Lemma 3.2 and (3-15) imply that

Pm_m+n_2 m—1
" m4n-3°¢

It follows that

1 m—1

APl =Rm—————
¢ m+n—3"°¢

ng=0;

ie., (M", g, v, m—1, ) is locally conformally flat in the weighted sense. Therefore

m+n—2
4-11 pr=—_—_—_~ pmtk
“-11) * " m4n—2—-k ¢
for all integers k < m. Combining this with (4-10) and an obvious induction
argument yields

_ om+n—=2 _
T m+n—-2—k ¢

for all integers k < m. Inserting (4-11) and (4-12) into Corollary 2.3 yields the
desired result. O

(4-12) zy
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5. Variational status of the weighted o -curvatures

By Lemma 4.1, answering the question of when the weighted oy -curvatures are
conformally variational can be achieved by characterizing when the linearizations
D&,:”¢ are formally self-adjoint. To that end, we compute D&,:”¢.

Proposition 5.1. Let (M", g, v, m, i) be a smooth metric measure space and fix
k € Rand k € Ny. Set € = [g, v]. The linearization

D&,?f(p : T(g,v)€_> COO(M)
is

+n

~ 1 ~ -5 m — 2 T
DO = o @Rl —miv™ S )Y = =8 (T 4 (V)

k-3
m+n—2 e -
e — — Vi, dP"- Q7 ,
mtn g( ) k_3_g,¢( Y é Qg+1,¢)

where QQ” o and - are as in Proposition 3.6.

Proof. By Proposition 3.6, it suffices to prove that

(5-1) D&, [v]= ;(Zk&’" —mkv '§ Y
k¢ mtn k¢ k—1,¢

m+n—2

praea (O I LA R WA LAY

for all k € Ny. We prove (5-1) by induction.

Clearly (5-1) holds when k£ = 0. Suppose that (5-1) holds for some k£ € Nj.
From (3-5), we note that

k
(5-2) (k+1)D&", , = Z(—UJ'[N;?;WD&QLM +6", DNy 1.
=0

Using Lemma 3.3, we observe that

m _m+n—2_,

DP¢[1/f]——m+n Vay,

DZ"M[ ]_L(zzm_ ) _Ln—Z(V V)
‘pw_m—i-n 6 TRV Y m(m +n) . V¥

In particular,

- ko~ L ke
(5-3) DNZ?¢[w]=m—_M(2N,?f¢—va "ZHEhy

+n—-2)k
Ly mAn—2)k

myk—1 ‘72 o 7myk—1
o——— (P ™1, V) = ((Zg) 'V, V).
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Inserting (5-3) and the inductive hypothesis (5-1) into (5-2) yields

- 1 - 1
Doy gl¥] = e 2k + DS — micy SEY

Ln—Z Tm 2 Vo,V
S (T V) — 6,99, VY)),

as desired. O

Our study of the formal self-adjointness of Dg;", follows the Riemannian ana-
logue carried out by Branson and Gover [2008].

Theorem 5.2. Let € be a weighted conformal class on (M", m, ). Fix k € R and
k € Ng. If k <2 or € is locally conformally flat in the weighted sense, then the
weighted oy-curvature is conformally variational. If additionally k < m + n, then
the converse holds.

Proof. Denote

k—3
Sty = Z(—l)sz”LS_Z’qb(dPgl QU1 g)-
=0

From Lemma 4.1 and Proposition 5.1, we see that 6" is conformally variational if
and only if

(5-4) / (S, @V —nVw)dv =0
M

for all n, w € C3°(M) and all representatives of €. Clearly :S:,Z”(p = 0 is sufficient
for (5- 4) to hold. Suppose instead that (5-4) holds. Taking n =1 and w € C5°(M)
yields 8¢Sk 6= = 0. Hence Sk % is orthogonal to V7 in L?(dv) forallw, n e Co°(M).
This implies that Sk 's = 0. We conclude that 6;" is conformally variational if
and only if S 1.¢ = 0 for all representatives of <.

Clearly S’" =0ifk<2orCis locally conformally flat in the weighted sense.
We show that if3<k<m+nand S’”¢ =0 for all (g, v) € €, then € is locally
conformally flat in the weighted sense. Fix a representative (g, v) € €, apoint pe M,
avector X € T, M, and a tensor 2 € SZT;‘M. Let f € C*°(M) be such that f(p) =0,
(Vf)p, =X, and (V2f), = Q. Set (g, D) = (e~ 2//(mtn=2D g =f/mtn=2)y) By
Lemma 3.3, at p it holds that

1 1
P, =P +Q+——— X" ®X — ——|X|’g,
(P =Py + Q4 o XX — o X Te

5-5 Smy _ om_ L 1 2

OV @)= T Ve - g T

(dP$)§=dP£1—A$(-,-,X,-),

where the left-hand side (resp. right-hand side) of each equality is evaluated in
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terms of (M", g, v, m, u) (resp. (M", g, v, m, 1)). We shall use (5-5) with two
different choices of €2 and X.
First, choose X € T, M such that |Xol> =2(m+n—2) and (Xo, V) = 0. Let
t € R, set X =t Xy, and choose
1 b b
Q=——""""X"®X".
m+n—2
It follows from (5-5) that (égﬂrw)g, (de’)")g, and (rfgﬁ)g, are polynomial in ¢ for
all £ € N; indeed,

(dP(Zn)g=_tAgl(’7X07)+dP:pnv

(041, 9)g = (=D @+ D OTy + 0>,
(T;g’(ﬁ)g, = (_1)[ (I’I’l +Z — 1>t2£g + O(IZE—Z).

Using the identity Zlgzo(— D+ 1)(kf€) = (";2), we compute that

Tm sfm+n-3 _ m m ~ -
(Sk’qb)g:(—l)k 3( s >t2k 6(dp¢ —fAzp(""XO,'))'Q1,¢,+0(t2k 7).

Since t is arbitrary, d Pd’)” . (P(;)" — Zg’ g) = 0. Since the representative (g, v) is
arbitrary, this holds for all representatives of €.
Second, choose X = 0 and let €2 be arbitrary. From (5-5) we see that, at p,

dPy - (P — 2$g))§ =dPy - (P} — Z';g) +dP) Q.

The conclusion of the previous paragraph implies that d Py* - €2 =0 for all (g, v) € €
and all Q € S>T*M. Hence d P£1 = 0 for all representatives (g, v) € €. Lemma 3.3
then implies that A% = 0, as desired. (|

S5A. The weighted o-curvature functionals. Proposition 5.1 enables us to com-
pute the linearization of the total weighted oy-curvature functionals. Recalling our
goal that weighted Einstein metrics be stable with respect to these functionals, some
care is needed in defining them. In the case of scale zero, the definition of the total
weighted oy-curvature functionals is the expected one.

Definition 5.3. Let (M", m, 1) be a closed weighted manifold. Given k € N, the
Fi-functional Fi : 9 — R is defined by

]-"k(g,v):=/ oy dv.
oy

From Proposition 5.1 we deduce that for generic values of m, the critical points
of the restriction of the Fi-functionals to € have constant weighted oy-curvature.
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Proposition 5.4. Fix k € Ny and let € be a weighted conformal class on a closed
weighted manifold (M", m, w); if k > 3, assume that € is locally conformally flat in
the weighted sense. Then the first variation DFy : T€ — R of the F-functional is

m+n—2k m
(5-6) DFi[y] = ——/ Uk,qsw dv
M

m-+n

forall € Ty )€ and all (g, v) € €. In particular, if m +n # 2k, then (g, v) € €
is a critical point of the restriction Fy : € — R if and only if (M", g, v,m, W) is

such that 0,;"(1) is constant.

Proof. Proposition 5.1 and the proof of Theorem 5.2 imply that

m-—+n—
m-+n

The conclusion (5-6) follows from this and (4-5). The characterization of the critical
points of F; : € — R follows from (4-3) and (5-6). U

2
Do}y ] = op ¥+ 8o (T} 1 (V).

m-+n

In the case of positive scale, the total weighted oy -curvature functionals are the
Vi -functionals defined below.

Definition 5.5. Let (M", m, 0) be a closed weighted manifold. Given k € N, the
Zr-functional Z; : M x Ry — R and the Yy -functional Yy : M x Ry — R are

__2mk(mtn—=1)
Zr(g,v,k) ==k (m+n)(2m+n—2)/M5£r’z¢dv’

_m+4n—2k

_1 - (m+n)%£nrr]lc+n—2) m+n
V(g v, k) == 2Z4(g, v, k) /v dv /dv
M M

for all (g, v) € M and all k € Ry.

The ) -functionals are invariant with respect to both the natural homothetic
rescalings in a weighted conformal class and the homothetic rescalings within a
Riemannian conformal class.

Lemma 5.6. Let (M", m, 0) be a closed weighted manifold and let k € N. Then

(g, cv, ¢ i) = Vilg. v, ),
Vi(c?g, v, ¢720) = Vi(g, v. &)
forall (g,v) e Mandall c,x € Ry.
Proof. Observe that

&,?qu(czg, cv, C_IK) = c_Zk&ff¢(g, v, K),dv(c2g, cv, c‘lx) =c"""dv(g, v, k),

6,1’f¢(c2g, v, ¢ %K) = c*2k6,?f¢(g, v, k), dv(czg, v, ¢ %K) = c"dv(g, v, k).

The conclusion readily follows. (]
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In the remainder of this section, we begin to explore the variational properties
of the )y -functionals within a weighted conformal class €. Our interest is in the
cases when the weighted oy-curvatures are variational, hence we assume that € is
locally conformally flat in the weighted sense if k > 3. The scale-invariance of the
Vr-functionals implies that it suffices to consider the Yy -functionals Yy : € — R
with scale k > 0 defined by Vi (g, v) := Vik(g, v, k).

Remark 5.7. The scale-invariance of the ) -functionals implies that minimizers
of Yy : € x Ry — R are in one-to-one correspondence with minimizers of the
functionals ) : € — R defined by

Vi(g,v) = inf Vi(g, v, ).

Up to composition with a monotone function depending only on m and n, Y is
equivalent to the functional Q; introduced by the author [Case 2015b] to study the
weighted scalar curvature.

In order to compute the linearizations of the ) -functionals, we first consider the
linearizations of the Zj-functionals through variations of the scale «.

Lemma 5.8. Let (M", g, v, m,0) be a closed smooth metric measure space, fix
k €N, and define Z : Ry — R by Z(k) := Z4(g, v, k). Then

m+n)C2m+n-2) _,_,
— KV SElg dv,
2k(m+n—1)

57 «Z'k)=Ak) / [%
M

where A(k) = —2mk(m+n—1)/((m+n) 2m+n—2))k ~2mk(m+n=1)/(m+m) Cm+n=2))
In particular, if (M", g, v, m, 0) is a weighted Einstein manifold with scale k > 0,
then Z' (k) = 0.

Proof. Equation (5-7) follows immediately from Lemma 2.9. If (M", g, v, m, 0) is
a weighted Einstein manifold with scale «, applying Propositions 3.15 and 3.16
yields Z'(k) = 0. O

Remark 5.9. Let p € R and let (M", g, v, m, 0) be a weighted Einstein manifold
with scale ¥ > 0 and nonvanishing weighted Schouten tensor. The same argument
shows that the function Z, : Ry — R defined by Z, (k) :=«?” f 5,2”’(1) dv satisfies

, e . _ 2mk(m+n—1)
Zp(/c) =0 if and only if p = ~ Tt @man=-2)"

We now compute the linearizations of the );-functionals. Lemma 5.6 implies
that (5-7) is proportional to the linearization of ) : € — R (with scale ) when
restricted to homotheties. The critical points of the Vi-functionals are characterized
as follows:

Proposition 5.10. Letr k € N and let € be a weighted conformal class on a closed
weighted manifold (M", m, w); if k > 3, assume that € is locally conformally flat
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in the weighted sense. Fix a scale k > 0. Then (g, v) € € is a critical point of

Vi : € = Rif and only if

~ m _1~
e A
f&,% dv m f§,’("_1’¢v_1dv .
— [dv m+n—2k( fvldv )KU
and
. m+n)C2m+n-—2) em
(5-9) /Mak,qsd": T ETT /KU Si1.pd
Proof. Using Proposition 5.1 and Theorem 5.2, we compute that
m+n—2k _ m 1
5-10 DZ =—B _— i d
(5-10) w2 (x)/( R et L 1¢)w v
2mk(m+4n—1)

for all ¥ € T(y,,)€ and all (g, v) € €, where B(k) =« im@n+=2 ]t follows that
m+n—2k

1 m m+n
/ vodv / dv DYi[y]
M M

2mk(m+n—1) [yvtdv m4n—2k_ [ydv
(m+n)?Q2m+n—2) k Jv=tdv m+n k [dv

= DZ[y]+

for all Y € T(, )€ and all (g, v) € €. Combining these two observations, we see
that (g, v) € € is a critical point of ), : € — R if and only if
m

~ _1,.,
1) g+ v,

1 2mk(m+n—1) v! ~m
= + — O g dV.
fdv  (m+n)(m+n—-2k)2m+n=2) [vidv) Jy ©
Integrating with respect to dv yields that (5-11) is equivalent to (5-8) and (5-9). J

6. Stability results for the - and Y-functionals

It is known that closed Einstein metrics and closed gradient Ricci solitons are stable
with respect to the total o -curvature functionals [Viaclovsky 2000] and the total
weighted oy-curvature functionals [Case 2016], respectively. In this section we
show that the same is true for quasi-Einstein metrics. Based on these results and
their usual proofs via the Lichnerowicz—Obata theorem [Lichnerowicz 1958; Obata
1962], we conjecture a Poincaré-type inequality for weighted Einstein manifolds
which would imply that such manifolds are stable with respect to the ) -functionals.
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6A. Stability for quasi-Einstein manifolds. We begin by computing the second
variation of the Fj-functional at a critical point in the cases when the weighted
oj-curvature is variational.

Proposition 6.1. Let k € N and let € be a weighted conformal class on a closed
weighted manifold (M", m, w); if k > 3, assume additionally that € is locally
conformally flat in the weighted sense. Suppose that (g, v) € €, is a critical point
of the Fi-functional. Then the second variation D*F, : T(g,»y&€1 — R is given by

m+n—-2)(m+n—

2 _
D*Fily] = g

2%) [
Il (VY Vi) dv
M
2k(m +n —2k) / )
=" = m d
(m +n)? Mak"/’l// Y
fOl’ all y € T(g U)Qtl.

Proof. By Proposition 5.4, since (g, v) is a critical point of F; : €, — R, the
weighted oy-curvature o;" » 1s constant. Therefore

m+n—2k
D’Flyl=———— / ¥ Doy's[¥1dv
m+n M ’
for all ¥ € T(4,,)€;. The conclusion now follows from Proposition 5.1. u

Applying Proposition 6.1 in the case of a closed quasi-Einstein manifold yields
the desired stability result.

Theorem 6.2. Let k € N and let (M", g, v, m, i) be a closed quasi-Einstein man-
ifold such that Pén = Ag > 0; if k = 3, assume additionally that (g, v) is locally
conformally flat in the weighted sense.

) Ifk < m+" , then D*Fy. : T(e,v)€1 — R is positive definite.
2) I mTJr" <k <m+n, then D? FiT(g,0)€1 — R is negative definite.
Proof. It follows readily from Propositions 3.15 and 6.1 that

m+4n— 1) m+n—-2)(m +n—2k))\k_1/ VP dy

(6-1) D*Fly]l= (

k—1 (m+n)?
m—+n\2k(m+n —2k) k/ W v
k  (m+n)?
for all ¥ € T(4,)€;. Since P’" = Arg > 0, we see that RIC¢ = 2521:"" zl)kg > 0. The
weighted Lichnerowicz theorem [Bakry and Qian 2000, Theorem 14] implies that
A(—=Ay) > 3%)\. Inserting this into (6-1) yields the result. ([l

Remark 6.3. We only consider the case of quasi-Einstein manifolds with posi-
tive weighted Schouten tensor because any closed quasi-Einstein manifold with
nonpositive weighted Schouten tensor is Einstein [Kim and Kim 2003].
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6B. Stability for weighted Einstein metrics. Propositions 3.15 and 5.10 imply that
weighted Einstein manifolds with © = 0 and scale « are critical points of the )Vi-
functional. In this subsection we conjecture a Lichnerowicz—Obata-type result
which, if true, implies that such manifolds are infinitesimal minimizers of the )
functionals. To that end, we compute the linearization of §;" | pata weighted
Einstein manifold.

Lemma 6.4. Let k € N and let (M", g, v, m, 0) be a weighted Einstein manifold
with P(Z’ = Ag > 0and scale k > 0; if k > 3, assume additionally that € = [g, v] is
locally conformally flat in the weighted sense. Then

~ m+n—2\_,_
62) D= (" 7

x [2(’"+”—1)w—m_1K¢U—1+—m+”_2v5¢(v—1vw)].

m-+n m-+n m-—+n

Proof. By Lemma 2.8,
- o m—=1
St = o*,;"_]l (—m Yy +mrv™h); Pg“)

Set k"1 ;= =3, Arguing as in the proof of Lemma 4.5, we observe that
for any weighted conformal class €, assumed to be locally conformally flat in the

weighted sense if k > 3,

m+n—2 k_]&m_l
m+n—73 k=14

(6-3) Ste1.p= (

where 6, 1 P is defined in terms of the scale x "~V. It follows from Corollary 4.3
and Proposition 5.1 that the linearization D51?1—_1,1¢ :T(q,0)&(M,m,0) = C>®(M) is

1
~m—1 ~m—1 -1, —1lzm—1
6-4) DGl 1= m—+n(2(k— D&l — (m —+1>K<’"3 s v
m-+n— ~
— s (TS (v
+ mtn v ¢(U k—2,¢( V)
for
51:'1:21,(75 = s,’(":zl (Y(f_1 + (m — D™= Dy~ P(’f_l),
T =1 (v + = D™ Du ),
Inserting this into (6-3), using (3-12) and (6-3) to evaluate &,2"__1 ’1¢, and using (4-11)
to evaluate 5,2"_*2{ s and Tk”z’ld) when k > 3 yields (6-2). O

Lemma 6.4 enables us to compute the second variation of the Vi-functional at a
weighted Einstein manifold.
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Proposition 6.5. Let k € N and let (M", g, v, m, Q) be a closed weighted Einstein
manifold with Pg’ = \Ag > 0 and scale k > 0; if k > 3, assume additionally that
¢ =g, vl is locally conformally flat in the weighted sense. Then (g, v) is a critical
point of Vi : € — R and the second variation

Dzyk . T(g’U)Q: — R

is given by

D*Vilv] =

m+n—-2)ym+n—2k) fm+n—1\__,  _p 1
V_IVSTARTT
(m +n)? k—1 ) 170 1]
mm+n—2)(m+n—2

(m +n)? k—2
forall y € T(g n&, where V_ and V denote the functionals V_; := f v-'dv and

2mk b= m+n—2k
(m+n)(2m+n 2)° T m+n

)V:fv(;”)\k—lez[w]

; and

Vo := [ dv; a and b denote the constants a
— 2 2(m+n) T2
650 111= 800 [ [I99P= 200

(m+n—1)2m+n)
(m+n)2m+n-2)

(e

m
+m—|—n—2

(¢2_2w+

foryr = f[—f and

2(m+n—1) B
2 2 1
—_ At —

2 W2 e mp

2 ~1
2m+n—1) (f Yv )Mﬁ]v‘ldv.
m+n—2)2m+n—-2)\ [v!

Proof. By rescaling if necessary, we may suppose that « = 1. It follows immediately
from Propositions 3.15, 3.16 and 5.10 that (g, v) is a critical point of the Y-
functional. In particular,

(6-5b) D[y] —B(K)/ [IVWI

1
(6-6) 0=DYi=——DZ —a2py —by “DV.
Ve vk V-1
It follows from (6-6) that
2 2 Ve » yk 2
(6-7) DY, = D Zy—a—DV_; — D Vo—a(a—l)—(DV D2
-1%0 -1 —1
Yk 2
—2ab (DV_1)(DVy) — b(b — 1)—(DV0)
V1V VO
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Next, observe that

-1
DV_[y] = —% /M Wv_l dv, DWoly] = —/dev,
(6-8)

2
DZV_1[10]=(L’H) / vl dv, Doy = / v dv.
m-+n M M

From (5-10) we note that

6-9) D2Z[y]=— /

(m+n—2k o
M

" v 'DE™ | ] ) v dy
+n —he
m+n—2k _ m(m+n—1) _,_ ) )
+ o+ voos dv.
Since (M", g, v, m, 0) is weighted Einstein, Propositions 3.15 and 5.1 imply that
5 m+n—1 k m . _; m+n—=2
6-10) D = 20— ——A —A .
( ) Gk"p[lm ( k—1 )( m-+n vt m+n 0|V
Inserting (6-2), (6-8), (6-9) and (6-10) into (6-7) yields the desired conclusion. [

Based on similar stability results for quasi-Einstein manifolds, we expect that
weighted Einstein manifolds are stable with respect to the )-functionals in the
cases when the weighted oy -curvatures are variational. Indeed, based on the proofs
of those results, we expect the following Poincaré-type inequalities for weighted
Einstein manifolds.

Conjecture 6.6. Let (M", g, v, m, 0) be a closed weighted Einstein manifold with
sz =Ag > 0and scale k > 0. Let I}, I : C*°(M) — R be as in (6-5). Then

inf{lj[w]'/ wdv=1} >0
M

for j € {1, 2}. In particular, D2y T(g,v)€ — R is positive definite.

7. Ellipticity and some Obata-type theorems

The results of Section 6 prove that quasi-Einstein manifolds are infinitesimally rigid
with respect to the Fj-functionals within a volume-normalized weighted conformal
class in the cases when the weighted oy -curvatures are variational. It is natural to
ask if global rigidity holds. Global rigidity is known in the Riemannian [Obata
1971; Viaclovsky 2000] and infinite-dimensional [Case 2016] cases when k = 1
or within the weighted conformal class of the respective flat model. One expects
similar results for general m € R, . In this section we prove the analogous global
rigidity result for quasi-Einstein metrics. We also prove a result which is expected
to play a key role in establishing the analogous global rigidity result for weighted
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Einstein metrics. These results hold within the positive weighted elliptic k-cones, so
named because the Euler equations of the F;- and ) -functions are elliptic within
these cones. Based on these results, we conjecture certain sharp fully nonlinear
Sobolev inequalities.

Our strategy is modeled on Obata’s proof [1971] that on a compact manifold,
every conformally Einstein constant scalar curvature metric is itself Einstein. There
are two key ingredients in his proof. First, the variational structure of the scalar
curvature yields a particular trace-free tensor which is divergence-free for every
constant scalar curvature metric. Second, if a metric is conformally Einstein, then
the trace-free part of the Schouten tensor is a positive multiple of an element of the
range of the conformal Killing operator; i.e., the trace-free part of the Lie derivative
on vector fields. In our setting, when the weighted oy-curvature is variational,
Proposition 3.6 effectively identifies the desired weighted trace-free tensor which is
divergence-free for critical points of the F;- and Yg-functionals (cf. Section 8). The
analogous formula for the weighted Schouten tensor of a metric-measure structure
which is conformal to a weighted Einstein metric is as follows (cf. [Case 2015a;
2015b]):

Lemma 7.1. Let (M", g, v, m, u) be a smooth metric measure space and fix a
scale k € R. Suppose that u € C*°(M; Ry) is such that the smooth metric measure
space (M", g, 0, m, i) with metric-measure structure (8, 0) = (u=2g, u"'v) isa
weighted Einstein manifold with scale k € R. Then

(7-1) u(P} —Z5g)=—(m+n—2) (Vzu + l(Vu, Vo) g) + & —ku)v ' g.
m

Proof. Because (M", g, v, m, u) is weighted Einstein with scale &, it follows
from (3-17) that

Pr—Zpg=iv'g.
Using Lemma 3.3 to evaluate ﬁ(g’ and Z’;’ in terms of (M", g, v, m, ) and u yields
the desired result. O

In the cases of interest to us, only the flat models discussed in Section 3 admit
multiple quasi-Einstein or weighted Einstein metric-measure structures within the
given weighted conformal class (cf. [Case 2015b, Proposition 9.5]).

Proposition 7.2. Let € be a weighted conformal class on a weighted manifold
(M", m, w). Suppose that (g, v), (g, V) € € are weighted Einstein metric-measure
structures with scale k, k € R, respectively. Set u = v~"'. Then either u is constant
or (M", g, v, m, u) splits isometrically as a warped product. In particular:

(1) If (M", g, v, m, ) is closed and k = k = 0, then u is constant.



THE WEIGHTED o3 -CURVATURE OF A SMOOTH METRIC MEASURE SPACE 383

Q) If(M*, g,v,m, n)=(S", do?, Xpa1,m, 1) and & = k =0, then there exist a
constant ¢ > 0 and a point § € R" = x _&1 (0) such that

u@)=c(V1+IEP+£-7).

Q) Ifm", g,v,m, u) =R", dx%, 1, m, 0) and k > 0, then there exist a constant
¢ > 0 and a point xo € R" such that

_ K —nl?
ulx) = S tn_2) |x — xo|” +c.
Remark 7.3. Recall that the assumption that (M", g, v, m, ) is closed means that
M" is a closed manifold, v € C*°(M; R;.) is a positive function on M, and m € R;..

Proof. Suppose that u is nonconstant. Then (7-1) implies that V?u = %Au g. It
is well known (see [Cheeger and Colding 1996]) that this condition implies that
(M", g) splits as a warped product over a one-dimensional base and that # depends
only on the base. Indeed, if P}' = m+§’_zkg and ﬁ£1 = %’1_25@, then Lemma 3.3
implies that

Vau=10u™" = ru+u"|VulHg.
Integrating this yields a constant ¢ € R such that
(7-2) W) == u’+cu—h

(see [Case 2015D]).

Suppose now that (M", g, v, m, ) is closed and k = k = 0. Solving (7-2)
implies that u is of the form u(¢) =a+b cost for b € R and a > |b|. Hence (M", g)
is homothetic to the round n-sphere. By rescaling and changing coordinates if
necessary, we may thus suppose that u(x) = a + bx,41 for a > b > 0. It follows
from (7-1) that v, and hence u, is constant.

Next, suppose that « =0 and (M", g, v, m, 1) is the positive elliptic m-Gaussian.
By homothetically scaling if necessary, we may suppose that ﬁ(;)" = %Hg
From (7-2) we conclude that there is a point & € R"*! such that

u@)=v1+I&2+¢&-¢.

On the other hand, (7-1) implies that
<VM7 v-xl’l-‘rl)

Xn+1
from which we conclude that £, = 0.
Finally, suppose that (M", g, v, m, u) = (R", dx2, 1, m,0) and & > 0. From (7-1)
we conclude that N

Vzu:;
m4n—2

Vi = d@z,

dx?.

Hence u is a quadratic polynomial on R" with leading order term m Ix|>. O
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7A. An Obata-type theorem for quasi-Einstein manifolds. When the scale « van-
ishes, the tensor field £} » defined below is the desired weighted analogue of the
trace-free tensor which is divergence-free for Riemannian metrics with constant
of-curvature.

Lemma 7.4. Let k € N and let (M", g, v, m, i) be a smooth metric measure space;
if k > 2, assume additionally that (g, v) is locally conformally flat in the weighted
sense. Define

m+n—k
Ecy =T = = n kol
Then
m 1 m m+n—k
8¢Ek,¢_EtrEk,de‘P:_m—_'_nde,qb‘

Proof. A straightforward computation yields
tr Tkrf’(ﬁ =(m-+n-— k)a,?f(p — ms,’c%.

In particular, it holds that

mm+n—k)
trE'y=———/9¥——"0;", —ms;,.
k¢ man ke Mk
The conclusion now follows from Proposition 3.6. U

We only expect global rigidity within the positive weighted elliptic k-cones.

Definition 7.5. Fix k € Ny. The positive weighted elliptic k-cone F,j on a weighted
manifold (M", m, 1) is the set

Iy ={(g.v) eM| (Y} (p): P)(p)) T} forall pe M}.

Note that Euler equation of the Fj-functional is elliptic within the positive
weighted elliptic k-cone.

Proposition 7.6. Let € be a weighted conformal class on (M", m, ). Fix k € Ny
and a representative (g, v) € €. Identify

(7-3) eIy ={ueC®W;Ry) | w2g,uv) e[}

Then the operator D : €N F,j — C®(M) defined by D(u) := ak””¢(u_2g, u"lv) is
elliptic.

Proof. Proposition 5.1 implies that the principal symbol of the linearization of D at

ue€n F,j is %Tk”i 1.¢4> Where ", ¢ 18 the (k—1)-th weighted Newton tensor

of (u=?g, u~'v). Corollary 2.18 then implies that D is elliptic at u. U

We now adapt Obata’s argument [1971] to closed quasi-Einstein manifolds.
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Theorem 7.7. Let k € N and let (M", g, U, m, ) be a closed quasi-Einstein mani-
fold such that [ db =1 and Py' > 0; if k > 2, assume additionally that € := (¢, 1]
is locally conformally flat in the weighted sense. Then (g, v) € € N F,j is a critical
point of Fi. - € — R if and only if (g, v) = (g, ).

Proof. First, suppose that (g, v) = (g, 0). It follows from Propositions 3.15 and 5.4
that (g, v) is in the weighted elliptic cone F,j and is a critical point of the Fj-
functional F; : €} — R.

Conversely, suppose that (g, v) is a critical point of the Fi-functional. It follows
from Proposition 5.4 that 6} is constant. Let E’; be as in Lemma 7.4. Then

m 1 m

Let u = vd~!. Using Lemma 7.1 and (7-4), we compute that

m 2 1
0= Eiy, V u+—{(Vu, V) g)dv
M ’ m

1

= u(El,, P"— 77 g)dv.
m—i—n—Z/M < k¢ "o ¢g)

It follows from Corollary 2.17 that (g, v) is quasi-Einstein. Proposition 7.2 and the
normalization (g, v), (g, 0) € €; then imply that (g, v) = (g, D). O

We expect that the assumption that M is closed in Theorem 7.7 can be removed;
i.e., that one can use the assumption that dv is a finite measure to still carry out the
integration by parts (cf. [Chang et al. 2003; Gonzalez 2006]). We further expect
that, with a lot of work, one can show that the Fj-functional realizes its infimum
under suitable geometric assumptions on the background smooth metric measure
space (cf. [Guan and Wang 2003; Sheng et al. 2007]). These expectations motivate
the following conjecture (cf. [Guan and Wang 2004]).

Conjecture 7.8. Fix k € N and let € be the weighted conformal class of the weighted
elliptic m-Gaussian (S} , do?, Xn+1, m, 1). Then,

m+n—2k

m-+n
(7-5) / 0,;’,’4) dv > C(/ dv)
M M

forall (g,v) eCN F,j. Moreover, equality holds in (7-5) if and only if

(St 8 v,m, 1)

is homothetic to a weighted elliptic m-Gaussian.

7B. Towards an Obata theorem for the YVi-functional on S”n. For smooth metric
measure spaces with positive scale, the analogue of Lemma 7.4 is as follows:
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Proposition 7.9. Fix k € N and let (M", g, v, m, i) be a smooth metric measure
space; if k > 2, assume additionally that (g, v) is locally conformally flat in the
weighted sense. Define

~ ~ m+n—k
7'6 Eﬂ‘l = Tm — o—m s
(7-6) ko "= Teg = = 70 Oke8
~ m—1~ m-+n—=~k
71 o, =T ——Y" ) — 571 08
(7-7) k—1,¢ k—1 ( m® ¢) m+n k—1,08

~ -1
N - m - fs;cn—l v _
(7-8) ) = ;:'f¢+—(sl'<"_1,¢——’¢ kvt

-~ ~ m ~
(7-9) By =Ely+————kv U,

m+n—2k
= -1
B m@m+n—k) fslrcn_“pv Kv_lg
(m+n)m+n—1)(m+n—2k) R ’
Then
SoEV, — —twE)  dp = ————do",.
oLk~ WEikg ¢ man Ok,

Proof. A straightforward computation yields

m(m+n—k) _,

trEM", =
k. mtn Ok, — msk¢

Combining this with Proposition 3.6 yields

~ 1 ~ m+n—k
7-10 SoEV', — —trE)  dp = ————do)",.
(7-10) 9 kg~ U Ekg ¢ man (ke

Next we show that
~ 1 ~ m+n—k

7-11 S (v U™ — —tw'o” dp = —————d(v~ 5"
( ) qb(v k71,¢) m (v k71,¢) ¢ mn (v Sk 1¢)

This is clear if £ = 1, so suppose k > 2. Arguing as in the proof of Lemma 4.5, we
see that

~ m4n—2\"/~ _1 m+n—k —m—1
(7-12) Uﬁ1’¢:<m+n—3) (E',‘n_l’¢+(m+n)(m+n )1?11¢g

(cf. Lemma 6.4), where E 1s defined by (7-6) in terms of (M", g, v,m — 1, )
and the scale k™1 := (m + n—3)/(m+n—2k. Let 8;)'" D denote the diver-
gence with respect to the weighted measure dv D of (M", g, v,m — 1, ). Note
that 8;;"_1) =vo 8;)'") ov~!, where v and v~! act as multiplication operators. In
particular, (7-10) and (7-12) together yield (7-11).
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Finally, a simple calculation yields
1
(7-13) S ') — —tr(w'g)dp = —(m +n— Ddv".
m

Combining (7-10), (7-11) and (7-13) yields the conclusion. O

By Proposition 5.10, the Euler equation of the )-functional with scale « is
completely determined by 8,1%. The Euler equation is also elliptic within the
positive weighted elliptic k-cone.

Proposition 7.10. Fix k € Ny and k € Ry. Let € be a weighted conformal class on
(M", m, 0) and fix a representative (g, v) € €. If k > 3, assume additionally that
¢ is locally conformally flat in the weighted sense. In terms of (7-3), the operator
D: NI — C®(M) defined by D(u) := &,;’j¢(u—2g, u~ ') is elliptic.

Proof. By Proposition 5.1 and (6-4), the principal symbol of the linearization of D
atu e €N F,j is

m+4n—2(~ m ~
— " =Tm —KU_] Tm—l ,
m-+n < k71’¢+m+n—2k k=2.9
where 7~"k”i1’¢ and YN}(’ZZ,(]& are defined in terms of (M", u—2g, u~'v, m, 0) with scale k
and (M, u=2g, u"'v, m — 1, 0) with scale ZIZ:gK respectively. Corollary 2.18
implies that 7;" | s > 0. Lemma 2.8, Corollary 2.18, and an argument as in the

proof of Lemma 4.5 imply that fk"i 26> 0. This yields the conclusion. ([

The form of the tensor E’ i » makes it difficult to deduce a general Obata-type
theorem for conformally weighted Einstein manifolds (M", g, v, m, 0) with scale
k € Ry for Wl’ECh 8,% is constant. In this setting, it is still the case that an integral
pairing with E7" ¢ vanishes, but it is not apparent how to deduce that (g, v) is a
weighted Einstein metric-measure structure. This difficulty is even apparent in the
standard conformal class of the m-weighted n-sphere, as we illustrate below:

Corollary 7.11. Fix k € N and a scale k > 0. Let € = [gg, vo] be the standard
weighted conformal class on the m-weighted n-sphere (8", m,0). Suppose that
(g, v) € Cis a critical point of Yy : € — R. Then

(7-14) / (EK¢,U(P£1—2$g)+Kg)dv=O.
Sﬂ

Remark 7.12. When k = 1, one can check that if (g, v) € €N T, then (7-14)
has a sign; see [Case 2015b, Proposition 9.7]. It is unclear whether the analogous
statement holds for k > 2.

Proof. Since the compactification of the flat metric-measure structure (dx?%,1) on
(R™, m, 0) is an element of €, it holds that v2 g= dx?. In particular, Lemma 7.1
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implies that

(7-15) V(P — Zg) + kg = —(m+n—2) (v% + l(Vv, V) g).
m

Since (g, v) is a critical point of the )Ji-functional, Proposition 5.10 implies that
6,;"4) is constant. In particular, Proposition 7.9 yields that

~ 1 =~
(7-16) SpEy— —wE{ydp=0.

Combining (7-15) and (7-16) yields (7-14). U

Motivated both by the fully nonlinear Sobolev-type inequality known in Riemann-
ian geometry [Guan and Wang 2004] and our discussion surrounding Conjecture 7.8,
we expect the following fully nonlinear Gagliardo—Nirenberg inequality:

Conjecture 7.13. Fixk e N and let € =[dx?, 1] be the standard weighted conformal
class on the m-weighted Euclidean space (R", m, 0). Then,

_ 2mk(m+4n—1) . 1 (m+n)%§1,,/f+n72) m—ri_n’zi-_nZk
(7-17) « (m+")(2m+"—2)fog¢zc /v_ dv /dv

forall (g,v) e€N F,j and all k > 0, where 6,?”{1) is defined in terms of the scale k
and

C = Vk(8o, vo)

is the Yy-functional evaluated at the standard m-weighted n-sphere with scale
Kk =m +n — 2. Moreover, equality holds in (7-17) if and only if (R", g, v, m, 0)
is homothetic to the standard m-weighted n-sphere with the point (0,...,0,1)
removed.

Note that Del Pino and Dolbeault [2002] have proven Conjecture 7.13 in the
case k = 1 (see [Case 2015b]).

8. Ciritical points of the Y -functional

In this section we compute the linearizations of the total weighted o;- and o»-
curvatures over the space of metric-measure structures with the goal of showing
that weighted Einstein manifolds are among their critical points. Specifically, in
the case of scale zero, we show that quasi-Einstein manifolds are critical points of
the restriction F : 911 — R of the F-functional to metric-measure structures of
fixed volume when k € {1, 2}. In the case when the scale « is positive, we show
that weighted Einstein manifolds with & = 0 and scale « are among the critical
points of the )i -functional ) : 9t — R when k € {1, 2}.

In order to achieve our goal, we compute the linearizations of the Fj-functionals
for k € {0, 1, 2}. This is enough to compute the linearizations of the YV,-functionals
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for k € {0, 1, 2}. Indeed, fix a scale ¥ € R and define functionals F; : 9t — R by
Fi(g,v) :=f Gy dv,

M

where 6;", is determined by (g, v) € 901 and the scale k. When « = 0, it holds that
Fi = Fr. When « > 0,

_ 2mk(m+n—1) _ 1 _m _m+n—2k
Vi(g, v)=k mFmCm+n=2) F (g, v) /v dv Fo(g,v)  m¥n .
M

Below we compute the linearizations of Fi and of f M v~!dv in terms of the
linearizations of F;, j € {0, 1, 2}.

We compute the linearizations of the Fi-functionals by first computing the
linearizations of the weighted oy -curvatures as functions of 9Jt. While this level of
generality is not necessary for our computations, we include it with the expectation
that it will be useful for other purposes, such as computing the second variations
of the weighted oy-curvature functionals or computing the linearizations of the
weighted oy-curvature functionals for larger values of k.

8A. The first variation of J g’ We begin by computing the first variation of the
weighted scalar curvature. As we illustrate below, this readily yields the first
variation of integrals of powers of J (’;

Lemma 8.1. Let (M", g, v, m, 1) be a smooth metric measure space. The first

variation
DJ(Zn:T(gyw)m—) COO(M)
is given by
m-+n—2 1
DIMh,Y]=———"|(tfy P, h) —82h+ —— Ay trh
o B V] 2(m+n—1)[< o Py h) =0 +m+n ¢r:|
2 m+n—2
—J7 — Ay V.
+m+n ¢I/I+ m-+n 34

Proof. Let y : R — 901 be a smooth curve with y(0) = (g, ¢) and denote
o1
Y'(0) = (&, ——ve).
m

By [Case 2012a, (4.8)],

BR(’;’ Cm 5. _ . 2 . 5
= | = —(Ricy, 8)+858+204(p— 5 tr 8) ——(V¢, Vo) +2(m—1)puv =¢.

t=0

The result then follows by using Lemma 3.1 and (4-2) to write this in terms of &, i,
the weighted Schouten tensor, and its trace. (]

An immediate consequence of (4-1b) and Lemma 8.1 is the first variation of the
total weighted scalar curvature functional.
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Corollary 8.2. Let (M", g, v, m, u) be a closed smooth metric measure space.
Then
D(/ J"d )[h " /[ mAn=2 o pm h)+m+n_2.]m1//:|d
v|h, v]=— _— , _— V.
M ¢ ul2m+n—-1) ¢ " m+n ¢
Lemma 8.1 also yields the first variation of [ (J, q’}’)z

Corollary 8.3. Let (M", g, v, m, i) be a closed smooth metric measure space.
Then

my2 m+n—2 2 ym m pm

2m+n—2) m+n—4 )
— A — T dv.
—l--//;]( ——— 074 m+n(¢)>1ﬁv

Proof. Recall that Ay is formally self-adjoint with respect to dv and that §4 is the
negative of the formal adjoint with respect to dv of the Levi-Civita connection. In

particular,
/uéihdv:/ (VZu, h)dv
M M

for all u € C®°(M) and all h € I'(S>T*M). The conclusion follows readily from
Lemma 8.1. U

8B. The first variation of N;’,’q). The first step in computing the first variation
of Ngf ¢ is to compute the first variation DP(;)" : TN — T(S2T*M) of the weighted
Schouten tensor. To that end, we require some additional notation.

Given sections A e I'(S?A2T*M) and T € I'(S>T*M), define A-T e '(S>T*M)
by

(A-T)(x,y):=(AC,x,-,y),T)

for all x,y € T,M and all p € M. Denote by T # the extension of the natural
action of g*1 T eI'(T*M ® T M) on vector fields to a derivation on tensor fields.
In particular, given S € [(S2T*M), the section T £ S € T'(S2T*M) is given by

(T8 (x,y):==8(T(x),y)—Sx, T(y).
Denote by dT € T'(A’T*M ® T*M) the twisted exterior derivative
dT (x,y,z) ==V T(y,2) = V,T(x,2)
and denote by 64dT € I'(T*M ® T*M) the composition with the weighted diver-

gence

(BdT)(x,y) =Y VedT(ei, x,y) —dT (V. x, y),

i=1
where {e;}”

| 1 an orthonormal basis for 7), M.
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Lemma 8.4. Let (M", g, v, m, ) be a smooth metric measure space. Then

DPy'h, ] =—38pdh+3Ls,ng— (Bzh—Aytrh)g

|
2mtn—1)
1
V2ih—tAmp———_gmp
m—+n 2% 2(m+n-2) ¢
1 m+n
T hyg——D 1 pmyp
Do) e M8 g0 5 Fe'

(trh)P’"——(d¢®d¢)tth+ min=

- 2V2
2(m+n—2) v

Proof. Let y : R — 97 be a smooth curve such that y(0) = (g, ¢) and denote
y'(0) = (g, —%vqb). It follows readily from well known variational formulae for
the Ricci tensor and the Hessian (cf. [Besse 1987, Section 1.K]) that

a

. . . 1 : :
I —30p8+5Ls,48 — %(Rlcg +—do ®d¢) 18 —Rm-g
=0

2 . . )
— n—1d¢> Odé+ Vi —Lug).
It follows from (4-2) that

1 1
DRicj[h, ¥]=—5Ash+5Ls,n8 — Tvztrh+—A¢(trh)g

2(m+n)
1 s m m+n—2 2 1
—5(R —d d h—Rm-h4+ ——V —A .
2( IC‘Z’—i_m 9 qﬁ)jj mt m+n lp+m—|—n oV 8

The final conclusion follows from Lemma 8.1 and the Weitzenbdck formula
1
A¢T =84dT + 1Ls,7g —Rm T — %(Ricg’ +—d¢ ®d¢> 8T
m

which holds for all T € ['(S2T*M) (cf. [Case 2016, Lemma 5.6]). O
This allows us to compute the linearization DY;;" TN — C*(M).

Corollary 8.5. Let (M", g, v, m, i) be a smooth metric measure space. Then

DY}'[h, ¥]=— (85h—Agtrh)— 384 (h(V$))— 5 (8ph., V)

2(m+n—1)

1
+ (V¢>,Vtrh)—l—%(trAg’,h)—%h(Vq),V¢)

m—+n
m m+n—4

" h Y'trh

+2(m—|—n—1)(m+n 2)< L¢ >+2(m+n)(m+n—2) ¢

n 2 yyn— m—+n— 2(V¢ V.
m—+n ¢ m—+n




392 JEFFREY S. CASE

Proof. It follows from (4-2) and the definition of Y (;" that

DY'[h,¥]1=DJJ'[h,¥]—tr DP'[h, Y]+ <P¢§", h— miw(w +3 trh)g>.
The final conclusion follows from Lemmas 8.1 and 8.4. (]
Combining Lemma 8.4 and Corollary 8.5 yields a formula for the first variation
DNy, : T — C®(M).

To that end, recall that given A € T'(A’T*M ® T*M) and T € I'(S*’T*M), we
denote by A-T € I'(T*M) the contraction

(A-T)(x) =) Ale;, x, T(e)).
i=1

Lemma 8.6. Let (M", g, v, m, ) be a smooth metric measure space. Then

DNZy[h, 1= —(W3'y, h) + 3" + 84 (E5 4 [, Y1),

where
o — i (B m+n—4 pmy2 m—i—n—2VZ m
2’¢_t¢( ¢+m—|—n—2( ») m+n—1 &
_|_ m+n ]um>
(m4+n—1)(m+n-2) e )
2(m+n—2) 4
= o A¢Jg1+—nN5'f¢,

2 1
= glh, Y1 = dh- P —d PP (3yh)——=— PY (Y trh)—— Y (V)

m—+n—2 m—+n—
- h(VJ}
m+n—1 ( ¢)+(m+n)(m+n—l)
2(m+n—-2)

—1 m m m
+m+n—1 (J¢ (dtrh—5¢h))+m—+n(P¢ (Vlﬁ)—wd]¢ ).

(trh)dJy

Proof. From the definition of N{’lp we see that
2
DN} [h, ] =2(P]', DP]'[h, —Y!" DY}]'[h,
2.glh, U1 =2(Py s | 1//])+m¢ o L W]

olpme 2 gt
2<(P¢,),h m+n(w+2trh)g>.

Lemma 3.2 implies that

m

<(P(;"—7¢’g) (Vo). h(V¢)>—Y$8¢<h(V¢)) = (trd P'®@d ¢, h)~55 (Y h(Vh)).
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Lemma 3.2 also implies that

1
YV, 8ph) = (V2T h) + 84(PJ (8ph) — h(VJI)),

1
3(Py', Ls,ng) — .

1
(YfV(f), Vitrh) = (trh)Ad,Jq'b" +8¢(P£1(V trh) — (trh)dJ(;"),

(Py', VZtrh) — —
m

1
(YIV, V) = YA I3 + 84(PL (V) — v d ).

m

(Py' V)
Finally, straightforward computations yield
(8pdh, Py') = (8pd Py, h) — 84 (dh - Pyt —d Py' - h),
T3 (8gh — Agtrh) = (V2 T3 — Ay Jj' g, h)
+84 (I3 (Sph —d trh) + (trh)d J§' — h(VJS")).
Combined with Lemma 8.4 and Corollary 8.5, these yield the desired result. [

An immediate consequence of (4-1b) and Lemma 8.6 is the first variation of the
total N£"¢—curvature functional.

Corollary 8.7. Let (M", g, v, m, i) be a smooth metric measure space. Then

D</ Ngf(pdv)[h,w]:—/ (lllgftb,h)dv
M M

2m+n—2) m-+n—4
_— Ay - — N dv.
+_/M( m-+n 979 m-—+n 2,¢>W Y

An immediate consequence of Corollaries 8.3 and 8.7 is the first variation of the
total o»-curvature functional 7.

Corollary 8.8. Let (M", g, v, m, u) be a smooth metric measure space. Then

m+n—4
DF>lh, =l/ ET . h dv——/am dv,
2lh, Y] 2 M< 2,0 ) m+n u 2,¢W

where
m+n—4

nggb = tf¢ <B$ + mTéZ,)

8C. The first variation of the Y-functionals. Corollaries 8.2 and 8.8 give formu-
lae for the linearizations of the ;- and F,-functionals. In particular, combining
these results with Proposition 3.15 immediately shows that quasi-Einstein manifolds
are critical points of the volume-normalized F;-functionals for k € {1, 2}.

Proposition 8.9. Let (M", g, v, m, 1) be a closed quasi-Einstein manifold. Assume
that (g, v) € My. Then (g, v) is a critical point of Fi, : My — R for k € {1, 2}.
Moreover, if (g, v) is a critical point of Fy : M — R, then it is a quasi-Einstein
metric-measure structure.
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Corollaries 8.2 and 8.8 also provide key ingredients for proving that weighted
Einstein manifolds with © = 0 and positive scale are critical points of the Y-
functionals for k£ € {1, 2}. Indeed, combining these results with Corollary 4.3
and Lemma 4.4 allows us to compute the linearizations of the F r-functionals.
We begin by explaining the relevance of Corollary 4.3. Given a closed weighted
manifold (M”, m, jt) and an integer k < m, denote by F" %, F" ™V 9 — R

the functionals
F" g, v) :=/ dv" ),
M

F" (g, v) ::/ o't dv™,
M

where dv % and a{’f I; Uare the weighted volume element on 9(M, m —k, p) and
the weighted scalar curvature on 901(M, m — 1, ), respectively. The linearizations
DR FE  TOM(M, m —k, 1) — R,
DV FEMD oMM, m 1, ) - R
are computed from (4-1) and Corollary 8.2, respectively. Applying Corollary 4.3
yields the following result.

Proposition 8.10. Let (M", g, v, m, 1) be a closed smooth metric measure space
and let k € R. Regard ]-'ém_k) and ]-'l(m_l) as functionals on (M, m, ). Then

_ k m+n—
DF" PLh, :—f g, h)ydv™ — / “*dym,
o [h¥] ) M(v g, h)dv mn Y dv

(m—1) m+n—3 / —1f pm—1_ m+n—-2 ., (m)
DF" Vin, T mrr—e h)d
1 = S mtn—2 < mtn e &I

m+n_ /w -1 m ldv(m)

m-—+n

Proof. Equation (4-1) implies that
DR F O,y = _/ ¥ dv P,
M

Corollary 4.3 then yields the formula for D]—"ém_k). On the other hand, Corollary 8.2
implies that

(m—1) =(m—1) __m+”_3 m—1 (m—1)
DDA hy) == | oty vy

m+n—3 m—y] mtn—=2
+ _ 1’¢ - _ 01,¢
2(m+n-2) Jy m4n—1

1g,h>a’v(’”_1).

Corollary 4.3 then yields the formula for D]-'l(m_l). O
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Given a weighted manifold (M", m, i) and a positive integer j < m, Proposition

8.10 motivates the definitions
mej _pm—j _MAR—k
U oo '=Temjio =~ gm Ck—i8

on M(M,m, ).

By Lemma 4.4 and Proposition 8.10, one can compute the linearization of Fy,
k € {0, 1, 2}, in terms of the linearizations of ]-"((,T Jg), 0 < j < k. We begin by
considering the F-functional, noting in particular that the critical points of the
Y -functional are exactly weighted Einstein manifolds.
Theorem 8.11. Fix x € Ry and let (M", g, v, m, u) be a smooth metric measure
space. For every (h, ) € T(g,)M,

8-1) DF\[h, ¥ m+"_2/ smo4 " 1)y d
- WYl =—— o ——kv v
: m-+n M Lo m+n—2K

_2 -
L E?’¢+—
2m+n—1) Jy\ m-+n—2

where U(;"’qb is as in (7-7). In particular, (M", g, v, m,0) is a critical point of
V1M — R if and only if it is a weighted Einstein manifold with scale k.

_1U0¢,h>dv,

Proof. Lemma 4.4, Corollary 8.2, and Proposition 8.10 immediately yield (8-1).
Combining Proposition 8.10 and (8-1), we see that DY) : T(4 )9 — R vanishes if
and only if

2m(m+n—1) (f01¢)
(m+n)2(m—|-n —2)2m+n—2) \ [v~! 's.

o m L 2m(m+n—1) Jol Jal
Op ¢t ——F5KV = 14 .
m+n—2 ~ (mAn)(m+n—2)2m+n-2) \ [v J1

we conclude that these two conditions are

From the definitions of Ei” and UO e
equivalent to

1 f&f”¢ dv
8-2 Pl = ’ ,
(8-2) ¢ m+n( [dv )g

(8-3) &ffd) =
where 6{”¢ is as in (7-8). Equations (8-2) and (8-3) are clearly equivalent to the
condition that (M", g, v, m, 0) is a weighted Einstein manifold with scale k. [J

We next consider the F»- and V,-functionals. Here the relationship to weighted
Einstein manifolds is more subtle. First, the Euler equation for the F,-functional is
fourth-order in the metric, so one cannot expect to characterize the critical points of
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the )»-functional as weighted Einstein manifolds. Second, the fact that weighted
Einstein manifolds with © = 0 and scale « are critical points for the ),-functional
depends on the subtle cancellation (3-14) for the weighted Bach tensor of such
manifolds. This latter point is discussed further in Remark 8.13.

Theorem 8.12. Fix x € Ry and let (M", g, v, m, ) be a smooth metric measure
space. For every (h, V) € T(g,nyIN,

~ m+n—4 m min—4
8-4) DFh, ¥]=— 0y, TSy Jpdv s
(8-4) 2, Y] —— /M(Ul¢+m+n_4'w sl’d’)w v+2(m+n—2)

~ m+n—2~ m ~
E} — B4+ — v U™, h)dv,
X/M< 2’¢’+m—i-n—4 ¢+m—|—n—4KU Lo > v

where U f”¢ is as in (7-7) and §$ is the Bach tensor with scale «,

~ 1 ~
BZ; = <3¢,dP£1 - E(trqu’f) ®d¢>—|—A$ . (Pf — Z(’;fg).

In particular, if (M", g, v, m, 0) is a weighted Einstein manifold with scale k, then
it is a critical point of Y : M — R.

Proof. Lemma 4.4, Corollary 8.8, and Proposition 8.10 immediately yield (8-4).
Combining Proposition 8.10 and (8-4) implies that D)5 : T(, )9t — R vanishes if
and only if

~ m-+n—2~ m i
By + oo By T
dm(m +n —2) S5\
= v
m+m2m+n—HCm+n—2\ fv1)" 8
and
e om [l 4m(m+n—1) [0\
m+n—4 J1 (m+n)(m+n—4)2m+n-2) \ [v

It is clear that if (M", g, v, m, 0) is a weighted Einstein manifold with scale «, then
By = 0. It then follows from Propositions 3.15 and 3.16 that DY : Tz, — R
vanishes for such a manifold. O

Remark 8.13. A key point in the proof of Theorem 8.12 is that, due to the identity

x m+n—3
Bm:Bm_va—l Pm—l_ P,
¢ ¢ < ¢ mn—2°9

the summands Bg’ and PqZ" ~1in the formulae for DJF, and DF, l(m_l), respectively,
exactly combine to yield the weighted Bach tensor with scale «. In particular, since
P(Z” ~! heed not be constant for a weighted Einstein manifold (M", g, v, m, 0), if we
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add suitable multiples of F l(m_]) and ]—'ém_z) to J to obtain a functional with Euler
equation given by 62’f’¢, the resulting functional need not admit weighted Einstein
manifolds among its critical points. This is the final justification for our focus on
the F »- and )»-functionals.

Remark 8.14. It follows from Lemma 5.6 that

2m+n

Using (8-4), we conclude that if (M", g, v, m, 0) is a closed smooth metric measure
space such that (g, v) is locally conformally flat in the weighted sense and a critical

point of )% : € — R, then
trE", =0.
/M 29

This observation further simplifies (7-14) in the case k = 2. It also suggests that if
(M", g, v, m,0) is a closed smooth metric measure space such that (g, v) is locally
conformally flat in the weighted sense and a critical point of ) : € — R, then
[tE] is=0.
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UNIQUENESS OF TANGENT CONES FOR BIHARMONIC MAPS
WITH ISOLATED SINGULARITIES

YOUMIN CHEN AND HAO YIN

We study the problem of uniqueness of a tangent cone for minimizing extrin-
sic biharmonic maps. Following the celebrated result of Simon, we prove
that if the target manifold is a compact analytic submanifold in R? and if
there is one tangent map whose singularity set consists of the origin only,
then this tangent map is unique.

1. Introduction

In this paper, we prove the biharmonic map version of the celebrated result of Simon
[1983]. Here we restrict ourselves to the case of extrinsic biharmonic maps. Let
B C R™ be the unit ball around the origin and N be a closed Riemannian manifold
isometrically embedded in R”. A map u € W?>2(B, RP) into N is called a (extrinsic)
biharmonic map if and only if it is the critical point of the energy

(1) E(u):/IAulzdx.
B

It is called a minimizing (biharmonic) map if for any B, (x) C B and W22 maps v
with v =u on B\ B,(x), we have

E(®) > E(u).

Since the pioneering work of Chang, Wang, and Yang [Chang et al. 1999], many
authors studied the regularity problem of biharmonic maps; see [Strzelecki 2003;
Wang 2004a; 2004b; 2004c; Hong and Wang 2005; Lamm and Riviere 2008].
Roughly speaking, stationary biharmonic maps are regular away from a singularity
set of codimension 4. For minimizing maps, one expects better regularity since
it was proved by Schoen and Uhlenbeck [1982] that minimizing harmonic maps
are regular away from a singularity of codimension 3. Moreover, Luckhaus [1988]
proved the compactness of minimizing harmonic maps using a lemma which was
later named after him. This compactness is crucial to the theory of singularity set

The research work of Yin is supported by NSFC 11471300.
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Keywords: biharmonic map, tangent map.
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of minimizing harmonic maps. We refer the readers to the book of Simon [1996]
for a nice presentation of this deep theory. The limit of a sequence of minimizing
biharmonic maps was studied by Scheven [2008]. Instead of proving the direct
analogue of Luckhaus lemma, the author studied the defect measure after Lin [1999].
In particular, it was shown that the limit is a stationary biharmonic map, which
implies that the singularity set of minimizing biharmonic maps is of codimension 5.
The interesting problem of whether this limit is minimizing remains open.

Thanks to the result of Scheven, we may study the tangent map at a singular
point of a minimizing biharmonic map. The problem of uniqueness of such tangent
maps is usually very difficult. Simon [1983] set up a general framework to attack
such problem under a set of assumptions. The argument has been adapted to
many different problems, for example, to minimal submanifolds [Simon 1983],
Yang-Mills fields [Yang 2003], and Einstein metrics [Colding and Minicozzi 2014;
Cheeger and Tian 1994]. To the best of our knowledge, all such generalizations are
about the isolated singularity of solutions to some second order partial differential
equation. It is the purpose of this paper to show that this argument also works in
the case of the fourth-order problem. More precisely, we prove

Theorem 1.1. Suppose N is an analytic submanifold of the Euclidean space R?
and u : B — N is a minimizing biharmonic map (with finite energy), where B C
R™(m > 5) is the unit ball. If O is a singularity of u and one of the tangent maps
of u at 0 is of the form ¢(x/|x|) for some smooth ¢ : S"~' — N, then this tangent
map is the unique tangent map at 0.

Suppose that (r, ) is the polar coordinates in B and that t = — log r. Then the
theorem claims that lim,_, o u#(¢) exists (and therefore is unique). As is well known,
this is related to an estimate on the speed of convergence of d,u to zero when
t — 4o0. It is not hard to derive from the monotonicity formula (see [Scheven
2008, (2.4)] and (38)) that

+0o0 )
(2) ﬁ ”atu”LZ(Smf]) < +00.
Here "~ ! is the unit sphere in R™ If we can show
+o00
3) /; [0, u ||L2(S”’*1) < +00,

then we know at least u(f) converges to a unique limit in the sense of L? norm.
However, in general, (3) does not follow from (2).

Simon [1983] observed that an infinite-dimensional version of the Lojasiewicz
inequality is helpful here. In the case of a harmonic map, u(¢) is regarded as a
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family of maps from $”~! into N evolving by some second-order (abstract) ODE:
4) u" —(m—2u' =VEg-1(v)+ R,

where u' = d;u, Egn1 is the harmonic map energy on §”~! and R is some small
perturbation term. A stationary point of this ODE (i.e., a solution independent
of t) is the smooth map ¢ in the assumptions of the theorem (in the harmonic map
case). With the help of the Lojasiewicz inequality, he studied the dynamics of this
second-order ODE in a small neighborhood of ¢. More precisely, he proved [Simon
1996, Chapter 3]

+o0 5 2—a 141 5
(5) (/ ||alu||L2(Sml)) 5 C/ ||afu||L2(Smfl)
t+1 =1

for any ¢ and some « € (0, 1). This amounts to (up to technical issue) an ordinary
differential inequality of h(t) = ["°||3,u 17, (sm-1y>
h(1)*™ < C(=h'(1)).

From this inequality, it is easy to derive some decay estimate that implies (3).

To generalize this argument to the biharmonic map case, we found that the
Lojasiewicz inequality is not a problem because it is a general property of analytic
functions, and the Lyapunov—Schmidt reduction works as long as the gradient of
the functional is elliptic. The difficulty is to find the correct counterpart of (5). We
will eventually prove a discrete version of ordinary differential inequality with time
delay (see (44)). Fortunately, we can still derive the decay estimate we need from it.

The paper is organized as follows. We recall some basic properties of biharmonic
maps in Section 2. In particular, we prove an improved e-regularity lemma of
Schoen and Uhlenbeck type (see [Schoen and Uhlenbeck 1982, Proposition 4.5]). In
Section 3, we prove the Lojasiewicz inequality (following [Simon 1996]). Section 4
is the most important part of this paper, which contains the derivation of our
analogue of (5). Finally, we give the proof of Theorem 1.1 in Section 5 following
the framework of Simon [1996].

2. Preliminaries on biharmonic maps

In this section, we collect a few results, mainly PDE estimates, that are needed for
the proof of our main theorem.

We start by introducing the Euler-Lagrange equation for extrinsic biharmonic
energy E(u) (see [Wang 2004a, Proposition 2.2]),

©)  A2u=AAW)(Vu, Vi) +2V - (Au, V(P (u))) — (AP (), Au).
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Here A is the second fundamental form of N in R? and P (u) is the projection from
R? to T, N. When u is a smooth (extrinsic) biharmonic map, this is equivalent
to the statement that A%u is perpendicular to 7, N in R”. Often in the following
discussion, this simpler form is good enough.

An improved e-regularity. The famous e-regularity theorem for stationary har-
monic maps requires that the (rescaled) energy is small on a ball. It has a biharmonic
map analogue as follows:

Lemma 2.1 [Wang 2004a; Struwe 2008; Scheven 2008]. There exist ¢1 > 0 and
constants C(k) only depending on N such that if u is a stationary (extrinsic)
biharmonic map on B,(x) C R™(m > 5) satisfying

(7 r“—’"/ (IV2ul> +r72|Vul*) dx < ¢,
B, (x)

then
sup r¥|V¥u| <C(k) VkeN.
B, 2(x)
Remark 2.2. Here and throughout the paper, B,(x) means the ball of radius r
centered at x, which is usually omitted if x = 0. Also the subscript r is omitted if
r=1.

For minimizing harmonic maps, this result can be improved in the sense that a
smallness condition on JCB |u — u*|? dx replaces (7), where u* is the average of u
on B,(x) (see [Schoen and Uhlenbeck 1982, Proposition 4.5]). The improved
version plays an important role in the analysis of minimal tangent maps and
the uniqueness of tangent cones of harmonic maps. Therefore, we also need
a biharmonic map version of it.

Since the extension lemmas in [Schoen and Uhlenbeck 1982; Luckhaus 1988]
are not available for biharmonic maps, the original proof in [Schoen and Uhlenbeck
1982] does not work here. Fortunately, Scheven [2008, Theorem 1.5] proved that if
u; is a sequence of minimizing biharmonic maps with bounded total energy, then
there is a subsequence converging strongly to a stationary biharmonic map. More
precisely, we have

Lemma 2.3 [Scheven 2008, Proposition 1.5]. Suppose that u; : By — N is a
sequence of minimizing biharmonic maps with bounded energy. Then there is a
subsequence u;; that converges strongly to a stationary biharmonic map on B.

Proof. Since we have assumed that N is compact, then u; are uniformly bounded
on B. The energy bound then implies that [|u;[|y22(g,,) is bounded, so that we can
use [Scheven 2008, Proposition 1.5] to get a subsequence converging to u strongly
in W22; u is stationary because the minimizers are stationary and the property of
being stationary is preserved in strong limit. O
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We then combine Lemma 2.3 and Lemma 2.1 to get the biharmonic version of
[Schoen and Uhlenbeck 1982, Proposition 4.5].

Lemma 2.4 (biharmonic map version of [Schoen and Uhlenbeck 1982, Proposition
4.5]). For A > 0 fixed, there is ¢o = e2(N, A) > 0 such that the following holds:
Suppose that u : By — N is a minimizing biharmonic map with E(u) < A and

B.(x) C By. If
r""/ lu—ql*dx <&
By (x)

for some g € N, then

sup rf|Vku| <C(k) VkeN
By ja(x)

for some C (k) > 0.

Proof. By Lemma 2.1, it suffices to show
1,\4—m 2,12 1.\~2 2
(Er) [V-ul +(§r) |Vul|“dx < e.
By j2(x)

If otherwise, we have a sequence of minimizing biharmonic maps u; : By — N
with E(u;) < A such that for some By, (x;) C By, we have

®) rim/ ui —gil>dx — 0
Bri (xi)
and
4- -2
©) (372) m/ IV2u; 2 + (3r2) Vi dx > 6.
By j2(x)

Note that »; may converge to zero. Let v;(x) = u;(r;x 4+ x;). The monotonicity
formula (see [Wang 2004a, Lemma 5.3]) tells us that

/ V2012 + |V |2 dx < C(A).

B>(0)

By Lemma 2.3, taking subsequence if necessary, v; converges to some stationary
biharmonic map v strongly in W22 (B;), which must be the trivial map due to (8).
Since the convergence is strong in W22 we know that

/ V20 |2 + |V > dx — 0,
B (0)

for i sufficiently large. This is a contradiction with (9) and therefore the lemma is
proved. O
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Section of a tangent cone. Let u be the minimizing biharmonic map in Theorem 1.1.
By the assumptions of the theorem, there is some sequence r; — 0 such that u(r;x)
converges to a homogenous tangent map (which is biharmonic)

~ X
(10) #=0(7)
and ¢ is a smooth map from §™~! to N. It follows from Lemma 2.3 and Lemma 2.1
that this convergence is in fact smooth convergence away from the origin.

Recall that in the harmonic map case, ¢ is a harmonic map if and only if so
is ¢. Here for the biharmonic maps, the situation is somewhat different and it
is the purpose of this subsection to characterize ¢ that appears as the section of
homogeneous biharmonic maps.

Let (7, 0) be the polar coordinates of R". A direct computation shows

>

2~ ? m—-19 1 P o
(p = ﬁ + - 8_}" + r_zASm_l 90 =r (Asmflgo - (2m - S)AS'"—I(/))

If ¢ is a biharmonic map, then A%¢ L T3 N, which is equivalent to
(11) A% — 2m —8)Agn-19p L T,N.

Instead of working out the explicit formula of (11), it suffices for our purpose to
note that it is the Euler—Lagrange equation of the energy functional

(12) F(p) ::/ 1|AS,,1_.</)|2+(2m —8)|Vgu1¢|*d6.
SI11—

Here we write d6 for the volume element on S”~! and ¢ is a map from §”~! to N.

L? closeness implies C° closeness. Let ¢ be the smooth section in Theorem 1.1,
which is a smooth critical map of F. We define

Op2(0)=1{y : 8" ' > N ||y — ¢l 25n1y < T}
and
Ocs(@) ={y : "' = N | Y = llcsisn1y < o).

Let u be a smooth biharmonic map defined on B \ {0} and (¢, #) be the cylinder
coordinates. In this paper, we often regard u(t) as a family of maps from §”~!
to N. In the proof of our main theorem, these u(¢) are often close to ¢ in various
sense. The next theorem roughly says that L>-closeness (of u(f)) to ¢ on some
t-interval implies C7-closeness in a smaller z-interval.

Lemma 2.5. For any o) > 0, there is 0, > 0 (depending on o1, ¢, and N) such that
the following is true. Let u(t, 0) be as above. If

u(s) € Op2(02) Vs eto—2,t0+2),
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then
(13) u(s) € Ocs(o1) Vse(to—1,10+1).

Moreover, for some C > 0 (depending on o1, ¢, and N),

4—k
(14) Z Zw,"vgm,luus,e) <C Vse(p—1,1+1).
k=1,2,3,4 j=0

Remark 2.6. It is clear from the proof below that the lemma is still true for any
C* neighborhood of ¢ instead of C3.

Proof. Although the lemma is stated in terms of (¢, 6) coordinates, the proof is
more clearly presented in the (r, #) coordinates. By the scaling invariance of (6),
we may assume that 7o = 2 and study (6) on B \ B,-«. By abuse of notation, we
also write ¢ for the function

@(r,0) = ¢(0).
The assumption that u(s) € O;2(07) implies that there is a constant C (07) (satisfying
limy, ¢ C(02) = 0) such that

(15) / lu —@|*dx < C(0).
BI\B, 4

Since ¢ is smooth, there is some constant C, depending only on ¢ such that

(16) lp(x) — o) < Cylx —y|

for any x, y € B1\ B,-+. For some y € B,-1\ B,-3, consider the ball B, (y) C B;\ B,-4
for some o > 0 to be determined later. By (15) and (16), we have

o " / ju(x) = o(»)|* dx
By (y)
<207 [ e —peoPdx 207 [ e - e da
Bs (y) Bs (y)
<207"C(02) +2|B|C 0.
Here, | B| is the volume of the unit ball in R™.
Let &; be the constant in Lemma 2.4. We first take o small with 2| B|C 502 < %82

and then choose o, sufficiently small so that 26 ™" C (02) < %82. Hence, Lemma 2.4
gives

(17) lullcss,\8, 5) =C.

from which (14) follows. Equation (13) can be proved by interpolation between the
C° bound (17) and the L? bound (15), if we choose o, smaller. O
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Estimates of d;u. Since being biharmonic is invariant under scaling and the group
of scaling is generated by the vector field rd, = 9;, if u is a biharmonic map, then
d;u satisfies the linearization equation of (6), which is a homogeneous linear elliptic
system whose coefficients depend on u. Using this equation, we can prove

Lemma 2.7. If u satisfies (13) and (14) for s € (t9 — 1, to + 1), then we have

to+1
/ |0,u|* do dt,
to—1 J Sm—1

for some constant c depending only on oy (in (13)), C (in (14)), and the target
manifold N.

4—k
(18) Y 10V, ul 0, 0) < C

k=1,2,3,4 j=0

Proof. The proof is an interior estimate of an elliptic system. By scaling invariance
of (6), we may assume that #y = 2. Hence to show (18), it suffices to prove

19-ullc3 B, 50\B, 5 = Cldrutll2s, 1\, )
The observation is that if we compute the homogeneous elliptic system of rd,u men-
tioned above, the Holder norm of all coefficients are bounded due to (13) and (14). O
3. The Lojasiewicz—Simon inequality

The main purpose of this section is to prove the Lojasiewicz—Simon inequality for
F defined by (12):

Fp) =fs NAgey P+ @m =)y do.

Lemma 3.1. Let ¢ be a smooth critical point of F (). Then there are ¢ > 0,
a € (0, 1] and C > 0 depending on ¢ such that for all ¥ : S~ — N with

1Y —e@llessn-1y < €,
we have

(19) IF) = F@I'™? < CIMp@) I L2(sm1)s

where Mg () is the Euler—Lagrange operator of F.

An equivalent form. Since ¢ is smooth, there is a natural correspondence between
the maps that are close to ¢ (in C> topology) and the small (in C> norm) sections
of the pull-back bundle V := ¢*T N. More precisely, we embed N isometrically as
a submanifold in R? and identify a section u of ¢*T N with a map

u:S" ' - RP satisfiying  u(w) € Tpw)N C RP.
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Via the nearest point projection IT defined in a tubular neighborhood of N, for any
Y close to ¢, we define u by

(20) V() =I(p(w) +u(w)).

This is well defined because for each w, I is a diffeomorphism between a neigh-
borhood of ¢(w) in N and a neighborhood of 0 in T,y N C RP.

Since ¢ is a fixed smooth map, the C¥# norm of u as a section of V defined
by the induced pull-back connection is equivalent to the C*# norm of u as a map
from $”~! to R? (with restrictions to the image). The same applies to the Sobolev
norms as well. While the intrinsic role of u as a section is enough for the argument
(the Lyapunov—Schmidt reduction), the extrinsic role of u as a map is important in
using the analyticity assumption. (See Appendix A.)

With the above identification in mind, define

F(u)=F(@) — F(g).

Then F(0) =0 and u =0 is a critical point of F.Let M #(u) be the Euler-Lagrange
operator of F at u. Since the L? inner product of V' that we use to compute Mg is
not identical to the L? inner product used for the computation of Mg, Mg () is
not trivially the same as Mz (u) with u and v related by (20). However, we have

Lemma 3.2. Let F be defined as above. If y is a map from S"~' to N with
1 — @llcap < 8 for sufficiently small § > 0 and u is defined by (20), then

2D (1 =CHIMpW)| = IMp@)| = IMp{)I.
The proof follows trivially from the equation (whose derivation is given in
Appendix A; see (47))
Mpu) = PoMp(Y)

and the fact that the tangent space Ty N is close to T, N since ¢ is close to .
Given Lemma 3.2, Lemma 3.1 is reduced to

Lemma 3.3. There are ¢ > 0, o € (0, 1], and C > 0 depending on ¢ such that for
all u € C3(V) with
lullesovy < e,

we have
(22) |F@)|'~2 < CIIME@) Il 2 (v)-

The Lyapunov-Schmidt reduction. The proof of Lemma 3.3 is an application of
the Lyapunov—Schmidt reduction argument. The local behavior of F near u =0 is
related to an analytic function defined on the finite dimensional kernel of an elliptic
operator. More precisely, let £z be the linearization of Mz at u = 0, which is an
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elliptic operator from C*+# (V) to C%#(V). By the theory of elliptic operators, the
kernel of L is a finite dimensional space, denoted by K. Let Px be the orthogonal
projection of L2(V) onto K.
Setting
N(u) = Pxu+ Mp(u),

we find that A/(0) = 0 and the linearization of A/ at u = 0 is given by
PK +£Fa

which is an isomorphism between C*# (V) onto C%# (V) because it is self-adjoint
with trivial kernel. The inverse function theorem then gives an inverse ¥ = N ~!
from a neighborhood of 0 € C%B(V) to CHA(V).

Remark 3.4. (1) For the ellipticity and self-adjointness of Lz, see Section A.

(2) The inverse function here actually appears as the real part of a complexified
inverse function, which we need to justify the analyticity of f in (23) below.

Moreover, we have the following estimate for W:

Lemma 3.5 (L? estimate). There is a neighborhood W of 0 in C%B(V) and a
constant C, depending only on F, such that

W (f1) =YD lwsewy = ClLAL = fallizyy  forany  fi, feW.

We refer to Appendix B for the proof.
With the help of ¥, we define

)
(23) .ﬂa=ﬁ(w(§jéw)
j=1

for |&] small, where / =dim K and {¢,} is a basis of K with respect to the L? inner
product.

The key to the proof of Lemma 3.3 and hence Lemma 3.1 is the fact that f is real
analytic in a neighborhood of 0. The proof relies on an analytic version of inverse
function theorem for maps between complex Banach spaces and finally depends on
the assumption about the analyticity of N in Theorem 1.1. It takes some effort to
be precise in tracing the use of this assumption and the details of this argument are
given in Appendix A.

For now, we take the analyticity of f near O for granted. Therefore, it follows
from the classical Lojasiewicz inequality that there are constants « € (0, 1], C, and
o > 0 such that

(24) @D <CIVFE)| for & e By(0).

For the proof of Lemma 3.3, we need the following:
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Lemma 3.6. When |ullcs(yy is sufficiently small and hence £ = (u, Q)2 is
small, we have

(25) |F(u) — f(&)] < CIMp@)|%,

and

)
(26) SIVEIE) < HME<‘P(ZS’¢J~)>
j=1

Before the proof of Lemma 3.6, we show how Lemma 3.3 follows from it and
(24).
In fact, by plugging (25) and (26) directly into (24), we get

Far-e? = c( s (v( e )

ce(f(+( )

Here in the last line above, we use the facts that 2 —« > 1 and that || Mz ()|
is bounded for u in the lemma. The first term in the right-hand side of (27) is
dominated by the second, because

(o) s

< 2|V f1(&).
L2

+ ||Mf(u>||§;“)
27) L

+ IIMi(u)IlL2>-
L2

cep(zen)-
L2
ECHZWF‘I’]“

< ClMg)ll -

w42
(28)

L2

Here for the first line above, we noticed that M is a (nonlinear) fourth-order
differential operator (see (47)) and both the C 48 norms of v & Y ¢;) and u are
bounded; for the third line above, we used Lemma 3.5; for the last line, we used
the definition of N =W ~! and Pxu=> &/¢p ;. Now, Lemma 3.3 is a consequence
of (27) and (28).

The rest of this section is devoted to the proof of Lemma 3.6.

The proof of Lemma 3.6. By the definition of f (see (23)) and & (in the assumption
of Lemma 3.6), f(§) = F(¥(Pxu)). Hence, to prove (25), we compute

1
|F (1) — F(W(Pxu))| = / 4B (u+ 5 (W (Pxu) — ) ds
0

ds

1
/O (M7 + s(W(Pgu) — ), W(Pgu) —u) . ds|.
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Again, by the facts that M is a fourth-order operator and that C*# norms of u
and u + s (W (Pgu) —u) are bounded for any s € [0, 1], we have

IM g+ s(W (Pgu) — u)) — M)l 2 < CII®(Pgu) — ull e,
which implies that
|F(u) — F(W(Pgu))| < CIW(Pru) — ull 2 (IME @) [ 22 + 19 (Pru) — ullype2)
< CMz@)ll7..
Here in the last line above, we used
W (Pgu) — ull sz < CIIM @)l 2,

which appeared as a part of (28) and was proved there. This concludes the proof of
(29).
For the proof of (26), we compute using (23) and the chain rule to get

29 .V E)r = (-MF<‘I’ (Zsfsoj)), dVls ey, (Z nf@o,))

for some n € R! with || = 1.
Notice that d\W|y ¢, depends smoothly on § in a compact neighborhood of
& =0, hence there is C > 0 such that

L2

(30) ldVly- iy, —dWloll < Cl§]  for small |&].
Remark 3.7. (1) For the smooth dependence in &, we shall prove in Appendix A
that W has a complexification that is analytic (hence smooth by Theorem A.2).

(2) The norm in (30) should be the norm of bounded linear operator from C#(V)
to C*P(V), according to our discussion in the appendix. What we need here
is the inequality

“(d\wzm—d\mo)(Znhp,-) §C|§|Hznj¢’j
L2

This is true because Y n/¢; lies in K and when restricted to the finite dimen-
sional space K, L? norm is equivalent to C# norm.

L2

On the other hand,

(31) d\If|0<an(pj>=an(pj forany neR/,

because dW|o = (dN|o) ' = (Px + L)', and }_ n/g; is in K, the kernel of L.
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By (30) and (31), (29) implies that
(32) ‘(n, VIE)p - (M;(w (Zsjfﬂj))’ > njwj)
LZ
< C|s|||Mf(\IJ(Zsf¢,->)||Lz.

Now, in (32), if we choose 7 parallel to V £ (&) in R/, we obtain

IVfl< +C|s|>”Mf<\If(Zsf¢j))

if we choose 7 so that ) njwj is parallel to M;(\D(Zéjgoj)) (which is in K),

then we get
(a- C|§|)||MF<‘IJ<Z§j<Pj>)||L2 <|Vfl.

This finishes the proof of (26) and hence Lemma 3.6 if & is small.

’

L2

4. Dynamics near a critical point of ¥

Let u be the minimizing biharmonic map given in Theorem 1.1. Recall that (r, 9)
are the polar coordinates and that t = — log r. By the assumptions of the theorem,
there exists #; — oo such that u(;, ) as maps on sm=1 converge smoothly to a
critical point ¢ of F. (See the discussion in Section 2.)

Therefore, for i sufficiently large, u(;, 6) is very close in C* topology to the
critical point ¢ of F. Since u is a biharmonic map, the biharmonic map equation
determines how u(¢) should change as a map on $”~!. In this section, we study
these dynamics of #(¢) in a very small neighborhood of ¢. More precisely, we are
interested in the speed of decay of

o0
/ / |0,u|*> do dt
r Jsm-l

as explained in the introduction. In fact, we shall control the decay of a larger
quantity, namely,

o0
(33) G(t):// 2m —8)|0%u|* + (2m — 8)|8; Vgn-1u|?
m—1
' + (2m —8)(m —2)|d,ul> d6 dt.

Lemma 4.1. Suppose ¢ is a smooth critical point of F. There is some constant
o > 0 (depending on @) such that if u(t, 0) (cylinder coordinates) is a smooth
biharmonic map satisfying

lu(s) —@llcsgm-1y <o for selt—3,1t+3],
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then there exist C' > 0 and 6 € (0, 1) such that
(34) Gs—1D'—Gs+1)?!>C(Gis—1)=G(s+1)"2

Before we start the proof, we rewrite A2y in (¢, 0) coordinates and split it into
two parts. Since

Au=e* (3} — (m —2)d + Agn-1)u,
we have

Au=e"(02 + Agn1 — (m —6)d, + (8 —2m)) (3} — (m — 2)3; + Agn-1)u
=M (Lo + 1),

where

L= 8} u+20 Agnu— (2m —8)8 u — (2m — 8)3, Agn1u
+ (m* — 10m 4 20)0%u 4+ 2m — 8)(m — 2)d;u
and
Iy = A% u+ (8 —2m)Agn-iu.
The idea behind this splitting is that we put everything involving 9; in I, and the

rest in /. An easy observation is that I, is almost (up to a projection) the gradient
of F discussed in Section 2, namely,

(35) 3;F(u(t)) = 2/ ASmflMASmfl 3,14 + (2m — S)VSmflu . VSmflatu d0
sm—1

:2/ Ib'atu do.
sm—1

The way we use the biharmonic map equation has nothing to do with the right-
hand side of (6). We multiply the equation by d,u and integrate over S”~! to
obtain

(36) 0=/ Azu-atud9=/ (I, + 1p) - d,u db.
Smfl Smfl

While me_l I, - 9;u d6 is known in (35), the structure of fsm—l 1, - oudo is
still complicated. There is some positivity hidden in it. To reveal it, we use the
elementary equalities

3 u - dpu = 3, (9] udyu — $18}ul?)
and
Ou- 0, =08,(82u - d,u) —9%ul?
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to get

/ 1,-0udf
gm—1

=9, (/ O udu—3197ul*
Smfl

— 18, Vgn-1u|* — (2m — 8)3 udu + 5 (m* — 10m +20)|8,u|2d9>

+ (/ 2m —8)3u|* + (2m —8)[8; Von-1u|?
Smfl

+(2m—8)(m—2)|a,u|2d9)
=0, (/ 1, d@) +/ 1, do.
Sm—l Sm—l

Notice that /I, is nonnegative and this is how we obtain the definition of G(¢) in

(33), i.e.,
o0
G(t):/ / 1, do dt.
t Smfl

By (36) and (35), we have

(37) %atF(u(t))z—/ I, dudo.
sm—1

Let #; be the sequence mentioned in the beginning of this section such that u(#;)
converges smoothly to the smooth section map ¢. Moreover, u(f + t;) regarded
as a map defined on [—1, 1] x §”~! converges smoothly to @(¢, 8) = ¢(#). This
implies that

lim 11,(t;) d6 = 0,

i—00 Sm—l

so that if we integrate (37) from s to #; and take the limit i — oo, we obtain

+00
(38) %(F((p) — F(u(s))) = / 1,(s)do — / / 11, d6.
gm—1 s gm—1

As a by-product of the above computation, G (¢) is a finite number, which is the
biharmonic counterpart of (2).

We may choose o small so that for u# in the lemma and s € [t — 3, ¢ + 3],
lu(s) — @llcssm-1y is small and hence u(s) satisfies the assumption of Lemma 3.1.
The Lojasiewicz—Simon inequality (in Lemma 3.1) and (38) imply that

+00
39 - / RAGE / / Iy di < CIME ()",
N s N

for some « € (0, 1].
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Next, we show that the right-hand side and the first term in the left-hand side
of (39) are controlled by f“:l |I1,|%> d6. To see this, recall that by (35), M r(u(s))

N

is the projection of I(s) onto the tangent bundle of TN at u(s). If we denote this
projection from R” onto T, N by II,

(40) ME@u(s)) = 2111y (s)).

On the other hand, since u is an extrinsic biharmonic map, the Euler—Lagrange
equation reads

41) (A%u) = T1(1, + I,) = 0.
Combining (40) and (41), we get

(42) IME @) L2sm-1) < 2MLa ()] L2(5m-1)-

Notice that the integrands of both 1, (s) and I1,(s) involve d,u and its derivatives,
which are estimated in Section 2. More precisely, by taking o small, we may apply
Lemma 2.5 first to get (14) and then Lemma 2.7 to see

s+1

@) Ot [ e dozc [ [ mPavar
—1 Jgm-

gm—1

By the definition of G(¢) in (33), equations (39), (42), and (43) imply
—~C(G(s—1)—=G(s+1)+G(s) <C(G(s — 1) — G(s + 1))/,

Since G(s — 1) — G(s + 1) is bounded and 1/(2 — ) < 1, the first term can
be absorbed into the left-hand side. In fact, in the proof that follows, we shall
require G (s) to be very small (see the definition of # in the next section). By the
monotonicity of G, the above inequality is further simplified to

(@4) G(s+1) <C(Gs— 1) = G(s + 1)/,
Here is a lemma similar to [Simon 1996, (9), §3.15].

Lemma 4.2. Suppose that 6 € (O, %] If for some positive C and any a, b € (0, 1)
satisfying b < a,

(45) b<C(a—b)/?29
then there is another C' depending only on C and 6 such that
a’ —b? > C'(a—b)'

Proof. The proof is an elementary discussion.
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Case 1: b<%a. Noticing that@f%anda< 1, we have
o _p0 > (1 1Y o 1 LY 120 1 1 p)1/2
a’=b"=(l-55)a" = (1-55)a"" = —2—9(51—).

Case?2: b > %a. Equation (45) gives

a _ /-6y
= (a—b) ,
which is
(46) a7 <20)'" - b))\
Therefore,

0
0 _ 10 0—1,,, _ _ /2
a’ —b" >0a”" "(a—b) > (2C)179(a 1)
Here in the above line we have used the mean value theorem for the first inequality
and (46) for the second.
In either case, the lemma is proved by taking C’ to be min{1—1/2?,6/(2C)'~?}.
O

5. A stability argument and the proof of Theorem 1.1

In this section, we prove Theorem 1.1 by using a routine stability argument. We
shall define two neighborhoods of ¢: a larger one (see Os(o7) below) in which the
results in Section 3 and Section 4 hold and a smaller one (see O2(n) below) such
that if u(#;) lies in the smaller neighborhood for sufficiently large i, then u(¢) will
stay in the larger neighborhood forever and converge to the unique limit claimed in
Theorem 1.1.

We choose o7 so that it is smaller than both the € in Lemma 3.1 and the o in
Lemma 4.1. For some n > 0 small (to be determined later), by the definition of ¢
as the section of a tangent map, we can choose (and fix) #; large such that

(1) forallt e (t; —3,t; +3), u(t) € Ocs(01);
(2) u(t;) € Or2(n);
3) G) < nz, because G (t) is finite and decreases down to zero.

Set
T =sup{t |forany s € [t;, 1), u(s) € Ocs(01)}.
t

By (1) above, we know T > t; +3. Now we claim that 7 is infinity. If otherwise, we
want to find a contradiction by showing u(7T") € O¢s (%01). Thanks to Lemma 2.5,
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there is o, > 0 depending on %01 such that it suffices to show for any s € (#;, T 4-2),
we have u(s) € O;2(02). Let k be the largest integer with #; + 2k < s. Hence,

N
/ 0:uell 2(5m-1y
ti

k

li+2j s
< Nl o + [ 190l 2ggnes
( ) ( )
o1 201 li+2k

2": 42 ) 1/2 s ) 172
5 C (/ ”alMHLZ Sm—l ) + C(/ ”atu”LZ Sm—] )
‘o 201 S fi+2k S

k i+2j s 1/2
§CZ</ | ||atu||Lz(Sml)) +Cn.
j=1 i+2(j—1)

Here in the third line above, we used Holder inequality and in the last line, we used

3).
By the definition of G, we have

ti+2j
[ Mty = 642G - 1) = Gl +2).
i+2(j—-1

We can apply Lemma 4.2 witha = G(#; +2j) and b = G(t; +2(j — 1)) to get

k
S
[ Molisns < € 3Gl +2G = 1) = Gl +27) + €
t j=1
<C-G@w)’+Cn=Cn”+Cn.

If we choose n small, we can have for any s € (t;, T +2),
S
lu(s) —@llp2em-1y < llu@) — @l p2esm-1y +/ 18,2 12(5m-1) < 200
1

Lemma 2.5 gives the contradiction and proves that 7 = oo.
We can repeat the above computation with k = co to get

+00
/ I13;utll f2¢gm-1y < Cn* + Cny < o0,
1
which shows that

lim ||I/l(t) — ¢||L2(S))1—1) =0.
— 00

As in Remark 2.6, we have u bounded in any C**!($”~!) norm. By interpolation,
we know

lim ||M(t) — §0”C1<(S'"—]) =0.
— 00
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Appendix A: The assumption of analyticity

The purpose of this section is to justify (see Lemma A.7) the use of the classical Lo-
jasiewicz inequality to the function f (see (23)) that arises in the Lyapunov—Schmidt
reduction in Section 3. Indeed, we shall show how the analyticity assumption of N
in Theorem 1.1 carries on step by step to that of f. These arguments, independent
from the rest of the proof, are technical and hence presented in the appendix.

Analytic function between Banach spaces. For completeness, we collect a few

basic definitions and properties of analytic functions between abstract (complex)

Banach spaces. We refer to [Taylor 1937] for proofs and more detailed discussions.
Let E, E’ and E” be complex Banach spaces.

Definition A.1. (1) Let f(x) be a function on E to E’, defined in the neighborhood
of xo € E. If for each y € E, the limit
I S xo+1y) — f(xo0)
im

7—0 T

exists (for t € C), then it is called the Gateaux differential, denoted by
8f (x03 ).

(2) A function f(x) on a domain D of E to E’ is said to be analytic in D if it is
continuous and has a Gateaux differential at each point of D. A function is
said to be analytic at a point xy, if it is analytic in some neighborhood of xg.

Recall that the Fréchet differential is defined to be the bounded linear map
Df (xp) from E to E’ such that

f(xo+h) = f(xo) + Df (xo)h +o(llhll£)-

While the existence of the Fréchet differential is obviously stronger than the Gateaux
differential, Taylor proved the following:

Theorem A.2 [Taylor 1937, Theorem 3, Theorem 12]. If f is analytic at xo, then
it admits Fréchet differentials of all orders in the neighborhood of that point. More-
over, the Fréchet differential and the Gateaux differential are equal.

With the equivalence in mind, we recall a version of the inverse function theorem,
which follows from [Dieudonné 1960, (10.2.5)] (see also [Nirenberg 1974, §2.7]).

Theorem A.3. Let E and E’ be two complex Banach spaces, [ an analytic function
from a neighborhood V of xg € E to E'. If Df (xg) is a linear homeomorphism of
E onto E’, there exists an open neighborhood U C V of xq such that the restriction
of f to U is a homeomorphism of U onto an open neighborhood of yo = f(xo).
Moreover, the inverse is analytic.
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Complexification and analyticity. In Section 3, we have defined the functional
F: C*#(V) — R where V is the pullback bundle ¢*TN and a map N from
C*B(V) to C%# (V). Instead of claiming the analyticity of F and N/ directly, we
consider its complexification.

C*P(V)® C is understood to be the set of u + iv, where u, v € C*#(V), with
a naturally defined norm. The same applies to C%# (V) ® C. Obviously, they are
complex Banach spaces.

A complexification of a map f from a Banach space E; to another Banach space
E> is some map f from E; ® C to E> ® C such that f is the real part of f when
restricted to (some open set of) E|. Such complexifications are usually not unique.
We are interested in analytic ones, that we define below (making using of special
properties of f).

The complexification of F and A relies on some particular form of the maps
themselves. More precisely, we need the definition of F (#) and V(1) to be given by
a converging series. For this purpose, we start with an extrinsic point of view of V.

Since N is embedded in R”, we regard Ty N as a subspace (not the affine space
passing y) of R”. Hence, the pullback bundle V is the disjoint union of V,, := Ty, N
and a section u of V is a map from §”~! to R” satisfying

() € Tyw)N C R”.

For a fixed smooth ¢, the C*# norm of u as a map into R” agrees with the C*-#
norm defined intrinsically using the pullback connection of ¢*T N. The same holds
for various Sobolev norms.

For the complexification of F, we regard it as the composition of

c2Bwvy L chsm Ry 5 R,
where
F(u) = |Agn1TI(p +u)|* + (2m — 8)|Vgn1 (¢ + u)|*

and

Z(h) = / hdo.
gm—1

Recall that IT is the nearest-point-projection of N and the discussion works only
for u with small C° norm.

We claim that there exists an analytic map ﬁc from C%#(V)® C to C with F as
its real part.

The proof of the claim is the combination of the following facts:

(F1) The Agn-1 from C2#(V) to C*#(V), Vgu-1 from C>#(V) to C1#(V), and
7 are bounded linear maps. Their complexifications, obtained by linear
extension, are naturally bounded linear maps and hence analytic.
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(F2) Let F; be the map from C*# (5"~ RP) to C®#(S"~!, R) given by u > |u|>.
Its complexification F¢  is given by

Fe,i(u+iv) = (u+iv) - (u+iv).

It is analytic.

(F3) If (as assumed in Theorem 1.1) I1(¢ +-) is an analytic map from B, (0) C R”
to R”, then the map
ur— I(p+u)

has an analytic extension from C2PB(§m=1 CP) to itself. To see this, one first
expands IT(p + u) into converging power series of u# and then replace u by
u~+iv. It is then an exercise to check that the map thus obtained are analytic
in the sense of Definition A.1.

For the complexification of NV, it suffices to consider Mz (u). For u and v in
Cc*(V), setting ¢ = I1(¢ + u), we compute

d

a7 F(u+tv)

=0
_d
T dt

Of | Ay T (@ +u+ 10)
1= Smfl
+ 2m — 8)|Vgu-1T1(¢ + u + tv)|* do

= 2/ Asm—] wAsm—l DH¢+MU + (2m — S)Vsm—l vam—] DH(/H,MU d@
gm—1
=2 /Sml (A ¥ — (2m — 8) Agu-19) DTy v d

= 2/ Py (A% — (2m —8) Agu-1y)v db.
Smfl

Here in the last line above, we used the fact that DIT,,v is nothing but the
orthogonal projection from R” onto T, N, which we denote by Py,.

Similar to the (bi)harmonic map case, Pw(Ag,H Y — (2m — 8)Agn-1Y) is the
Euler—Lagrange operator of F(yr), denoted by Mp(y). For each w e §™~1,
Mp () (w) lies in Ty N C RP, while v(w) is in T, N. Therefore,

(47) M) = PoLMp(),

where ¢ = I1(p + u).

Since the projection P, is a linear map that does not depend on u, the complexi-
fication of Mz (u) is reduced to that of Mr(IT(¢ + u)), which we regard as the
composition of the following:

(M1) the map IT(¢+-) from C+# (V) to C*#(S™~!, RP), which has been discussed
in (F3) above;
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(M2) the map A%, ¥ —(2m—8) Agn-1y from C+P(§"~1, R?) to COP (s, RP),
which has been discussed in (F1) above;

(M3) the projection Py is a p by p matrix that depends analytically on v, since
N is an analytic submanifold. Keeping in mind that v = IT(¢ + «) is known
(see (M1) above) to be analytic map in u, the complexification of Py is
given by expanding the analytic (matrix-valued) map Py = Pry+u) as a
converging power series of # and then replacing u# by u 4 iv as in (F3).

Properties of the complexification. Let’s denote the complexification of Mz by
M . In this section, we study the ellipticity of M . and the self-adjointness
of its linearization at 0. Please notice that although the ellipticity of Mz is quite
natural, the ellipticity of M . as an operator between the complexified Banach
spaces is not true in general. Fortunately, we have the following:

Lemma A.4. The linearizations of both M and Mg - at u =0 are elliptic.

Remark A.5. In fact, as the following proof shows, M j is elliptic for small u such
that it is defined and M - is elliptic at u +iv € ctP(V)y@Cifv=0.

Proof. Neglecting the lower order part, it suffices to compute the linearization of
Py Py A, T (g +u),

where ¥ = I1(¢ + u). If we do the computation at u € C*# (V) with infinitesimal
increment & and neglect all lower order terms, we get

2
(48) P, Py AL, ih,
whose symbol is for any & € TS,
(49) E> P,PylE[*h.

If £ is not zero, then this is clearly a linear isomorphism from the sections of V
onto itself, because v is close to ¢.

Now, for Mg -, we denote the complexification of Py (IT1(¢ + u)) by Py ¢
(IT¢ (¢ + u) respectively). Although we do not know any exact formula for them, it
suffices for us to note that when computing (48),

(1) the contribution of IT¢ goes to the lower order terms and does not matter;

(2) since we have assumed that u € C*#(V), by the definition of complexification,
Py c = Py. Therefore, we get the same symbol as in (49), which is now an
isomorphism from the sections of complexified-V onto itself. O

If we denote the linearizations of My and Mg -~ atu =0by Lz and L -, then
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Lemma A.6. Forany u,v € cHB(v),
(50) Lpcu+iv)=Lzw)+iLg ).

In particular, L  is an elliptic and self-adjoint operator from c*P(V)®C to
CO?(V)®C.

Proof. By definition, L5 - (u) =d/dt|;=oMF (tu) = d /dt|;=oMp(tu) = LF(u).
Hence, it suffices to show
L c@v) =iLgv).

Since Mg is a composition of Py, Py, Agn-1, Vgn-1, and IT(¢ + -), it suffices to
show that (50) holds for (the linearization of) each one of them. This is trivial for
Py, Agn-1, and Vgn-1, because they are linear operators and (50) is exactly how
their complexification is defined.

For IT(¢ + -), we recall that

Me(p+ u+iv) =Y au+iv)
k
and the series converges for small # and v. Equation (50) then follows from direct
computation. The same argument works for Py,.
The self-adjointness of Lz follows from expanding the following identity:

d| d| g | d| =
ds ls—odt z:oF(m tsv)=_ —ods s=oF(tu + sv).
The self-adjointness of Lz . is then a consequence of (50). O

Now, we state the result that motivates the discussion in this section.

Lemma A.7. For f defined (23), it is an analytic function of & in a neighborhood
of 0 e RL
Proof. Let N¢ be the complexification of A/ defined in Section A. Its linearization
at u = 0 is given by

Px + L.

By the results above, this Lis elliptic and self-adjoint with trivial kernel. Hence,
the inverse function theorem (Theorem A.3) gives an inverse map W¢, which is
analytic, from a neighborhood of 0 in C%#(V) ® C to a neighborhood of 0 in
C*P(V)®C. If Fc is the complexification of F given in Section A, then f in (23)
is the restriction (to the real part of (z1, ..., z;)) of

I
fezi, ..o z) = Fc(“’c(ZZi%)),
i=1

which is analytic in (a neighborhood of 0 in) C'. O
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Appendix B: Proof of Lemma 3.5

For some § > 0 to be determined, we will take W = {f | || fllc#(v) < 8}. For any
f1, fo in W, we have

1

1
V(=i = [ fwen+a=npdi= [ DWlgaanthi- .

Hence, it suffices to show that for any f € W, the linearization of W at f, DW|; is
a uniformly bounded linear operator from L(V) to W*2(V). More precisely, we
need to find § > 0 and C > 0 such that

sup [ DV ¢l L2 vy, wazvyy < C.
few

Here ||l L(z2(v), w42(vy) is the norm of linear operators.
Since W is the inverse of A/, it suffices to show that there exist 8’ > 0 and C > 0
such that if W' = {u € C*P(V) | |ullcasyy <8’

(51 inf | DN, |l w4212y = C > 0.
uew’ ’
The proof of (51) consists of two steps. First, we show that
(52) IDNloll w42, = C > 0.

Recall that N' = Px + Mz, where K is the kernel of DM p|g = L. For any
h € WH2(V), we denote h — Pxh by h*. Since L5 is an elliptic operator with
trivial kernel in the compliment space of K, there is a constant depending only on
@ such that

(53) 1A (lwsz < Coll Lgh™ I 2.
Since K is a finite-dimensional space, there is C; > 0 such that
(54) | Pxhllwas2 < Cil| Pghll 2.

Combining (53) and (54) and noticing that the image of £ is normal to K in L?,
we get C> > 0 such that

(55) Illwsz < C2IDN[ohll .2,

which implies (52).
The second step is to show that for u € W/,

(56) (DNl = DN o)hll 2 < C() Il ws2
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for some C(§’) satisfying limg .o C(8") = 0. Before the proof of (56), we notice
that if 8’ is small, (56) and (55) imply that

Illws2 < CIIDNuhll 12,

which finishes the proof of (51) and hence the proof of Lemma 3.5.
For (56), we notice that the contribution of Pxh cancels out and it suffices to
bound

(57) (DMl = DMElo)hl 2.

Recalling that Mz (u) = Py Py (A3, ¥ — (2m — 8) Agn-19) with ¢ =TT (¢ 4 u),
we get

(58) DMluh = Py(DP)y (A%, 1 — 2m —8) Agn1yr)h

+ Py Py (A% ih — (2m — 8) Agu-1h)
and

(59) DMgloh = Py(DP)y(AG 19 — (2m —8) Agn-19)h
+ Py(AGuth — 2m — 8) Agu-ih).

Notice that (58) and (59) are fourth-order linear operators of /4 and if we subtract
them, the difference of the corresponding coefficients are bounded by using

1Y —@llcar < C”””C‘Lﬂ(v)-
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We prove that a monotone Lagrangian torus in S> x S? which suitably sits
in a symplectic fibration with two sections in its complement is Hamiltonian
isotopic to the Clifford torus.
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1. Introduction

The classification of Lagrangian submanifolds in symplectic manifolds up to La-
grangian or Hamiltonian isotopy is an intriguing problem of symplectic topology.
While there are many tools for distinguishing Lagrangian submanifolds, actual
classification results have been very rare and restricted to special manifolds in
dimension 4. The first circle of results concerns Lagrangian 2-planes and 2-spheres,
in which case the two notions of isotopy coincide: up to Hamiltonian isotopy,
there is a unique asymptotically linear Lagrangian 2-plane in R* [Eliashberg and
Polterovich 1996], and a unique Lagrangian 2-sphere in a given homology class
in $? x $? [Hind 2004], in 7*S? and some other Stein surfaces [Hind 2012], and
in certain blow-ups of CP? [Evans 2010; Li and Wu 2012]. See also [Borman,
Li, and Wu 2014] for some uniqueness results up to global symplectomorphism.
The second circle of results is due to [Dimitroglou Rizell, Goodman and Ivrii
2016] (building on A. Ivrii’s Ph.D. thesis [2003]): they prove uniqueness up to
Lagrangian isotopy of Lagrangian tori in R% 2 x §? and CP?, and uniqueness up
to Hamiltonian isotopy of exact Lagrangian tori in 7*T2 See [Dimitroglou Rizell,
Goodman and Ivrii 2016] for an extensive discussion of the history of this problem.

MSC2010: primary 53D12; secondary 57R17.
Keywords: Hamiltonian isotopy, Lagrangian tori, symplectic fibrations.
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Motivated by Ivrii’s thesis, we address in this paper the question of Hamiltonian
unknottedness of monotone Lagrangian tori in S? x S Recall that a Lagrangian
torus is called monotone if its Maslov class is a positive multiple of its symplectic
area class on relative 5. The product of the equators in each S?-factor in 2 x §2
is called the standard Lagrangian torus Lgyq, or the Clifford torus. This torus is
monotone for the standard split symplectic form wggq = 0sq D Ostd, Where ogq is
the standard area form on S2 normalised by f 2 0sd = 1. Motivated by Chekanov’s
construction [1996] of exotic monotone Lagrangian tori in R?", there have been many
constructions of monotone Lagrangian tori in (S 2% 82, wgq) that are not Hamiltonian
isotopic to Lgyq due to [Eliashberg and Polterovich 1997; Chekanov and Schlenk
2010; Entov and Polterovich 2009; Biran and Cornea 2009; Fukaya, Oh, Ohta, and
Ono 2009; Albers and Frauenfelder 2008]. All of these are Hamiltonian isotopic to
each other [Gadbled 2013; Oakley and Usher 2016] and are collectively referred
to as the Chekanov torus. Recently R. Vianna [2014; 2016; 2017] constructed
infinitely many pairwise Hamiltonian nonisotopic monotone Lagrangian tori in
CP? and (52 x S2, wgq), as well as in most other del Pezzo surfaces.

The following definition is implicit in [Dimitroglou Rizell, Goodman and Ivrii
2016]. Let us call a monotone Lagrangian torus L in (S 2% 8%, wgq) fibred if there
exists a foliation F of S? x §? by symplectic 2-spheres in the homology class
[pt xS ’]and a symplectic submanifold X in the class [S2 x pt] with the following
properties:

e X is transverse to the leaves of F and is disjoint from L.

o The leaves of F intersect L in circles (or not at all).

Note that each leaf of F which intersects the torus L is cut by L into two closed
disks glued along L. The disks that intersect £ form a solid torus 7" with 07 = L.

Theorem D in [loc. cit.] asserts that any monotone Lagrangian torus in S* x §?
is fibred. In this paper, we prove:

Theorem 1.1 (main theorem). Let L C (S? x S?, wgq) be a monotone Lagrangian
torus which is fibred by F and X. Assume in addition that there exists a second
symplectic submanifold X' in the homology class [S? x pt] which is transverse to
the leaves of F, and which is disjoint from ¥ and T. Then L is Hamiltonian isotopic
to the standard torus Lggq.

Hence the presence of the second section ¥’ characterises the standard torus
among Vianna’s infinitely many monotone Lagrangian tori in (S2 x §2, wgd). It
suggests that the classification of these tori up to Hamiltonian isotopy may come
within reach once we understand better the role of the second section X’. See
[loc. cit.] for a homological reformulation of the presence of the section ¥, as well
as an explicit presentation of the Chekanov torus as a fibred torus.



HAMILTONIAN UNKNOTTEDNESS OF CERTAIN MONOTONE LAGRANGIAN TORI 429

Remark 1.2. As explained in [Dimitroglou Rizell, Goodman and Ivrii 2016],
Theorem 1.1 can be used to prove uniqueness up to Hamiltonian isotopy of exact
Lagrangian tori in 7*T?: one realises (—%, %)2 x T? C T*T? as the complement of
two sections X, ¥’ and two fibres F, F’ in (§? x 2, wgq) and applies Theorem 1.1
to an exact Lagrangian torus in (—%, %)2 x T2, noting that the Hamiltonian isotopy
in Theorem 1.1 can be chosen to fix the sections X, ¥’ and the fibres F, F'. See
[loc. cit., Section 7] for more details.

Let us now outline the proof of the main theorem, and in particular explain where
the second section is needed. By a relative symplectic fibration on S x S? we will
mean a quintuple

6 == (‘F’ a)’ L’ Z? E/)7

as in Theorem 1.1, only with the standard form wgq replaced by any symplectic
form w cohomologous to wgg. We will prove (Corollary 4.13) that for every
symplectic fibration & with w = wyq there exists a homotopy of relative symplectic
fibrations &; = (F;, wad, Li, Xy, X;) with fixed symplectic form wgq such that
GSo=6 and &1 =S4 := (Fstd, Wstd, Lstd, S0, Soo), Where Fyq denotes the standard
foliation with leaves {z} x S? and Sy = S x {S}, Seo = S% x {N} are the standard
sections at the south and north poles. Then L; is an isotopy of monotone Lagrangian
tori with respect to wsg from L to Lgq, which is Hamiltonian by Banyaga’s isotopy
extension theorem.

A relative symplectic fibration & gives rise to a symplectic fibration p : % x §? —
¥ by sending each leaf of F to its intersection point with 3. It determines a
symplectic connection whose horizontal subspaces are the symplectic orthogonal
complements to the fibres. Parallel transport along closed paths y : [0, 1] — X
gives holonomy maps which are symplectomorphisms of the fibre p~!(y (0)) and
measure the nonintegrability of the horizontal distribution. It is not hard to show that
a symplectic fibration & with trivial holonomy around all loops is diffeomorphic
to Gy, and a theorem of Gromov implies that they are actually homotopic with
fixed symplectic form if they both have symplectic form wgyq.

Thus, most of the work will go into deforming a given relative symplectic
fibration & to one with trivial holonomy. After pulling back & by a diffeomorphism,
we may assume that (F, L, X, &) = (Fgd, Lsu, S0, Seo) (but the symplectic form
is nonstandard). In the first step, which takes up Section 3, we make the holonomy
trivial near the two sections and near the fibres over the line of longitude m through
Greenwich in the base; see Figure 1.

In the second step, which takes up most of Section 4, we kill the holonomy
along all circles of constant latitude C*. For this, let (A, i) be spherical coordinates
on S2 where A denotes the latitude and 1 denotes the longitude. After the first step,
the holonomy maps ¢* along C* give a loop in Symp(A, dA, o), the group of
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fibre
' }

Figure 1. Where the holonomy is trivial after the first step.

5 base
Greenwich

Y%

)

symplectomorphisms of the annulus (the sphere minus two polar caps) which equal
the identity near the boundary. Since the fundamental group of Symp(A, 0A, o)
vanishes, we can contract the loop of inverses ¥* = (¢*)~! and obtain a family of
Hamiltonians H;)Z which generates the contraction. The closed 2-form

Qu =ow+d(Hydup)

then defines a symplectic connection with trivial holonomy around all C*. However,
Qg need not be symplectic if 0 H l’} /A is large. This can be remedied by the inflation
procedure due to [Lalonde and McDuff 1996]. In this procedure, the symplectic
form w is deformed along a fibre and a section (and H suitably rescaled) in order to
make Qg symplectic. However, this process will in general destroy monotonicity
of Lgyq. In order to keep the Lagrangian torus monotone, we perform the inflation
procedure along a fibre and the fwo sections Sp, S In a symmetric way. It is at
this point of the proof that we need the existence of a second symplectic section.

Once the holonomy along circles of latitude is trivial, in the third and final step
(at the end of Section 4) we deform the symplectic form to the standard form. This
finishes the outline of the proof.

Remark 1.3. The idea to apply the results of Ivrii’s thesis to the Hamiltonian
classification of monotone tori in §? x S? originated in 2003 in the first author’s
discussions with Y. Eliashberg. However, at the time we did not realise the necessity
of a second symplectic section and were puzzled by the apparent contradiction
between this result and the existence of an exotic monotone torus in S% x S2 This
discrepancy was resolved in the second author’s PhD thesis [Schwingenheuer 2010],
of which this article is a shortened version.

2. Relative symplectic fibrations

2A. Symplectic connections and their holonomy. Consider a smooth fibration (by
which we mean a fibre bundle) p : M — B and a closed 2-form w on M whose
restriction to each fibre p~!(b) is nondegenerate. We will refer to w as a symplectic
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connection on M." From the next subsection on we will assume w to be symplectic,
but for now this is not needed.

Farallel transport. Since w is nondegenerate on the fibres, the w-orthogonal com-

plements
H, = (kerd, p)”

to the tangent spaces of the fibres of p define a distribution of horizontal subspaces H

such that
TM =H®&kerdp.

Horizontal lifts of a path y : [0, 1] — B with given initial points in p~!(y(0)) give
rise to the parallel transport

P, :p7l(y(0) = p~'(y(1)

along y. Closedness of w implies that P, is symplectic, i.e.,
Ploy ) = @y ),

where wj, denotes the symplectic form w|,-1()-

Holonomy. The parallel transport P, : -1y (0) = p~L(y(0) along a closed
curve y : [0, 1] — B is called the holonomy of w along the loop y. If P, =id for
each loop y, we say that w has trivial holonomy. In this case, parallel transport
along any (not necessarily closed) curve depends only on the end points, so we can
use parallel transport to define local trivializations of p : M — B.

Remark 2.1. There is a natural notion of curvature of a symplectic connection;
see [McDuff and Salamon 1995]. This is a 2-form on the base with values in
the functions on the fibres which measures the nonintegrability of the horizontal
distribution. For simply connected base (which is the case of interest to us) the
curvature and the holonomy carry the same information, so in this paper we will
phrase everything in terms of holonomy.

From foliations to fibrations. More generally, we can consider a closed 2-form w
on M whose restriction to the leaves of a smooth foliation F of M is nondegenerate.
If all leaves of F are compact, then the space of leaves is a smooth manifold B and
the canonical projection M — B is a fibration, so we are back in the situation of a
symplectic connection as above. Since in our case all leaves will be 2-spheres, we
can switch freely between the terminologies of foliations and fibrations.

2B. Fibered Lagrangian toriin S* x $*. Suppose now that (M, w) is a symplectic
4-manifold and p : M — B is a symplectic fibration over a surface B (i.e., the fibres
are symplectic surfaces).

IThis terminology differs slightly from the one in [McDuff and Salamon 1995].
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Figure 2. A fibred Lagrangian torus.

Definition 2.2. We say that an embedded 2-torus L C M is fibred by p if (see
Figure 2):

(1) y := p(L) is an immersed loop with transverse self-intersections which are at
most double points.

(i) p~'(y (1)) N L is diffeomorphic to a circle if y(¢) is not a double point, and to
two disjoint circles if y (¢) is a double point.

(iii) In each of the circles in p~!(y(t)) N L we can fill in an embedded disk
D C p~'(y(¢)) in the fibre such that the two disks at a double point are disjoint
and all the disks form a solid torus 7 = S! x D? with L as its boundary.

Suppose now that L is in addition Lagrangian. The following two results are the
basis for most of the sequel. The first one states that a fibred Lagrangian torus L is
generated by parallel transport along y of the circle in the fibre over a nondouble
point; see Figure 3.

Proposition 2.3. Let L C M be an embedded Lagrangian torus which is fibred by
the symplectic fibration p : M — B. Then L is invariant under parallel transport
along y = p(L) with respect to the symplectic connection w.

Proof. At a point x € L we have the w-orthogonal splitting 7, M = H, @ V,, where
V. :=kerd, p denotes the tangent space to the fibre. Since L is fibred by p, the
subspace T, L+ V, C T, M generated by T, L and V is 3-dimensional. The condition
that L is Lagrangian implies (7 L)” = T, L; thus T, LNH, = (T, L)* N (Vy)? =
(T, L + V,)® is 1-dimensional. This 1-dimensional subspace therefore contains the
horizontal lift of y through x and the proposition follows. ]

Remark 2.4. Let N := p~!(y) be the 3-dimensional submanifold of M formed
by the fibres that meet the torus L. In the definition of being fibred by p we did
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Figure 3. L is generated by parallel transport.

not require the torus to be transverse to the fibres of p in N. If, however, L is
Lagrangian, then Proposition 2.3 shows that we get this property for free.
Monotone tori in S* x S%. From now on we assume that
M=5%x§?
and the symplectic form w is cohomologous to the product form
Wstd := Ostd D Ot

where oyq is the standard area form on S? normalised by f 52 0std = 1. In other

words, we require that
/ w= f w=1.
$2xpt pt x §2

Moreover, we assume that the Lagrangian torus L is monotone, i.e., its Maslov
class i (see [McDuff and Salamon 1995]) and its symplectic area satisfy

M(0)=4/w for all 0 € mp(M, L).
o

Here the monotonicity constant must be equal to 4 because the class A =[S? x pt] €
72 (M) has Maslov index p(A) = 2(ci(TM), A) =2(c; (T S?), [S?]) = 4.
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Lemma 2.5. Let L C (M = §? x §?, ) be a monotone Lagrangian torus with w
cohomologous to wgg. Let p : M — B be a symplectic fibration over the surface B
such that L is fibred by p. Then the loop y := p(L) is an embedded curve; i.e., it
has no double points.

Proof. Since L is orientable, all its Maslov indices on (M, L) are even integers.
In view of the monotonicity constant 4, this implies that the symplectic area of each
embedded symplectic disk D C M with boundary on L must be a positive multiple
of % If y had a double point b, then the solid torus 7' from Definition 2.2 would
intersect the fibre p~!(b) in two disjoint symplectic disks, which is impossible
because the fibre has symplectic area 1. U

Remark 2.6. (a) For a smooth fibration p : S x S — B over a surface B,
both the fibres and the base are diffeomorphic to S% Indeed, denoting a fibre
by F, the homotopy exact sequence mp(F) — 12(S% x §%) — 72(B) implies
m(F) = mp(B) = Z, so F and B must be diffeomorphic to S? or RP2 Since by
the product formula for the Euler characteristic x (F)x(B) = x (52 x §?) =4, both
F and B must be diffeomorphic to S

(b) For a monotone Lagrangian torus L in M = §? x §?, the third condition in
Definition 2.2 is actually a consequence of the first two. To see this, note first that
in the proof of Lemma 2.5 we can rule out the double point b without reference to
the solid torus T: by the Jordan curve theorem, the two circles in L N p~1(b) would
bound two disjoint symplectic disks in the fibre p~!(b) = §2, each of area a positive
multiple of 1, which again gives the desired contradiction. Now an orientation
of L and a parametrisation of the curve y C B induce via horizontal lifts of y
orientations of the circles L, := L N p~!(y (1)), and we define T as the union of
the disks D; C p~!(y(t)) whose oriented boundary is L.

2C. Relative symplectic fibrations of S* x S®. We continue with the manifold
M = §? x §? and the generators

A=1[S>xpt], B=[pt xS’ e Hy(M).

Now we define the main object of study for this paper.

Definition 2.7. A relative symplectic fibration on M = S* x §? is a quintuple
S=(F, o, L,X%,Y), where
e F is a smooth foliation of M by 2-spheres in homology class B;
» w is a symplectic form on M making the leaves of F symplectic with w(A) =
w(B)=1;
e X, ¥/ are disjoint symplectic submanifolds in class A which are transverse to

all the leaves of F, so in particular the projection p : M — X sending each
leaf to its unique intersection point with ¥ defines a symplectic fibration;
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e L C M is an embedded monotone Lagrangian torus fibred by p;
o ¥’ is disjoint from the solid torus 7 with 37 = L in Definition 2.2;

« Y intersects each fibre p~!(y (1)) in the interior of the disk 7 N p~' (¥ (1)).

Note that for a monotone Lagrangian torus L fibred by p : M — B there always
exist disjoint smooth sections X, X’ of p with X’ disjoint from the solid torus 7" and
¥ N p~(y) contained in the interior of 7. The crucial condition in Definition 2.7
is that these sections can be chosen to be symplectic.

Definition 2.8. (a) A homotopy of relative symplectic fibrations is a smooth 1-
parametric family

61=(Fl’a)tvl‘lazlvzlf)’ te[ov l]a

of relative symplectic fibrations.

(b) The group Diff;q(M) of diffeomorphisms ¢ : M — M inducing the identity on
the second homology group H>(M) (and hence on all homology groups) acts on
relative symplectic fibrations by pushforward

¢ (8) == (¢(F), s, (L), p(2), $(X)).

Two relative symplectic fibrations & and S are called diffeomorphic it S= d(6)
for a diffeomorphism ¢ of M (which then necessarily belongs to Diffig(M)).

(c) Two relative symplectic fibrations & and S on M are called deformation equiv-
alent if there exists a diffeomorphism ¢ € Diffjq(M) such that ¢ (&) is homotopic
to &.

Remark 2.9. (a) Note that a diffeomorphism ¢ € Diffiq(M) intertwines the sym-
plectic connections of G and ¢ (&) and their parallel transports. For example, &
has trivial holonomy if and only if ¢ (&) does.

(b) It is easy to see that deformation equivalence is an equivalence relation. More-
over, G is deformation equivalent to G if and only if there exists a homotopy &,
such that Gy = & and G, is diffeomorphic to G.

(c) Note that in the above definition nothing is said about the isotopy class of the
diffeomorphism ¢. In fact, it is an open problem whether every ¢ € Diffiq(M)
is isotopic to the identity, so we do not know whether diffeomorphic relative
symplectic fibrations are homotopic in general. However, by a theorem of Gromov
(see Theorem 4.12 below), two diffeomorphic relative symplectic fibrations with
the same symplectic form wgqg are homotopic. This result will be crucial at the end
of the proof of our main theorem.
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2D. The standard relative symplectic fibration. The standard relative symplectic
fibration Sgq = (Fsd, @sids Lid, S0, Seo) 0f S2 x S? consists of the following data:

o Fgad is the foliation by the fibres {z} x S? of the projection py : $2x §2 — §2
onto the first factor.

* Wyd = Ogd D ogq 1s the standard symplectic form.

o So=5%x{S}and Sy = S? x {N}, where N, S € S? are the north and south
poles.

e Lyq = E x E is the Clifford torus, i.e., the product of the equators in the base
and fibre.

o Tyqa = E x Dy, where Dy, C S? denotes the lower hemisphere, is the solid
torus bounded by L.

The main goal of this paper will be to deform a given relative symplectic fibration
to the standard one (see Theorem 4.11 below). For later use, let us record the relative
homology and homotopy groups of the Clifford torus.

Lemma 2.10. For the Clifford torus Lgq C S x S? the second relative homo-
topy/homology group

72(8% x 82, Lya) = Ha(S? x 8%, Lya) = Hy(S* x §?) ® H{(T?)
is free abelian generated by
[S?xpt], [ptxS?], [Dmxptl, [ptxDp].

Proof. The long exact sequences of the pair (M = S? x §?, L = Lyq) and the Hurewicz
maps yield the commuting diagram

0O — mM) —> ayM,L) —— m(L) —— 0

N

Hy(L) —> Hy(M) ——> Hy(M,L) — H(L) —> 0

Here the first horizontal map in the lower row is zero because L bounds the solid
torus Tyq = E x Dy in S? x S where E C S? denotes the equator. Now the
middle vertical map is an isomorphism by the five lemma, and the generators
of Hy(M, L) are obtained from the generators [S2 x ptl, [pt x §2] of Hy(M) and
[E x pt], [pt XxE] of H{(L). O

3. Standardisations

In this section we show how to deform a relative symplectic fibration to make it
split (in a sense defined below) near the symplectic sections X, ¥’ and near one
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fibre F. In particular, the standardised fibration will have trivial holonomy in these
regions. This provides a convenient setup for the discussion in Section 4.

3A. Pullback by diffeomorphisms. In this subsection, we show how to put a rela-
tive symplectic fibration & into a nicer form via pullback by diffeomorphisms. Note
that this is not really changing & but just looking at it from a different angle. We
will see that using pullbacks we can either standardise all data except the symplectic
form w, or all data except the foliation F. So the nontriviality of a relative symplectic
fibration only arises from the interplay of w and F, as measured by the holonomy
of the corresponding symplectic connection.

In order to establish a clean picture of what can be achieved by pullbacks, we will
prove some results in stronger versions than what we actually need in the sequel.

Fixing the fibration. We begin with a useful characterisation of diffeomorphisms
that are trivial on homology. Recall the generators A = [S? x pt] and B = [pt x 5?]
of Hy(5? x §?).

Lemma 3.1. A diffeomorphism ¢ of S* x S? is trivial on homology if and only if it
is orientation-preserving and satisfies ¢.(B) = B.

Proof. The “only if”” is clear, so let us prove the “if”’. Let us write ¢,(A) =mA+nB
for integers m, n. Since ¢ is orientation-preserving, it preserves the intersection
form on H>(S% x S?) and we obtain

1 =¢4(A)-¢p(B)=(mA+nB)-B=m,
0=¢.(A)-¢.(A) = (A+nB)-(A+nB) =2n.

This shows that ¢, A = A, so ¢, is the identity on H>(S5? x §?). O
Our first normalisation result is:

Proposition 3.2 (fixing the fibration). Let & = (F, w, L, X, ') be a relative
symplectic fibration of M = S* x S% Then there exists a diffeomorphism ¢ €
Diffia(M) such that ¢~ (&) = (Fya, ¢*®, Lga, So, Sec)-

Proof. Consider the fibration p : M — X defined by F and pick an orientation-
preserving diffeomorphism u : ¥ — S% Then u o p : M — S? is a fibration
by 2-spheres. Since m; Diff, (%) classifies S2-bundles over S? and Diff (5%)
deformation retracts onto SO(3), there are up to bundle isomorphism precisely
two S2-bundles over S2: the trivial one pL: §2 x §2 — $? and a nontrivial one
X — S The total space X of the nontrivial bundle is the blow-up of CP? at one
point, which is not diffeomorphic to S* x S (e.g., their intersection forms differ).
Thus the nontrivial bundle does not occur, and we conclude that there exists a
diffeomorphism ¢ : M — M such that the following diagram commutes:
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~1
2% P, g2xs?

I |

» 45 5?

Moreover, the restriction of ¢ to each fibre is orientation-preserving, which implies
the ¢ itself is orientation-preserving. Since the fibres of p and p; all represent the
homology class B, it follows that ¢, B = B and thus ¢ € Diffjg(M) by Lemma 3.1.
After replacing & by ¢~!(&), we may hence assume that F = Fyq and p = p.

The section ¥ of p; : §%x 2 — S2 can be uniquely parametrised by z— (z, f(z))
for a smooth map f : S — S° After a preliminary isotopy we may assume that
f(zo) = S equals the south pole S at a base point zg € S% Then f represents
a class in 7 (S?, S). Now by Hurewicz’s theorem, (82, S) = H,(S?). Since
[Z]1=A=[5*x ptl, the class of f is trivial in H>(S?), and thus in 75(S2, S), so
that f is nullhomotopic. By smooth approximation, we find a smooth homotopy f;
from the constant map fo = S to f; = f. Now we use (a fibred version of) the
isotopy extension theorem to extend the family of embeddings S* x {S} — M,
(z, §)+— (z, fi(z)) to afamily of fibre-preserving diffeomorphisms ¢, : M — M with
¢o =1id. After replacing S by ¢1_1 (&), we may hence assume that ¥ = §? x {S} = Sp.
Now we repeat the same argument with X’ (this time it is even simpler because
$2\ {S} is contractible) to arrange X' = S$?2 x {N} = Swo.

Now the torus L is fibred by p; : §? x (8% \ {N, S}) — S2 By an isotopy of the
base S? we can move the embedded curve p;(L) to the equator £ C § 2 Let e(t),
t € R/Z, be a parametrisation of the equator E and consider the loop of embedded
closed curves A; := LN pl_l(e(t)) in the fibre S% After a further homotopy we
may assume that Ay = E. Pick a smooth family of diffeomorphisms g, : $* — S,
t € [0, 1], such that gg = id and g,(E) = A, for all . Moreover, we can arrange
that g,(N) = N and g,(S) = S for all r. Then g; satisfies g;(E) = E as well
as g1(N) = N and g((S) = S. We can alter g; so that g; fixes E pointwise. By
[Smale 1959, Theorem B, the group Diff(D?,  D?) of diffeomorphisms of the disk
that are the identity near the boundary is contractible. So we can alter g, further
(applying this to the upper and lower hemispheres) so that g; = id. This may first
destroy the conditions g,(N) = N and g;(S) = S, but they can be reinstalled by a
further alteration. Now we again use (a fibred version of) the isotopy extension
theorem to extend the embedding E x S2< M, (e(r), w) — (e(?t), gr(w)), toa
fibre-preserving diffeomorphism ¢ : M — M isotopic to the identity. Then ¢~ (&)
has the desired properties and the proposition is proved. O

Proposition 3.2 has the following 1-parametric version. Let us fix closed
neighbourhoods Ufp x S? of the fibre F = {zp} x $? and S? x (Up U U L1 Ug)
of So I Seo LI (82 x E), where U, Uy, Us, are disks containing zp, S, N and



HAMILTONIAN UNKNOTTEDNESS OF CERTAIN MONOTONE LAGRANGIAN TORI 439

Ug C §? is an annulus containing the equator E. For a relative symplectic fibration
G=(F, o, L, 2, ¥)weset 3P :=(F,L, %, %).

Proposition 3.3 (fixing the fibration — parametric version). Let &, = (F;, wy,
L:, s, X))iefo.1] be a homotopy of relative symplectic fibrations of M = 52 x §2
Then there exists an isotopy of diffeomorphisms ¢, € Diffiq(M) with ¢g = id such
that q&t_] (&) = (Fo, ¢ wy, Lo, X, Z()). Moreover, we can arrange the following
properties:

G If GEOP = 6;’5 near Up x S for all t, then ¢, =id on Ur x S? for all t.

i) If GEOP = G;)éj near S* x Ug for all t, then ¢; =id on S*> x Ug, for all t. If in
addition G,° = & = G} near §? x (Ug L Uw), then ¢1(z, w) = ( fo(2), w)
for (z, w) € S? x Uy and ¢1(z, w) = (foo(2), w) for (z, w) € §? x Uy with
fo. fao € Diff (52).

Proof. Pick a smooth family of sections f)t of F; (e.g., f], 3;) and orientation-
preservmg diffeomorphisms u; : 5, > 82 Composing the u, with the projections
M-S, along F; yields a family of 2-sphere bundles p, : M — S? whose fibres are
the leaves of F;. By the covering homotopy theorem [Steenrod 1951, Theorem 11.4],
the 2-sphere bundle

P:[0,11x M — [0, 1] x §2, (1, x) — (¢, p:(x)),

is equivalent to the pullback of the bundle py : M — S? under the projection
[0, 1] x S? — S2; i.e., there exists a diffeomorphism @ : [0, 1] x M — [0, 1] x M
such that the following diagram commutes:

—1
0. 1]xM —2— [0, 1]x M

lP lidx Po

[0.1]x §2 —9 5 [0,1] x 52

It follows that ® (¢, x) = (¢, ¢;(x)) for diffeomorphisms ¢, : M — M with ¢y = id
and p; o ¢; = po; hence ¢; 1(]-",) = JFp. After pulling back &; by ¢; we may
therefore assume that 7, = Fy for all #. The data (L,, X;, X/) is dealt with as in the
proof of Proposition 3.2 and can thus be pulled back to (Lo, X9, (). It remains to
arrange the additional properties (i) and (ii).

For (i), suppose that 6t0p 6;)}; on Uy x S? for some open neighbourhood Ur
of Ur. Then we can choose the sections f), such that i, N (ﬁp x §%) = l~/F X {wo}
for some wy € S2, and the diffeomorphisms u; to restrict to the identity map
UF x {wp} — Up It follows that p; |pr52 Up x 8% UF is the projection onto the
first factor; thus ¢, (z, w) = (z, g;.;(w)) for (z, w) € U F X S? with diffeomorphisms

8.1 S? — §? satisfying go, = id. Replacing g; . by g, := 8p(2)1,z With a smooth
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cutoff function p : S — [0, 1] which equals 0 on Uf and 1 outside U F, We obtain
new diffeomorphisms ¢, which equal the identity on Uy x S for all ¢.

For (ii), suppose that GEOP = 6;(:; on S? x Ug. Then we choose the sections
%, := 52 x {wp} for some wy € E and the diffeomorphisms u, to be the identity map
S2 x {wo} — S so that p,(z, w) =z for (z, w) € §' x Ug. Foreach (t, z) € [0, 1]x 52
define

o=l Py (@ by (@)
By the smooth isotopy extension theorem, the embeddings

& v {2} x U = py ()

extend to a smooth family of diffeomorphisms v, ; : p, )— Po '(2) with Yo, =1d.
It follows that the diffeomorphisms ¢; ; := ¢; ; o Y, ; restrict to the identity on
{z} x Ug, so they fit together to a family of diffeomorphisms ¢, : M — M satisfying
&0 =1id and qE, =idon §2 x Ug. After renaming ¢~5, back to ¢; we have thus shown
the first assertion in (ii).

Finally, suppose in addition that GBOP = thOp = 62?}; near S% x (U LI Us). This
implies that po(z, w) = go(z) and p(z, w) = ho(z) for (z, w) € §? x Uy, with
80, ho € Diff | (S?). For each z € S? the diffeomorphism ¢ , : p; ' (z) = p; ' (2)
constructed above restricts to the identity on {z} x Ur. Hence the restrictions

A1zl ig oy {80 @) x Up = pr @\ ({2} x Ur)

define an S2-family of embeddings of the closed disk Uy into the component of
$2\ Ug containing the south pole (which is an open disk). Since we can deform
the embeddings to linear ones by shrinking the disks, and 7y GL (2, R) = {0}, this
family is smoothly homotopic to the constant family of inclusions Uy < §?\ Ug.
So we can modify the family of diffeomorphisms ¢, : M — M near t = 1 to arrange
¢1(25 " (), w) = (g (2), w) for (z, w) € §? x Up; hence $1(z, w) = (fo(2), w)
for (z, w) € $? x Uy with fo := hy' o go € Diffy(5?). The disk Ux is treated
analogously. U

Fixing the symplectic form. Our next result is an easy consequence of Moser’s and
Banyaga’s theorems. Since it will be used repeatedly in this paper, let us recall the
latter [Banyaga 1978, Théoréme 11.2.1] for future reference.

Theorem 3.4 (Banyaga’s isotopy extension theorem [1978]). Let (M, w) be a
symplectic manifold and \r;, : M — M a smooth isotopy with Vg = id such that
each , is symplectic on a neighbourhood of a compact subset X C M. Suppose
that | » Wi wis constant in t for each o € Hy(M, X). Then there exists a symplectic

isotopy ¢, with ¢g = id and ¢;|x = V| x.
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Proposition 3.5 (fixing the symplectic form — parametric version). Let G, =
(Ft, @1, Ly, X4, X))ieq0.1] be a homotopy of relative symplectic fibrations of M =
S2 x 8% Then there exists an isotopy of diffeomorphisms ¢, € Diff,q(M) with ¢y =id
such that d),_l(Gt) = (]T",, wo, Lo, 2o, E(/)) for some family of foliations ]7",.

Proof. First, Moser’s theorem provides an isotopy of diffeomorphisms ¢, : M — M
with ¢9 = id such that ¢ w, = wy. After replacing S, by o~ H(S,), we may hence
assume that w;, = wq for all 7.

Next, consider the isotopy of submanifolds X; := L, LI ¥, LI ] of (M, wy).
Let us write (using the smooth isotopy extension theorem) X, = 1, (X¢) for dif-
feomorphisms v, : M — M with ¥y = id. Since L, is Lagrangian and %, L1 X;
is symplectic, the Lagrangian and symplectic neighbourhood theorems provide a
modification of ¥, which is symplectic on a neighbourhood of Xj.

We claim that the symplectic area f 0,0 is constant in ¢ for each o € Hy(M, Xj),
where we define oy := (Yy).0 € Hy(M, X;). To see this, note that the map
Hy(M, Lo) — Hy(M, Xo) is surjective because H; (X LI E(’)) = 0. So it suffices
to prove the claim for classes o € Hy(M, Ly) = mp(M, Lo). Now recall that the
Lagrangian tori L, are monotone with respect to wg. Since the Maslov class p(o;)
of L, is constant in ¢, so is the symplectic area fa, wo by monotonicity and the claim
is proved.

In view of the claim, (X, ¥,) satisfies the hypotheses of Banyaga’s theorem,
Theorem 3.4. It follows that the smooth isotopy i, can be altered to a symplectic
isotopy ¢; with ¢9 = id and ¢;(Xo9) = X,;. This is the desired isotopy in the
proposition. (|

A nonparametric version of Proposition 3.5 is much more subtle and will be
discussed in Section 4H.

3B. Standardisation near a fibre. Let us pick the point zo := (1,0, 0) on the
equator E in the base, so that F := pfl(zO) is a fibre of Fyq intersecting Lgyq in
the equator E. The following proposition shows that we can deform every relative
symplectic fibration to make the triple (F, w, L) standard near F.

Proposition 3.6 (standardisation near a fibre). Every relative symplectic fibration
S = (Fgd, @, Lyq, X, ') is homotopic to a fibration of the form & = (Fyq, @,
Lyq, X, ¥') such that & = wgq on a neighbourhood of the fibre F.

The proof is given in [Ivrii 2003, Lemma 3.2.3]. For convenience, we recall the
argument. It is based on two easy lemmas.

Lemma 3.7. Let E denote the equator and Dy, the lower hemisphere in S* C R>
Let o be a symplectic form on S? cohomologous to ogq such that f 0 = % Then
there exists an isotopy of diffeomorphisms h, : S — S? with ho = id such that
hi(E) = E forall t and hjo = 0gq.
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Proof. We apply Moser’s theorem to o; := (1 — t)ogyg + to to find an isotopy of
diffeomorphisms f; : 52 — §2 with fo=1id and f;*0; = oyq. Since f by, Ot = % for
all ¢, the ogq-Lagrangians ffl(E ) all bound disks of ogq-area % Hence Banyaga’s
theorem, Theorem 3.4, yields oyq-symplectomorphisms g, : S — S? with gy = id
and g,(E) = ft_l (E), so hy := f; o g; is the desired isotopy. O

Lemma 3.8. Let w be a symplectic form on M = S* x §* compatible with the
standard fibration py : M — S% Let § C S? be an embedded closed arc passing
through zo. Then every symplectomorphism h : (F, ogq) — (F, o|F) extends to a
diffeomorphism r between neighbourhoods of pl_] (8) preserving the fibres over §
and such that ¥*w = wggq.

Proof. Parallel transport in N := pl_1 (8) with respect to wgqg from pl_1 (z) to F and
then with respect to w from F' to pl_1 (z) yields a fibre-preserving diffeomorphism
¢: N — N extending i with ¢*(w|n) = (wgd)|n. By the coisotropic neighbourhood
theorem, ¢ extends to the desired diffeomorphism 1. ([

Proof of Proposition 3.6. By Lemma 3.7, there exists an isotopy of diffeomorphisms
h; : F — F with hg =1id, h;(E) = E and h}(w|r) = 0g4. Let § C E be an arc in
the equator in the base passing through zo. By Lemma 3.8, the diffeomorphisms #;
extend to diffeomorphisms ¥/, between neighbourhoods of pl_l (8) preserving the
fibres over 6 such that o =id and V/{' @ = wgq. Thus the pullback fibrations v/, Fgq
and the pullback tori wt_l (Lgtg) coincide over § with Fgq and Lgyq, respectively (the
latter holds because lﬁt_l (L) is obtained by parallel transport of {zo} x E along §).
Therefore, we can restrict the ¥, to a smaller neighbourhood V = pl_1 (V') of F and
extend them from there to diffeomorphisms y; : M — M preserving Lgqg (which
equal the identity outside a larger neighbourhood of F) such that xo = id. Then the
pullbacks X,*I(G) satisfy x{@ = wgq on V and Xfl(}"std) = Fsq ON pf1(8) nVv.
So far we have just put G into a more convenient form by diffeomorphisms,
but now we will modify it. Note that the fibres of Fyq near pl_l(é) NV are C'-
close to those of X;_l(]:std) and therefore symplectic for x,;w. Hence we can
deform the foliations Xt_l(]:std) to foliations F; with Fy = Fgq, keeping them
X, w-symplectic and fixed on pl_l((S) NV and outside V, such that 7, = Fyq
on a neighbourhood U C V of F. This yields a homotopy of relative symplectic
fibrations &, := (F;, x; @, Lgd, x; (), %, (E')) with &g =& such that F, = Fyq
on U for all ¢ and x{w = wyq on U. Finally, we apply Proposition 3.3 to this
homotopy (ignoring the symplectic sections) to find an isotopy of diffeomorphisms
¢ : M — M with ¢y =id such that ¢, ! (F1) = Fga and ¢, ! (Lgtd) = Lgq. Moreover,
by Proposition 3.3(i) we can arrange that ¢; =id near F. Then ¢} x{ @ = wyq near F,
so the end point ¢, 1(&)) of the homotopy ¢, 1(&,) is the desired relative symplectic
foliation &. ([l
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Remark 3.9. Even if in Proposition 3.6 the sections ¥, X’ in & are the standard
sections Sp, S, this will not be true for the sections in & unless the original sections
were horizontal near F. This will be remedied in the following subsection.

3C. Standardisation near the sections. Consider a relative symplectic fibration
of the form & = (Fyq, w, L, So, Seo) With the projections py, ps : §2x 82 52
onto the two factors.

Definition 3.10. We say that w is split on a neighbourhood
W= (Ur x $) U (8% x Up) U (52 x Uyo)
of F U SyU S, if there exist symplectic forms og, 0 on S2 such that

" w = pioo+ py0qa  on the set Wo = (Ur x S?)YU(S? x Up),
w = pj0s+ P30qa on the set Woo = (U X Sz) U (52 X Uso).
Here the forms o and o, may differ, but they agree on Ur. Note that if w is
split, then in particular the sections S, and Sy are horizontal. Moreover, parallel
transport of the symplectic connection defined by w equals the identity on the region
where w is split.
The following is the main result of this section.

Proposition 3.11 (standardisation near a fibre and the sections). Every relative
symplectic fibration G = (Fgq, @, Lgd, So, Seo) is homotopic to one of the form S =
(Fstd, @, Lstd, So, Soo) such that @ is split on a neighbourhood W of F U Sy U Seo.

The proof of this proposition will occupy the remainder of this section. Standard-
isation near a symplectic section is more subtle than near a fibre because the section
need not be horizontal, so it takes a large deformation to make it symplectically
orthogonal to the fibres.

We first consider the local situation in R* = C? with the standard symplectic form
Qo=dx ANdy+durdv in coordinates z=x+iy, w=u-+iv. Let S={w=f(2)}
be the graph over the z-plane of a smooth function f = g +ih : R> - R? with
f(0) =0. Orient S by projection onto the z-plane. The pullback of €2y under the
embedding F(z) = (z, f(2)) equals

F*Qo=dx ndy+dgndh=(1+detDf)dx Andy.
Thus S is symplectic (with the given orientation) if and only if
1+detDf > 0.

For a smooth function ¢ : [0, c0) — R consider the new function

f@=¢zD) f ().
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We now derive the condition on ¢ such that the graph of fis symplectic. We will
see that it suffices to do this for linear maps f, so suppose that f(z) = Az for a
2 x 2 matrix A. We compute for r := |z| > 0,

Df(Z):¢(r)Df(Z)+¢’(r)f(z)<§) =¢C d)r(r) 22

afoon - £0:2)

det(¢(r)1+ @Zzt) — det <¢+(¢>//r)x2 (@' /r)xy )

Since

(@'/r)xy ¢+ (' /r)y?
=¢>2+¢"’ (2497 = ¢ + e,

we have det Df = (¢p> +r¢¢’) det A. This proves:

Lemma 3.12. Let f(z) = Az be a linear function R> — R? with 1 +det A > & > 0.
Let ¢ : [0, 00) — R be a smooth function with ¢ (0) = ¢’(0) = 0. Then the graph of
f @) :=¢(z]) f(z) is symplectic provided that for all r > 0,

@ 0= 60 +rp()P() < 1.

Lemma 3.13. For every 0 < ¢ < 1 and § > 0 there exists a smooth family of
nondecreasing functions ¢, : [0, oco) — [0, 1], s € [0, 1], satisfying (2) such that
¢s(r)=s forr <8 and ¢s(r) =1 forr > 28//e.

Proof. For r > 0 define ¥ (r) by ¥ (r) := r’¢(r)>. Then /' = 2r(¢p> + rép¢’), so
(2) is equivalent to
2r

Y'(r) < I

This will be satisfied if ¢ solves the differential equation

Then v (r) = r?/(1 — & /4) + ¢ for some constant ¢ and

L€
l—e/4  r?

P (r) =

We fix the constant ¢ by ¢(8) =0 to ¢ = —82/(1 — &/4) and obtain

1—68%/r?

200y —
=T
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St
after
(0,1)  deformation
{0} x R >

(0} x R?

S* =5}

St

0, 2)

Figure 4. The family of foliations S%.

This is an increasing function with ¢(§) =0 and ¢ (y) = 1 at the point y = 28//e.
Now observe that if a solution of (2) satisfies ¢ (rg) > 0 and ¢’ (r¢) > O for some
ro > 0, then we can decrease the slope to 0 near rg and extend ¢ by ¢ (r) = ¢ (rg)
for r > ry (or r < rp) to a smooth solution of (2). Applying this procedure at ro = §
and rg = y yields the desired function ¢ for s = 0. For s > 0, we obtain ¢; by
smoothing the function max(s, ¢o). O

Lemma 3.14. Let A C R? be compact and (S*)5en be a smooth foliation of a region
in (R*, Qo) by symplectic surfaces S* intersecting the symplectic plane {0} x R?
transversely in (0, A). Then for every neighbourhood W C R* of {0} x A there
exists a neighbourhood U C W of {0} x A and a family of foliations (SSA)SG[OJME,\
with the following properties (see Figure 4):

(i) S = S*and SA S* outside W.
(ii) SA is symplectic and intersects {0} x R? transversely in (0, 1).
(iii) S} =R?x {A}in U.
Moreover, for every A with S* = R? x {A} in W we have S = S* for all s.

Proof. After shrinking W, we may assume that in W each surface can be written as
a graph $* = {w=XA+ f*(z)} over the z-plane with f*(0) = 0. After a C'-small
perturbation of the surfaces in W (which keeps them symplectic) we may assume
that the f* are linear functions f*(z) = A*z. Symplecticity implies det A* > —1.
Since A is compact, there exists an & > 0 with det A* > —1 4+ ¢ in W for all A.
Moreover, we may assume that the e-neighbourhood of A is contained in W. Pick
8 >0so small that 2§//¢ < e. Let ¢ : [0, 00) — [0, 1], s €[0, 1], be the functions of
Lemma 3.13 and define f}(z) := é1-s(|z]) f*(z). By Lemma 3.12, the graph S* of
/s * satisfies conditions (i)—(iii) of the proposition, where U is the §-neighbourhood
of A. Note that if $* =R? x {A} for some A, then f*(z) =0 and thus SA S* for all s.
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It only remains to verify that the surfaces (S?‘) rea form a foliation for each s,
or equivalently, that the map Fy : B%(g) x A — R*,
F(z, 2) = (2, A+ [} () = 2. A+ 1|2 A*2),

is an embedding. For injectivity, suppose that Fy(z, A) = Fy(z’, A'). Then z = 7’/
and A — ) = —¢1_(Jz]) (A" — A’v)z. This implies

= < | A* — A¥ | |z] < e]|A* — AV

Since A* depends smoothly on A, there exists a constant C such that ||A* — A¥ | <
C|r—)'|. For ¢ < 1/C it follows that A = A". For the immersion property, consider
the differential

fr
1 o>, Bs=fé

DF(z,A) =
S(Z ) (szs}\. 1+BS a)\'

This is invertible if and only if the matrix

9A*
1+B,=1 +</)1fs(|z|>a—/\z

is invertible. By smoothness in A, there exists a constant C with

IA* < Clzl
a2 = clal
Then for e < 1/C we get
dA*
d1—s(Iz)) —z|| < Clz] < Ce < 1,
oA
which implies invertibility of 1+ Bj. O

Proof of Proposition 3.11. We deform the given relative symplectic fibration
6 = (Fsd, ®, Lgd, So, Seo) in four steps.

Step 1. By Proposition 3.6, G is homotopic to &= (Fad, @, L, f) s ) such that
@ = wgg on a neighbourhood of the fibre F' = {zp} x S2. The sections f?, ¥/ intersect
the fibre in points (zo, ¢) and (zo, ¢"). After pulling back S by a symplectomorphism
(z, w) — (z, g(w)), where g : S — S? is a Hamiltonian diffeomorphism preserving
the equator and mapping the south pole S to ¢ and the north pole N to g/, we may
assume in addition that ENF = (z¢, S) and £'NF = (z9, N). By Lemma 3.14 (with
A={0}, = Y and F = {0} x R? in local coordinates), we can deform ¥ such that
it agrees with Sy = S x {S} near £ N F. Since the section & is isotopic to Sy, there
exists an Fyq-preserving diffeomorphism isotopic to the identity and fixed near
Lgq and F mapping Sy to s By pulling back everything by this diffeomorphism
we arrange that the new symplectic section is T =S,. By the same arguments we
arrange 3 = Seo- Note that the foliation at the end of this step is still Fgyq.
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Step 2. As in the proof of Proposition 3.6, using the symplectic neighbourhood theo-
rem, by pulling back by an isotopy of % x S fixed near F we can arrange in addition
that the new symplectic form @ satisfies @ = wgqg near Y= So (but the foliation
becomes nonstandard). The same arguments apply to the other section ¥’ Thus &
is homotopic to a relative symplectic fibration of the form G= (f , @, Lgd, So, Seo)
with the following properties: @ = wgq and F = Fya near the fibre F = {zo0} x S2,
and @ = wgyq near the symplectic sections Sy and So.

Step 3. Next, we adjust the foliation F near SoU Sx. Consider first Sy. Take a com-
pact subset A C S2\ {zo} such that F= Fsd on a neighbourhood of (S2\int A) x S%
We identify A with a subset of (R%, dx Ady), and a neighbourhood of A x {S} in
S? x §? with a neighbourhood W of {0} x A in (R*, Qo), by a symplectomorphism
of the form (z, w) — (f(w), g(2)). Under this identification, F corresponds to a
symplectic foliation of W transverse to {0} x A and standard near dA x R% By
Lemma 3.14, F can be deformed in W, keeping it fixed near d A x RZ, to a symplectic
foliation that is standard on a neighbourhood U of {0} x A in R* Transferring back
to S? x §? and performing the same construction near Ss,, we have thus deformed
G to a relative symplectic fibration S = (F, ®, Lgd, So, So) satisfying @ = wgy
and F = Fyq near the set F U Sy U Soo. This was the main step. It only remains to
deform F back to Fyg.

Step 4. Let &, be the homotopy of relative symplectic fibrations from Sy =
S to &, = & constructed in Steps 2 and 3. By construction, it satisfies the
additional properties (i) and (ii) in Proposition 3.3 for disks Up, Uy, U containing
20, S, N and an annulus Ug C S? containing the equator E. Hence there exists
an isotopy of diffeomorphisms ¢, € Diffig(M) with ¢g = id such that ¢, ! (6)) =
(Fstd, @7 o1, L, i, f]/). Moreover, ¢, = id on Up X S2 for all 1, ¢1(z, w) =
(fo(2), w) for (z, w) € §% x Up, and ¢ (z, w) = (fo(2), w) for (z, w) € §? X Uso,
with fo, fso € Diff,(S?). It follows that

drwr = plfiowa+ piosa  on Wo = (Up x $*) U (S* x Up),
dfwr = pifEowa+ Piowa  on W = (Up x SH U (S? x Us),

so ¢jwy is split on W = Wy U Wy, and ¢, 1(&,) is the desired homotopy. This
concludes the proof of Proposition 3.11. U

Remark 3.15. Replacing Step 4 of the preceding proof by a more careful deforma-
tion of the foliation F (not by diffeomorphisms but keeping it symplectic for @),
we could arrange @ = wgqg near F U Sy U Sy in Proposition 3.11. As the class of
split forms is better suited for the modifications in the next section, we content
ourselves with making @ split near F U Sp U Sec.
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4. Killing the holonomy

In this section we will deform a relative symplectic fibration to kill all the holonomy
and conclude the proof of the main theorem. A crucial ingredient is the inflation
procedure from [Lalonde and McDuff 1996].

4A. Setup. Recall that Fyq is the foliation on S? x §? given by the fibres of the
projection p; onto the first factor, So = S 2% {S}and Sy = S% x {N} are the standard
sections, F = p]_1 (zo) is the fibre over the point zg = (1, 0, 0), and the Clifford torus
Lyg = E x E is the product of the equators. In the following, we identify Sy with
the base S? of the projection py; i.e., we identify p; with the map (z, w) — (z, S)
sending each fibre to its intersection with Sp.

Our starting point is a relative symplectic fibration G = (Fyq, @, Lgid, S0, Soo)
as provided by Proposition 3.11 such that w is split on a neighbourhood W =
(Up x SH U (8% x Up) U (S% x Usy) of FUSyU Sso. In particular the sections
S0, Seo are horizontal for the symplectic connection. After pulling back & by a
diffeomorphism of the form (z, w) — (¢ (z), w) (keeping the same notation), we
may replace Ur by the ball

B:={(x,y,2)e 8 |x>—-L],

S

so that w now satisfies

3 w = pjoo+ p504a  on the set Wy = (B x S2)YU(S? x Up),
® = pi0sc + P50qa  On the set Woo = (B % S2)U(S? x Uso).

Consider the usual spherical coordinates (A, n) € [—%, %] x [0, 2] on the base
S? centred at zg. Thus A denotes the latitude and u the meridian, and zg lies at
(A, u) = (0, 0); see Figure 5.

Denote by C* the circle of latitude A in the base and by ¢* the symplectic parallel
transport around C* parametrised by p € [0, 277]. Since the starting and ending
points of the parametrisation of C* are contained in B for all A and the symplectic

CA

B

Figure 5. Circles of latitude and the set B.
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form w equals pyoo+ p50gq over B, we can regard ¢* as living in Symp(Sz, Ogtd)
for all A. Moreover, the maps ¢* have the following two properties:

(i) Since C* C B for all |A| > 7 and the form o is split on B x S2, we have
)\. o
¢* =id for |A| > 7.
(i) Since w is split on §? x (UyUUs), each ¢* restricts to the identity on UyUUsx.
Under stereographic projection S\ {N} — C from the north pole N, the standard

symplectic form on S? corresponds to the form

)
— ' drnde
a(l+r22

in polar coordinates on C. We pick a closed annulus

Ostd =

A={zeCla<|z]<b}CC=5*\{N}

with a > 0 so small and b > a so large that 0 A C UpUU,. According to properties (i)
and (ii) above, parallel transport along C* then defines maps ¢* € Symp(A, dA, o)
(i.e., symplectomorphisms that equal the identity near d A; see the Appendix) that
equal the identity for [A| > 7. In particular, [—%, %] > A > ¢* defines a loop in
the identity component Symp, (A, dA, oxq). Consider the loop of inverses

Y= (M

Since Lgq = E x E is invariant under parallel transport, the map ¢°, and thus v/°,
preserves the equator E.

4B. A special contraction. According to Proposition A.4, the loop ¥* is con-
tractible in Symp,(A, 0A, oyq). However, in order for the inflation procedure
below to work, we need a special contraction v with the property that *(E) = E
for all s € [0, 1]. Here we identify the equator E in S? via stereographic projection
with the circle E = {|z| = 1} C A.

Proposition 4.1. There exists a smooth contraction lﬁSA € Symp(A, A, ogq) of
the loop Y¥*, with (s, A) € [0, 1] x [%, %], such that

@) wé =id and 1//1)‘ = y* for all A,
(i1) W? =id for |A| = % and all s,
(ii1) 1//;\ is constant in s near s =0and s =1,
(iv) YX(E) = E forall s.
Proof. Since the holonomy ¥ along the equator in the base preserves the equator E
in the fibre, Lemma A.5 provides a path «(f) € Sympy(A, A, o5q) from the

identity to ¥° which preserves E for all t. We split the loop v* into two paths
81 = {wk}ke[_ﬂ/z,o] and §; := {wk}xe[o,n/Z]- Using these, we define two loops
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v y Ve
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Figure 6. Construction of the special contraction ‘PSA-

y) := &1 %« and y, ;= « * &p, where * means concatenation of paths and & denotes
the path « traversed in the opposite direction; see Figure 6. By Proposition A.4,
these loops are contractible in Symp,(A, 0A, osq), so we can fill them by half-
disks Dy, D, in Sympy(A, 9A, o4q). Gluing these half-disks along o yields a map
U : D — Sympy(A, 0A, owq) from the unit disk D C C which restricts to the
loop ¥* on @D (starting and ending at —i) and to the path o on the imaginary axis.
The composition of ¥ with the map

n:[0,11x[-%.2] > D, (s,0) > (s — Di+se!@2,

(see Figure 7) then has properties (i) and (iv) of the proposition. By smoothing and
reparametrisation we finally arrange properties (ii) and (iii) to obtain the desired
contraction ¥ O

4C. A special Hamiltonian function. Now, we construct a family of time-dependent
Hamiltonians generating the contraction v of the previous subsection. We begin
with a simple lemma.

Lemma 4.2. Let (M, w = d)\) be an exact symplectic manifold. Let ¢, : M — M
be a symplectic isotopy starting at ¢y = id generated by the time-dependent vector
field Xy, i.e., (d/dt)p; = X; o ¢s. Then 1x,w = d H, for a smooth family of functions
H;:M — R ifand only if ¢ A—\=dF; for a smooth family of functions F, : M — R.
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Figure 7. The reparametrisation 1

Moreover, F; and H; are related by the equations

t
F,:/ (Hy+ix M) odsds, Hy=Fop ' —ixh
0

Proof. Assume first that 1y, = d H;. Then using Cartan’s formula we find

¢;m—)\:/ di(quk)ds:/ ¢*(Lx. 1) ds
0 0

S
t t
=/ ¢:(txsd)\.+dtxs)\.)ds=d/ (I‘I_y—l-txx)\.)od)sds,
0 0

50 ¢ h—r=dF, holds for F, := [ (H;+tx,A)o¢ ds. Conversely, if g7 1—1=d F},
then we differentiate this equation to obtain

dF, = E(d)’ A) =@, (dix, A+ 1x,dr),

which shows that ix,dA = d H; holds for H; := F[ o¢t_1 —ix, A O

Now let ¥} € Symp, (A, dA, oyq) be the special contraction from Proposition 4.1.

Let
-1

=———db

2(1+r))m
be the standard primitive of oyg (any other primitive would also do). Then for each
(s, ) the 1-form o := (¥})*Aga — Asa ON A is closed and vanishes near dA. So
by the relative Poincaré lemma,

)‘std

(ws)h)*)\std - )Vstd = dF‘)\

for a unique smooth family of functions F that vanish near the lower boundary
component d_A = {a} x S! of A. (We can define F}(w) := fyw o along any
path y,, from a base point on d_A to w, which does not depend on the path because

every loop can be deformed into 9_ A where ! vanishes.) Note that F* will be
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constant near the upper boundary component 3, A = {b} x S, where the constant
may depend on s and A.

By Lemma 4.2, the family F” is related to a smooth family of Hamiltonians H &

generating the isotopy ¥ (for fixed 1) by the formula

A
A= o ) b
as s

where (d/dt)y} = X} oyr*. By construction, H* vanishes near the lower boundary
component d_A of A and it is constant near the upper boundary component 9 A
(where the constant may vary with s and A). Further, since 1//? is constant near its
ends in both s and A, we have ﬁsk =0 for [A| > 7 and for s < 2¢, s > 1 —2¢ with
some ¢ > 0.

Note that, since ¥ preserves the equator, the Hamiltonian vector field X9 is
tangent to £ for all s. So the restriction PNIXO| g is constant for all s and defines
a function H £(s). For reasons that will become clear in the next subsection, we
wish to modify H to make this function vanish. For this, we pick a smooth cutoff
function p : R — [0, 1] with p(0) = 1 and support in [—%, %] and define

H} == H} — p(\ HE (s).

Since H} differs from ﬁf only by a function of s and A, it still has the same
Hamiltonian vector field and thus still generates the family v/*. By construction,
H depends only on s and A near the boundary 8 A (with possibly different functions
at the two boundary components), HS)‘ =0for |A| > % and for s <2¢, s > 1—2¢, and

HY|g =0 foralls.
We define in spherical coordinates on the base the squares
Q:={(u,2) e S\ (N, S} |[2e <pu<1-2e |2 <2},
O:={(w M eS\(N,S}e<p=<1-e A <5}

Note that Q C int Q and Q C int B, where B is the region defined at the beginning
of this section over which w is split. The family H} constructed above gives rise
to a smooth function

HZ@XA—)R, (k,u,w)HHli‘(w).
Let us write the fibre sphere as
5% = Cap, UA U Capg,

where Capy and Capg denote the northern and southern polar caps, respectively.
Then we can extend H firstto Q x S? by the corresponding functions of (A, 1) on the
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¢" is realised here Q N C*; ¥ shall be realised here

Figure 8. The path Q N C* and B N C*.

southern and northern polar caps, and then to all of S? x S? by zero outside é x §2.
We still denote the resulting function by H : §? x S — R. By construction, H has
support in Q X S, it depends only on (A, n) outside Q x A, and H(O, u)|g =0
for all i, where we set H(\, ) := Hlp—l()hﬂ).

1

4D. A special symplectic connection. Recall that we consider a relative symplectic
fibration (Fgq, @, Lgd, So, Seo) such that the symplectic form w is split on the set
(B x S?)U(S? x (UypUUy)). Our current goal is to change the symplectic form w,
in its relative cohomology class in H 2(8% x 82, Lyq; R), to a form o’ which has
trivial holonomy around the circles of latitude. To explain the idea, consider a
circle of latitude C* (see Figure 8). As the symplectic form is split over B, its
parallel transport equals the identity along the part of C* lying within B, so the
holonomy ¢” is realised by travelling along the part of C* outside B.

The idea is now to modify w to o’ such that the symplectic connection of @’
agrees with that of w outside Q x S? and realises the inverse holonomy ¥* along
C*N Q for all A.

For the following computations, let us rename the coordinates (X, 1) to

x:=uel0,1], y:=xre [—%, %]

Recall that the function H : §? x S — R constructed in the previous subsection
has support in Q x S2 where 0=1[2¢e,1—-2¢e] x [—%, %] in the new coordinates

(x, y). Consider the closed 2-form
Qy=w+dH Ndx

on Q x A, extended by w to a form on all of S> x S% Since Qp is vertically
nondegenerate, the €2y -orthogonal complements to the tangent spaces of the fibres
of p; induce a symplectic connection on S? x S2.
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Lemma 4.3. (a) The holonomy of Qy along each circle of latitude C* is trivial.
(b) The closed form Qg vanishes on Lyg and is relatively cohomologous to w.

Proof. (a) Recall that H depends only on x and y outside the set Q x A, so
Qp and  differ there by the pullback dH A dx = pja of a 2-form « from the
base. Since adding the pullback of a 2-form from the base does not change the
symplectic connection (because ¢, (pja) =0 for every vertical vector v), the induced
connections of Qg and w agree outside the set Q x A. Within Q x A the form
w = pyoo + p;0qd is split, so that its induced connection is flat. The horizontal
spaces of the induced connection of 2y are spanned by the horizontal lifts of the
coordinate vector fields 9y, d,. These can be easily seen to be

=0+ X, 03y=0,

where X u is the Hamiltonian vector field of the Hamiltonian function Hy (w) =
H(x,y, w) on the annulus (A, ogq). To see this, let us write d, = d, + v, with a
vertical vector v,. This is horizontal if and only if

0= Qy (0, v) = 2y 3y, v) + Qp (vy, v) = —d H() + ga (v, V)

for all vertical vectors v, which just means that v, is the Hamiltonian vector field
of H; with respect to ogq4. A similar calculation shows that 3, = 9.

It follows that the parallel transport of 2z along an interval of latitude C* N Q =
[2e, 1 —2¢] x {y} is the time-1 map of the Hamiltonian flow of the time-dependent
Hamiltonian H’. By construction of H?, this is the inverse y¥* of the holonomy
of w, and thus of Q, along the interval C* \ Q. Hence the total holonomy of Qz
along each circle of latitude C* is trivial.

(b) By construction, the horizontal vector field Sx =0, + X HY is tangent to L.
Let v be the vertical vector field along Lyqg given by the posiﬁvely oriented unit
tangent vectors to the equators in the fibres. Since Q2 (d,, v) = 0 by definition of
horizontality, this shows that Lgq is Lagrangian for Q2. Finally, let us compute
the relative homology class of Qy in H 2(852 x S2%, Lq). For this, we evaluate Qg
on the generators of H>(S% x §%, Lgq) in Lemma 2.10:

1
/ QH:l—i—/ dH/\dx:l—l—/ H(x,O,e)dx:l.
Dinxpt 2 Jionty=opxie) 2 Jo 2

Here in the last equation e € E is a base point on the equator in the fibre and we have
used the normalisation condition H(x, 0, e) = H(x, 0)|g = 0 from the previous
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subsection. Since w takes the same values on these classes by monotonicity of Ly,
this shows that the relative cohomology classes of 2y and w agree. U

Let us analyse when the form Qp is symplectic. Since it is closed, this is
equivalent to the form Qy A Qp being a volume form on S? x S% This is clearly
satisfied outside the set Q x S? because there H = 0. On the set Q x S2, the form @
is split of the form w = pYoo + p;05a. We work in the chosen coordinates x, y and
write the form on the base as

oo = f(x,y)dx Ndy,

with a positive function f. A short computation yields
10
QLuyAQy = 1—?— wNw.

So Qg will be symplectic if and only if

everywhere. A priori, this need not be true for the given function H, but it can be
remedied by the inflation procedure in the next subsection.

4E. Inflation. In this subsection we recall the inflation procedure of [Lalonde
and McDuff 1996], suitably adapted to our situation. Let f,, f; be two smooth
nonnegative bump functions on S where we think of f, as living on the fibre
sphere and of f; as living on the base sphere; see Figure 9. We require that

supp(fs) C (UpUUx) \ A =Capg LI Capy,

where Up, Uy, are the neighbourhoods of S, N over which w is split and A is the
annulus from the previous subsection, and that

1
JoOosa = JoOosa = 7
Capg Capy

In particular, |, 2 Joosa = 1. The function f- is required to have support in é and
satisfy ) )
Sr(x, y) = fr(x, —y)
as well as f,|Q = 1. We define
fr = ﬁ, with a := /~ ﬁao = /~ fedx Ady,
af o f 0

where o9 = f(x, y) dx Ady as above. Then fé fr00 = %fé frdx Ady =1, which
by the symmetry of f; implies

1 - 1
[ ge=t[  jaxnay=1
Oon{y=0} a Jon(y=0)
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On the fibre On the base
Jo

N Capy N
ﬂ I

20
| —
S S

<0

Capy
fs 0
Figure 9. The functions f, and f;.
We define the two nonnegative 2-forms
0= foOud, T:= fr00
on S? and consider the family of 2-forms on §? x 2
1
) W = H—l(w—i-cp]kt—l-cp’zko), c>0.

Lemma 4.4. For each ¢ > 0 the form w. has the following properties:

(a) w. is symplectic and Lgyyq is Lagrangian for w,.
(b) w, is cohomologous to wg = w in H?(S? x 82, Lgg; R).
(c) w, induces the same symplectic connection as w.

Proof. (a) First note that w, is closed for all ¢ > 0 and

We = La) outside W := Wy U Wy,
c+1

where Wy, W are the sets from (3) on which w is split. On the set Wy,

1
(&) we = C+—1((1 +cpi fo) pioo + (1 +cp3 fo) P30sa),

symmetric
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and therefore

6) We ANWp = (I+epifo)d+cepsfo)onw >0

1
(c+1)2
because ¢, fr, f, are nonnegative. For the set W, we write 0, = goy for a positive
function g. Then on W, we have

We = ((p1g+cp1fr)P100+(1+Cp2fcr)p2(7§td)

c —I— 1
and again positivity of g and nonnegativity of ¢, fr, f, imply

(pig+epifo)l+cepsfo)wnw=>0.

1
ANwe = ——
G = e
This proves that w,. is symplectic. The torus L4 is Lagrangian for w. because all
pullback forms from the base or the fibre vanish on L.

(b) To show that w, is relatively cohomologous to w, we evaluate it on the basis of
H>(S?x S?%, Lyq) fromLernlmaZ.lO. Using fsf o= fsz.r =1, fDlh o= fCapSa :'%
and [}, 7= [5r,<0 T = 3, We compute with the point zg € E on the equator in
the base or fibre:

v/ptxszwc=C—IH /ptxsz(‘”+CP20)— (1+c)—1
fszxmwczﬁ Szxpt(erCplf) —+o=1
OB A
/D““Xptwc C}rl NI (i }HGJF%):%

By monotonicity of Lgyq, the form w takes the same values on these classes, so
[wc] = [@] € H*(S* x §?, Lya; R).

(c) On the set W = Wy U W, the forms w. and o are both split; hence both
symplectic connections are flat and the horizontal subspaces are the tangent spaces
to the other cartesian factor. Outside W we have w, = w/(c + 1) and, since the
symplectic complements to the fibres are not affected by scaling of the symplectic
form, the symplectic connections of w,. and w agree here as well. ([

A new symplectic connection. Now recall that the function H from the previous
section is a pullback from the base outside the set S? x A. On the set S? x A, the
function p; f, vanishes and thus

1
We = C—I-_l((l + prr)pTGO + pikastd)-
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In particular, on this set the restriction of w, to the fibres it is just the standard form
ostq scaled by 1/(c+1). Now the fibrewise Hamiltonian vector field of the rescaled
function H/(c + 1) with respect to oyq/(c + 1) equals the fibrewise Hamiltonian
vector field X HY of H with respect to ogq. So the horizontal lift of d, with respect
to the closed 2-form

. 1
7 QY = wc+c+—1dH/\dx

agrees with its horizontal lift 9, + X > with respect to €2y (see the proof of
Lemma 4.3), and since the horizontal lift of 9, is d, in both cases, we see that Q¢,
and Qg define the same symplectic connection for all ¢ > 0. Moreover, the proof
of Lemma 4.3(b) shows that Q¢, vanishes on Lgq and is relatively cohomologous
to w,, and thus to w by Lemma 4.4.

Symplecticity. Again, let us analyse when the form Q¢, is symplectic. Outside
Q x S2 the form 4, is just w., which is symplectic by Lemma 4.4. On the set
0 x §? C Wy, using (5) and (6) we compute

1 1 oH . .
wc/\c+1dH/\dx=m(—g>(l+cp2fg)dx/\dy/\p205td
=;(—8—H)(l+cp*f Yo A
2f(c+ 12\ ay 20e ’
and
Qi,/\Q‘,;:coc/\wc+2wc/\c+ldH/\dx
- (1+cp1‘ft—18—H)(1+cp§fg>wm.
(c+1)2 f ay

Now 1 +c¢pj fo > 1 for all ¢ by nonnegativity of ¢ and f,. Moreover, by the choice
of fr we have p] f; =1/(af) on Q x S2. Hence %, is symplectic if and only if

1+ 1/c O0H 0
—-——]>
f\a 9y
on Q x S2 But this is satisfied for

(8) ¢ > C :=a max
OxS?

oH
ay |
We summarise the preceding discussion in:

Lemma 4.5. The closed 2-form QY; vanishes on Lqg, is relatively cohomologous
to w. (and thus w), and has trivial holonomy along each circle of latitude C* for
each ¢ > 0. Moreover, Q; is symplectic for ¢ > C given by (8).
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4F. Killing the holonomy along circles of latitude. We denote the 0-meridian by
mo:={(x, n)€S?| u=0}in spherical coordinates. Putting the previous subsections
together, we can now prove:

Proposition 4.6. Let G = (Fyq, @, Lgd, So, Seo) be a relative symplectic fibration
such that w is split on a neighbourhood of the fibre F and the sections Sp, Sec. Then
there exists a homotopy of relative symplectic fibrations G; = (Fgd, @, Lsd, S05 Soo)
with &y = & such that the holonomy of & along the circles of latitude C* is the
identity for all .. Moreover, w, is split near the set (img X S2)U Sp U Seo.

Proof. As explained at the beginning of Section 4A, we may assume that o is
split on a set (B X $?) U (8% x (UpU Us)), where the ball B C S? contains the
O-meridian mq. Let H be the Hamiltonian function constructed in Section 4C and
let C be the constant defined in (8). For ¢ € [0, C], let w. be the form defined in (4).
By Lemma 4.4, (Fgd, ®¢, Lsd, S0, Seo) gives a homotopy of relative symplectic
fibrations from & to (Fg4d, wc, Lsd, So, Soo). For t € [0, 1], consider the forms

t
sz,CH=wc+C—+ldHAdx=(1—z)wc+zszg

as in (7) (with H replaced by rH and ¢ by C). By Lemma 4.5 (applied to t H),
(Fstds QfH, Lga, So, Seo) gives a homotopy of relative symplectic fibrations from
(Fstd> ¢, Lstd, S0, Soo) t0 61 = (Fed, Q%, Lgd, S0, Sx0). By the same lemma, &,
has trivial holonomy along all circles of latitude. Hence the concatenation of the
previous two homotopies gives the desired homotopy &;. For the last assertion,
simply observe that by construction all symplectic forms in this homotopy agree
with the original split form w near (mg x S2)U Sp U Seo. Ul

Remark 4.7. The point of departure for the preceding subsections was the stan-
dardisation provided by Proposition 3.11. If rather than making the symplec-
tic form o split we had made it equal to wgg near (mg X $2) U Sp U Ss (as
suggested in Remark 3.15), then the holonomies ¢* would lie in the subgroup
Ham(A, 0A, o) C Sympy(A, 0A, oyq) of symplectomorphisms generated by
Hamiltonians with compact support in A \ A and the whole construction could
be performed in that subgroup (which is also contractible). However, since we
change the normalisation of the Hamiltonians H}* anyway to make them vanish on
the equator, we would gain nothing from working in this subgroup.

4G. Killing all the holonomy. Now we will further deform the relative symplectic
fibration from the previous subsection to one which has trivial holonomy along all
closed curves in the base. We begin with a simple lemma.

Lemma 4.8. Let w, o' be linear symplectic forms on R* which define the same
orientation and agree on a real codimension one hyperplane H. Then w; =
(1 —t)w +tw is symplectic for all t € [0, 1].
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Proof. Take a symplectic basis eq, f1, e2, f> for w such that e, fi, e; is a basis
of H. Take a vector f, = aje; + by fi +azes + b f> such that ey, fi, e, f; is a
symplectic basis for '. Since w, @’ induce the same orientation, we have b, > 0,

and therefore

1
w(ez, f) =by>0, (e, fo) = by 0.

For w; := (1 — Hw + tw’ we find
o Ao, =1 -1 ’0A0+2t(1 —Do Ao +120 AN,

and therefore

w Ay (er, fi, e, f3) =2(1=1)*w(er, fi)w(ez, f3)+2t70 (e1, f1) (e2, f3)
+2t(1=1)(w(e1, f1)o (€2, f)+w(ea, f) (e1, f1))
> 0. O

Recall the definition of the O-meridian mg from the previous subsection.

Proposition 4.9. Let S = (Fgq, @, Ly, So, Seo) be a relative symplectic fibration
which is split near the set Sy U S0 U (mg X S %) and has trivial holonomy around all
circles of latitude C*. Then there exists a homotopy of relative symplectic fibrations
Sy = (Fsd, @1, Lgid, S0, Seo) With wy = w and w = wgyg.

Proof. The idea of the proof is to use parallel transport along circles of latitude
to define a fibre-preserving diffeomorphism ¢ of S x S§? which pulls back the
symplectic form w to a form which agrees with the standard form wgq on C *x §?
for all X, and then apply Lemma 4.8.

For each A, u let

Py {(h, 0)} x 87 — {(h, )} x 82

be the parallel transport of (the symplectic connection on p; defined by) w along the
circle of latitude C* from (X, 0) to (X, ). Since w has trivial holonomy along C*,
this does not depend on the path in C* and is thus well-defined. Note that, due to
the fact that w is split near Sp U S0, the map Plf equals the identity near the north
and south poles N, S in the fibre.

We define a fibre-preserving diffeomorphism ¢ of S? x S? by parallel transport
on the left sphere in Figure 10 with respect to the standard form wgyq first going
backwards along the circle of latitude until we hit the meridian m, then upwards
along m until we hit the north pole N, then by the identity to the fibre over the north
pole of the right sphere, then by parallel transport with respect to w along mg, and
finally along the circle of latitude to land in the fibre over the original point (A, u).
Since parallel transport with respect to the symplectic connection wgygq is the identity
for all paths, as is parallel transport with respect to w along paths in mg (since w is
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Figure 10. The maps P/ﬁ and the construction of ¢.

split over mg), we will not explicitly include these maps in the notation. Then we
can write the preceding definition in formulas as

¢: 5P x 8= $*x 8% ((h,w), w) > (A, w), Py (w)).

Note that ¢ is smooth for (A, i) near the north and south poles because there
Pl’} =id. For z € S let us denote by w, the restriction of  to the fibre F, = {z} x >
We claim that ¢ has the following properties:

(a) ¢ restricts to symplectomorphisms (F;,, oywq) — (F;, w;) on all fibres.

(b) ¢ preserves the Clifford torus Lggq.

(c) ¢ equals the identity near So U Soo U (19 X 52).

(d) ¢ is isotopic to the identity through fibre-preserving diffeomorphisms ¢, that

preserve Lgq and equal the identity near Sy U S U (mg X § 2).

For (a), note that w restricts to ogq on the fibre F over the north pole (because w
is split there), so the identity defines a symplectomorphism (Fy, oga) = (Fn, @n).
Now (a) follows because parallel transport is symplectic.

Property (b) follows from the fact that Lgyq is given by parallel transport of the
equator in the fibre around the equator in the base; hence PB(E ) = E and thus

¢ ({(0, W) x E) = {(0, W)} x PY(E) = {(0, )} x E.

Property (c) holds because w is split near Soo U So U (mg X 52).
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For (d), consider the map
P:R:=[-%, %] x[0,27] — Diff(A, 0A), (A, p) > P}.

It maps the boundary dR to id and the interval {0} x [0, 27] to the subspace
Diff(A, 0A; E) C Diff(A, dA) of diffeomorphisms preserving the equator E (as
a set, not pointwise). By Corollary A.3, the loop [0,27] > yu — Pl? is con-
tractible in Diff(A, 0A; E). Using this and the fact (from Corollary A.2) that
1 Diff(A, dA) =0, we find a contraction of P through maps P; : R — Diff(A, 0A)
sending dR to id and {0} x [0, 27r] to Diff(A, dA; E). (The argument is analogous
to the proof of Proposition 4.1, with the 1-parametric family y* replaced by
the 2-parametric family Plf.) Then ¢, ((A, w), w) := (A, ), Pr(A, n)(w)) is the
desired isotopy and the claim is proved.

Now we construct the homotopy from w to wsq in two steps. For the first
step, let ¢, be the isotopy in (d) from ¢y = id to ¢; = ¢. Then ¢, 1(6) =
(Fstd, 9 @, Lga. So, Seo) 18 @ homotopy of relative symplectic fibrations from & to
(Fstd> 9" @, Ly, So, Soo)-

For the second step, note that ¢*w restricts to ogq on every fibre by property (a).
Moreover, since ¢ commutes with parallel transport along C* (with respect to wgq
and w), the horizontal lifts of vectors tangent to circles of latitude with respect to wstq
and ¢*w agree. Accordingly, wgq and ¢*w agree on the 3-dimensional subspaces
T .y (C* x 82) in T ). (S x §2) for all ((A, n), w) € S? x S% Thus, by
Lemma 4.8, the linear interpolations w; := (1 —t)¢*w + twsq are symplectic for
all t € [0, 1].

We claim that (Fgq, ¢, Lgd, So, So) 1S a relative symplectic fibration for all
t € [0, 1]. For this, first note that Lgqg is monotone Lagrangian for both wgg and ¢*w:
for wyq this is clear, and for ¢*w it follows from ¢ (Lgq) = Lgg and monotonicity
of Lyg for w. Hence Lgy is monotone Lagrangian for w;, for all . Next, since ¢
preserves fibres as well as the sections Sy, Seo, the form ¢*w and thus also the form
w, is cohomologous to wgyq for all ¢. Finally, since ¢ preserves the sections Sy, Soo,
they are symplectic for ¢*w as well as wgq, and hence for all w;.

The desired homotopy w; is the concatenation of the homotopies constructed in
the two steps. This concludes the proof of Proposition 4.9. (]

Remark 4.10. The two steps in the proof of Proposition 4.9 could have been per-
formed in the opposite order: First homotope w to the form ¢,wgsq which has trivial
holonomy along all closed curves in the base, and then homotope ¢, wgq to wgg. The
latter is then a special case of the more general fact that two symplectic fibrations
with conjugate holonomy (e.g., both having trivial holonomy) are diffeomorphic.

4H. Proof of the main theorem and some consequences. We summarise the re-
sults of this and the previous section in:
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Theorem 4.11 (classification of relative symplectic fibrations). Every relative sym-
plectic fibration & = (F,w, L, X, %') on S* x §? is deformation equivalent to
Gsta = (Fds Wsids Lstds S0, Soo)-

Proof. By Proposition 3.2, G is diffeomorphic to a relative symplectic fibration
of the form & = (Fgq, @, Lsid, S0, Seo) for some symplectic form @. Combining
Propositions 3.11, 4.6 and 4.9, we find a homotopy from & to Gyyq. U

The main theorem will be a consequence of Theorem 4.11 and the following
theorem of Gromov.

Theorem 4.12 [Gromov 1985]. Let ¢ € Symp(S? x 82, wyq) act trivially on homol-
0gy. Then there exists a symplectic isotopy ¢, € Symp(S? x §?, wgq) with ¢ = id
and ¢ = ¢.

A first consequence is:

Corollary 4.13. Let G = (F, wyq, L, X, X') be a relative symplectic fibration of
M = §? x S2 where wgq is the standard symplectic form. Then there exists a
homotopy of relative symplectic fibrations &; = (F;, wgd, L:, Xt, ;) with fixed
symplectic form wgq such that Sg = S and &1 = (Fsd, Wsid, Lstd, S0, Soo)-

Proof. By Theorem 4.11, there exists a homotopy of relative symplectic fibrations
S: = (Fr, o1, Ly, ¢, X)) with &1 = (Fsd, @sids Lsids S0, So) and a diffeomor-
phism ¢ of S? x S? acting trivially on homology such that ¢ (&) = &,. After
applying Proposition 3.5 and modifying ¢ accordingly (keeping the same notation),
we may assume that @, = wgyq for all ¢ € [0, 1]. Then ¢ is a symplectomorphism
with respect to wgq, so by Gromov’s theorem, Theorem 4.12, it can be connected
to the identity by a family of symplectomorphisms ¢,. Now the concatenation
of the homotopies ¢;(S)¢f0,17, and (S;)efo,17 Is the desired homotopy with fixed
symplectic form wgyg. O

Proof of the main theorem, Theorem 1.1. The hypotheses of Theorem 1.1 just mean
that & = (F, wga, L, T, ¥’) is a relative symplectic fibration. By Corollary 4.13, &
can be connected to (Fyd, @std, Lstds S0, Soo) by @ homotopy of relative symplectic
fibrations &; = (F;, wad, L¢, ¢, ;) with fixed symplectic form wgq. In particular,
L, is an isotopy of monotone Lagrangian tori (with respect to wgq) from Lo = L
to L} = Lyg. By Banyaga’s isotopy extension theorem, there exists a symplectic
isotopy ¢, with ¢g =1id and ¢, (L) = L, for all ¢ (see the proof of Proposition 3.5
for the argument, ignoring the symplectic sections). Since M is simply connected,
the symplectic isotopy ¢; is actually Hamiltonian. U

Another consequence of Theorem 4.11 is the following result concerning stan-
dardisation by diffeomorphisms.
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Corollary 4.14 (fixing the symplectic form). Let &= (F, w, L, X, ') be a relative
symplectic fibration of M = S* x S Then there exists a diffeomorphism ¢ of S* x S?
acting trivially on homology such that (j)_l (6) = (]? , Wstd, Lstd, S0, Soo) for some
foliation F

Proof. By Theorem 4.11, there exists a homotopy of relative symplectic fibrations
&, = (Fr, o, Ly, 2, X)) with &1 = (Fa, ®sid> Lsid» S0, So) and a diffeomorphism
¢ of §? x S? acting trivially on homology such that ¢ (&) = &. After applying
Proposition 3.5 and modifying ¢ accordingly (keeping the same notation), we may
assume that (wy, Ly, Xy, £7) = (®sd, Lstd, S0, Soo) for all ¢ € [0, 1]. Then ¢ maps
S to (Fo, wsid, Lsid, S0, Soo)- O

In particular, Corollary 4.14 implies that every symplectic form w on S? x §?
which is compatible with a relative symplectic fibration can be pulled back to wgyq
by a diffeomorphism ¢ € Diffjq(M). This is a special case of the deep result by
[Lalonde and McDuff 1996] that every symplectic form @ on S2 x S? which is
cohomologous to the standard form wgyg can be pulled back to wgqy by a diffeo-
morphism ¢ € Diffjg(M). In fact, the hard part of the proof in [loc. cit.] (using
Taubes’ correspondence between Seiberg—Witten and Gromov invariants) consists
in showing that any such w is compatible with a symplectic fibration with a section.

Appendix: Homotopy groups of some diffeomorphism groups

In this appendix we collect some well-known facts about the diffeomorphism and
symplectomorphism groups of the disk and annulus. We fix numbers 0 < a < b
and let

D:={zeC|lz|<b}, A:={z€Cla<]z|<b}

be equipped with the standard symplectic form

)
=———drndod
o= a2

in polar coordinates on C (the precise choice of the symplectic form does not matter
because they are all isomorphic up to scaling by Moser’s theorem). We define the
following diffeomorphism groups, all equipped with the C* topology:

» Diff(D, d D) is the group of diffeomorphisms of the closed disk D that are
equal to the identity in some neighbourhood of the boundary.

 Diff(A, dA) is the group of diffeomorphisms of the closed annulus A that are
equal to the identity in some neighbourhood of the boundary.

e Symp(A, 0A, ogwq) C Diff(A, 0A) is the subgroup of symplectomorphisms of
(As Ustd)-
e Sympy(A, 0A, ogq) is the identity component of Symp(A, 0A, ogq).
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Diffeomorphisms. All results in this appendix are based on the following funda-
mental theorem of Smale.

Theorem A.1 [Smale 1959]. The group Diff(D, d D) is contractible.

With a nondecreasing cutoff function p : R — [0, 1] which equals O near (—o0, a]
and 1 near [b, 00), we define the Dehn twist

oL A A, ré? re! @+2mp()

Corollary A.2. All homotopy groups m; Ditf(A, d A) vanish except for the group
mo Diff(A, dA) = Z, which is generated by the Dehn twist ¢P.

Proof. Restriction of elements in Diff(D, d D) to the smaller disk D, C D of
radius a yields a Serre fibration

Diff(A, dA) — Diff(D, D) — Diff™(D,),

where Diff ™ denotes the orientation-preserving diffeomorphisms. In view of Smale’s
theorem, Theorem A.1, the long exact sequence of this fibration yields isomor-
phisms 7; Difft(D,) = m;_ Diff(A, dA) for all i > 1. Again by Theorem A.1,
the long exact sequence of the pair (Diff™(D,), Diff" (3 D,)) yields isomorphisms
7; Difft (3 D,) = m; Diff™(D,,) for all i. Since ; Diff™ (8 D,) = ; Diff " (S') equals
Z for i =1 and O otherwise, this proves the corollary. (]

For the following slight refinement of Corollary A.2, let E C A be a circle
{c} x S' for some c € (a, b).

Corollary A.3. Every smooth loop (¢:)iep0.17 in Diff(A, 0A) with ¢9 = ¢ = id
and ¢;(E) = E for all t can be contracted by a smooth family ¢; € Diff(A, 0A),
s, t €10, 11, satisfying ¢? = ¢p§ = ¢} =id, ¢ = ¢, and ¢ (E) = E for all s, 1.

Proof. For a pointe € § ! the family of arcs ¢, ([a, c] x {e}) starts and ends at r =0, 1
with the arc [a, c] x {e}. This shows that the loop # — ¢;(c, e) in E is contractible;
hence so is the loop ¢;|g in Diff(E). Thus we can find a family ¢; € Diff(A, 9A),
s,t € [3.1], satisfying ¢ = ¢} = id, ¢ = ¢, ¢{(E) = E for all 5,7, and
qbtl / 2| g =1d for all 7. Now apply Corollary A.2 to contract the loops ¢,] / 2|[a’c]X g1 in
Diff([a, c] x §', d[a, c] x §") and ¢, "| ;¢ x5t in Diff([c, b1 x S', 3[c, b] x S1). O

Symplectomorphisms. The following is an immediate consequence of Corollary A.2
and Moser’s theorem.

Proposition A.4. The groups Diff(A, 0A) and Symp(A, 0A, ogq) are weakly ho-
motopy equivalent. Thus all homotopy groups of Sympy(A, 0A, owq) vanish and
o Symp(A, 0A, oywg) = Z is generated by the (symplectic) Dehn twist oP.

Finally, we need the following refinement of Proposition A.4. Again, let E C A
be a circle {c} x S! for some ¢ € (a, b).
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Lemma A.S. Each ¢ € Sympy(A, 0A, owq) with ¢(E) = E can be connected to
the identity by a smooth path ¢; € Symp(A, 0A, oxq) satisfying ¢;(E) = E for all
t €[0,1].

Proof. After applying Moser’s theorem and changing the values of a, b, ¢ (viewing
A as the cylinder [a, b] x sh, we may assume that ogq = dr Ad6 and ¢ = 0. We
connect ¢ to the identity in four steps.

Step 1. The restriction f(0) := ¢(0, ) of ¢ to E defines an element in the group
Diff " (S') of orientation-preserving diffeomorphisms of the circle. Since this group
is path connected, there exists a smooth family f, € Diff"(S') with fy = id and
f1 = f. This family is generated by the time-dependent vector field &; on the circle
defined by & (f;(0)) := ﬁ(@). Let H; : A — R be a smooth family of functions
satisfying H,(r,0) = —r&,;(0) near E and H; = 0 near 0 A. A short computation
shows that the Hamiltonian vector field of H, agrees with & on E. It follows that the
Hamiltonian flow i, of H; satisfies ;| g = f;; in particular Y1 |g = f1 = ¢|g. Thus
¢ :=¢o wt_l is a smooth path in Symp,(A, A, ogq) with ¢,(E) = E connecting
¢ to ¢ satisfying ¢ | = id. After renaming ¢; back to ¢, we may hence assume
that ¢|g = id.

Step 2. Let us write ¢ (r, 0) = (P(r, 0), Q(r, 0)) € R x S'. Since ¢|r =id and ¢
is symplectic, the functions P, Q satisfy

P©0,0)=0, Q(0,0)=0, aa—f(O,Q):l.

For s € (0, 1] consider the dilations 7,(r, 8) := (sr, 0) on A. Since 7, (dr AdO) =
sdr Adf, the maps ¥, :=1, 'odoty: A— R x S! are symplectic and preserve
E =1{0} x S'. Since

U, 0) = (£ 67,0, 067, 0)) =% (20,0, 000.0) = ¢ 0),

the family ¥; extends smoothly to s = 0 by the identity (this is a fibred version of
the Alexander trick). It follows that for a sufficiently small ¢ > 0 we have a smooth
family of symplectic embeddings ¥ : A, :=[—¢, €] X St < A, s €0, 1], with
Ys(E) = E, o =1d, and ¥r; = ¢|4,. We extend this family to smooth diffeomor-
phlsms Vs : A— A with ¥, = id near A and Y| = ¢. Since ¥, preserves the annuli

=[a,0] x S and AT :=[0, b] x S, it satisfies Sax 1// Osd = [ 4z astd for all
sE [0 1]. By Banyaga’s theorem, Theorem 3.4, applied to the isotopy ¢ > ¢~ o/ _;
and the set X :=[a, a+¢e]x S'U[b—¢, b] x S'UA, for some possibly smaller & > 0,
there exists a symplectic isotopy ¢s: A — A, s €[0, 1], with ¢; =¢ and ¢;|x = 1/~fs |x.
In particular, ¢ € Sympy(A, 9A, owa) preserves E and ¢l 4, = id. After renaming
¢o back to ¢, we may hence assume that ¢ = id on an annulus A, around E.
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Step 3. Since ¢|4, = id, it restricts to maps ¢|q+ € Symp(Ai, AT, o). By
Proposition A.4, ¢|4+ can be connected in Symp(Ai, AT, ogq) to a multiple
(¢P)*+ of the Dehn twist on A*. Since ¢ belongs to the identity component
Sympy(A, 0A, ogq), it follows that k; = —k_. Hence we can simultaneously
unwind the Dehn twists to connect the map ¥ which equals (¢2 )& on AT to
the identity by a path ¥, in Symp(A, 0A, oyq) fixing E (but not restricting to
the identity on E). Thus ¢, := ¢ o 1/f,_l is a path in Symp,(A, 04, oga) with
¢;(E) = E connecting ¢ to ¢ such that ¢|4+ belongs to the identity component
SympO(Ai, AT, 04q). Again, we rename ¢ back to ¢.

Step 4. Finally, we apply Proposition A.4 on AT to connect ¢|4+ to the iden-
tity by a path d),i in Sympy(A*%, 9A%). The maps d),i fit together to a path
¢, € Symp(A, 0A, ogq) fixing E that connects ¢ to the identity. O
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CHORD SHORTENING FLOW AND
A THEOREM OF
LUSTERNIK AND SCHNIRELMANN

MARTIN MAN-CHUN L1

We introduce a new geometric flow, called the chord shortening flow, which
is the negative gradient flow for the length functional on the space of chords
with end points lying on a fixed submanifold in Euclidean space. As an
application, we give a simplified proof of a classical theorem of Lusternik
and Schnirelmann (and a generalization by Riede and Hayashi) on the exis-
tence of multiple orthogonal geodesic chords. For a compact convex planar
domain, we show that any convex chord not orthogonal to the boundary
would shrink to a point in finite time under the flow.

1. Introduction

The existence of closed geodesics in a Riemannian manifold is one of the most
fundamental questions in geometry that has been studied extensively since the time
of Poincaré [1905]. The critical point theories developed by Morse and Lusternik—
Schnirelmann have played an essential role in this problem in the early 20th century
(see [Klingenberg 1978] for a detailed exposition). Although there do not exist
closed geodesics in R”, it is natural to look for geodesics contained in a bounded
domain 2 C R"” which meets 02 orthogonally at its end points. These are called
orthogonal geodesic chords (see Definition 5.1 for a precise definition). Lusternik
and Schnirelmann [1934] proved the following celebrated result:

Theorem 1.1 (Lusternik—Schnirelmann). Any bounded domain in R" with smooth
convex boundary contains at least n distinct orthogonal geodesic chords.

Kuiper [1964] showed that the same conclusion holds if the boundary is only
C"!. For our convenience, we will assume that all the submanifolds and maps are
C®°. Recall that the boundary of a domain 2 C R” is said to be (locally) convex if
the second fundamental form A of 92 with respect to the unit normal v (pointing
into Q2) is positive semidefinite, i.e., for all p € 32, u € 7,02, we have

(1-1) A(u, u) :==(Dyu,v) >0,

MSC2010: primary 53C22; secondary S8E10.
Keywords: geometric flows, orthogonal geodesic chords, Lusternik—Schnirelmann theory.
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Figure 1. Bos’s example of a nonconvex domain € in R?> which
does not have any orthogonal geodesic chord contained in €2.

where D is the standard flat connection in R". Notice that Theorem 1.1 gives an
optimal lower bound as seen in the example of the convex region bounded by the
ellipsoid given by

n 2
Q::{(xh---,xn)ERnin—ig51}’

i—1 %

where ay, ..., a, are distinct positive real numbers.

Bos [1963] generalized Lusternik—Schnirelmann’s result to the setting of Rie-
mannian (or even Finsler) manifolds.

Theorem 1.2 (Bos). A compact Riemannian manifold (M", g) which is homeomor-
phic to the closed unit ball in R" with locally convex boundary contains at least n
orthogonal geodesic chords.

Moreover, he showed that the convexity assumption cannot be dropped even in
R? (see Figure 1).

Nonetheless, one can still ask for the existence of orthogonal geodesic chords
by allowing them to go outside the domain. This problem was first introduced by
Riede [1968], where he studied the variational calculus of the space I" consisting
of piecewise smooth curves in a complete Riemannian manifold (M", g) with
end points lying on a compact submanifold £* C M. In particular, he estimated
the minimum number of critical points, which are orthogonal geodesic chords, in
terms of certain topological invariant called the “cup-length” of the equivariant
cohomology of I" with respect to the Z,-action reversing the orientation of a curve.
Hayashi [1982] computed the cup-length when ¥ is a compact submanifold in R"
and hence proved the following result.

Theorem 1.3 (Riede-Hayashi). Any k-dimensional compact submanifold ¥ in R"
admits at least k + 1 orthogonal geodesic chords.

Note that Theorem 1.3 generalizes Theorem 1.1 by taking ¥ to be the boundary
of a bounded convex domain. However, we emphasize that if ¥ = 9 is the
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boundary of a nonconvex domain 2 C R", then the orthogonal geodesic chords
obtained in Theorem 1.3 are not necessarily contained in €2 (recall Figure 1).

The original proofs of Theorem 1.1, 1.2, and 1.3 all used a discrete curve
shortening process similar to the one introduced by Birkhoff [1917] in the study
of existence of closed geodesics in Riemannian manifolds. A description of the
process can be found in [Gluck and Ziller 1983] (see also a modified version in
[Zhou 2016]). The curve shortening process, denoted by W, takes a piecewise
smooth curve ¢ : [0, 1] — M with end points lying on ¥ to a piecewise geodesic
curve W (c) : [0, 1] = M which meets X orthogonally at its end points. The most
important properties of W are summarized below:

(1) Length(W(c)) < Length(c) and equality holds if and only if ¢ is an orthogonal
geodesic chord, in which case W (c) = c.

(2) W(c) depends continuously on ¢, with respect to the C° topology.

(3) ¢ and Y(c) are homotopic in M relative to X, i.e., there exists a continuous
family ¢, : [0, 1] - M, t € [0, 1], with end points on X such that ¢y = ¢ and
c1 = ¥(c). Moreover, the family ¢, depends continuously on c.

The curve shortening process W involves subdividing the curves and connecting
points on the curve by minimizing geodesic segments (additional care has to be
taken at the end points). The construction depends on some fixed parameter (which
depends on the geometry of M, ¥, and Length(c)). However, it can be shown that
for curves with uniformly bounded length, the parameters can be chosen uniformly
to make (1)—(3) above hold. In fact (1) and (3) follow easily from the constructions,
but (2) requires some convexity estimates (see [Zhou 2016, Lemma 3.2]). Using
(1)—(3), it is not difficult to see that the sequence {W' (0)}:2, either converges to
a point on X or has a subsequence converging to an orthogonal geodesic chord.
Theorem 1.1, 1.2, and 1.3 then follow from the abstract Lusternik—Schnirelmann
theory applied to families of curves with end points on X which represent a nontrivial
homology class relative to point curves on X. Interested readers can refer to [Gluck
and Ziller 1983; Giannoni and Majer 1997] for more details (for Theorem 1.1 there
is a more elementary proof — see [Kuiper 1964] for example).

In this paper, we introduce a new curve shortening process called the chord
shortening flow (see Definition 2.3), which evolves a geodesic chord according
to the “contact angle” that the chord makes with X at its end points. It is the
negative gradient flow for the length functional on the space of chords. We study
the fundamental properties including the short-time existence and uniqueness and
long-time convergence of the flow when the ambient space is R". Note that the flow
still makes sense in certain Riemannian manifolds but for simplicity we postpone
the details to another forthcoming paper. The chord shortening flow, as a negative
gradient flow, clearly satisfies all the properties (1)—(3) above; hence provide the
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most natural curve shortening process required in the proof of Theorem 1.1 and 1.3
(but not Theorem 1.2 in its full generality).

Remark 1.4. We would like to mention that Lusternik and Schnirelmann used
the same ideas to prove the theorem of three geodesics which asserts that any
Riemannian sphere (52, g) contains at least three geometrically distinct closed em-
bedded geodesics. Unfortunately, the original proof by Lusternik and Schnirelmann
[1934] contains a serious gap and various attempts have been made to fix it (see
[Taimanov 1992]). The fundamental issue there is multiplicity: that one of the
geodesics obtained may just be a multiple cover of another geodesic. It is extremely
technical (and many false proofs were given) to rule out this situation by modifying
the method of Lusternik—Schnirelmann. Grayson [1989] gave a rigorous proof
of the theorem of three geodesics by a careful analysis of the curve shortening
flow on Riemannian surfaces. He proved that under the curve shortening flow,
any embedded curve remains embedded and would either converge to a point in
finite time or an embedded closed geodesic as time goes to infinity. As a curve
which is initially embedded stays embedded throughout the flow, this prevents the
multiplicity problem encountered by Lusternik—Schnirelmann’s approach using
a discrete curve shortening process of Birkhoff [1917]. On the other hand, the
situations in Theorem 1.1 and Theorem 1.3 are simpler as multiplicity cannot occur
(see [Giannoni and Majer 1997, Remark 3.2]).

We show that the convergence behavior for the chord shortening flow is similar to
that for the curve shortening flow on a closed Riemannian surface [Grayson 1989].
In particular, we prove that under the chord shortening flow, any chord would either
converge to a point in finite time or to an orthogonal geodesic chord as time goes
to infinity. Unlike [Grayson 1989], this dichotomy holds in any dimension and
codimension, in contrast with the curve shortening flow where an embedded curve
may develop self-intersections or singularities after some time when codimension is
greater than one [Altschuler 1991]. In the special case that ¥ = 32, where Q C R?
is a compact convex planar domain, we give a sufficient condition for an initial
chord to converge to a point in finite time. In fact, any “convex” chord in €2 which
is not an orthogonal geodesic chord would converge to a point on 0£2 in finite time.
This can be compared to the famous result of Huisken [1984] which asserts that
any compact embedded convex hypersurface in R" converges to a point in finite
time under the mean curvature flow.

The chord shortening flow is also of independent interest from the analytic point
of view. Since any chord in R” is determined uniquely by its end points, we can
regard the chord shortening flow as an evolution equation for the two end points
lying on ¥. As a result, the flow is a nonlocal evolution of a pair of points on X
as it depends on the chord joining them. In fact, the chord shortening flow can be
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regarded as the heat equation for the half-Laplacian (or the Dirichlet-to-Neumann
map).

The organization of this paper is as follows. In Section 2, we introduce the
chord shortening flow, give a few examples, and prove the short time existence and
uniqueness of the flow. In Section 3, we derive the evolution equations for some
geometric quantities under the chord shortening flow. In Section 4, we prove the
long-time existence to the flow provided that it does not shrink the chord to a point
in finite time. In Section 5, we prove that an initial convex chord inside a compact
convex domain in R? would shrink to a point in finite time under the flow, provided
that the initial chord is not an orthogonal geodesic chord.

Notation. Throughout this paper, we will denote [ := [0, 1] with 07 = {0, 1}. The
Euclidean space R" is always equipped with the standard inner product (-, - ) and
norm | - |. For any subset § C R”, we use d( -, ) to denote the distance function
from S.

2. Chord shortening flow

In this section, we introduce a new geometric flow called the chord shortening flow.
This flow has some similarities with the classical curve shortening flow. The main
result in this section is the short-time existence and uniqueness theorem for the
chord shortening flow (Proposition 2.7). We also study some basic examples of
such a flow.

Let ¥ be a k-dimensional smooth submanifold' in R”. Note that ¥ can be
disconnected in general. For any two points p, g € X, we can consider the extrinsic
chord distance between them in R".

Definition 2.1. The chord distance function d : ¥ x ¥ — R is defined to be

d(p, q) :=distg:(p,q) =|p —ql.

Since any two distinct points in R" are connected by a unique line segment
realizing their distance, the chord distance function d is smooth away from the
diagonal {(p, p) e ¥ x ¥ : pe X}.

Definition 2.2. For any two distinct points p, g on X, we willuse C, , to denote the
unique oriented chord from p to g. The outward unit conormal, denoted by 7, is the
unit vector at C), , tangent to C, , pointing out of C,, ;. Note that n(p) = —n(q).
(see Figure 2)

n fact all the following discussions make sense for immersed submanifolds. However, for
simplicity, we will assume that all submanifolds are embedded.
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=
n(p) -n"(p)
Figure 2. A chord C, , joining p and g, the outward unit conor-
mals n and their (negative) tangential components along ¥ = 9€2.

Let C(t) =C), 4, be a smooth family of chords with distinct end points p;, g; € .
If £(t) =d(ps, gy) is the length of the chord C(¢), the first variation formula for arc
length (see for example [Cheeger and Ebin 1975, (1.5)]) implies that

dp; dq;
1) de — <d—”t n(pt>>+<d—ql, n(qt)>.

Note that the interior integral term vanishes as C(¢) is a geodesic for every ¢. Since
p: and g, lie on X for all ¢, both dp, /dt and dq,/dt are tangential to X. Therefore,
we can express (2-1) as

(2-2) & <% nT<p,)> + <% nT(qt>>,
where (-)T denotes the tangential component of a vector relative to X. More
precisely, if 7, : R" — T, X is the orthogonal projection onto the tangent space
7.~ C R", then v’ =, (v) for any vector v € T,R" = R".

It is natural to consider the (negative) gradient flow to the chord length functional,
which leads to the following definition.

Definition 2.3 (chord shortening flow). A smooth family of curves
C(u,t):I1x[0,T) > R"
is a solution to the chord shortening flow (relative to X) if for all t € [0, T),
(a) p,:=C(0,t)and g, :=C(1,¢) lieon X,
(b) C(z) :==C(-,1t):1 — R"is a constant speed parametrization of Cp, ,,, and
(c) dC/dt(0,1) = —nT(C(0,1)) and dC/dt(1,t) = —nT (C(1,1)).

Let us begin with some basic examples of the chord shortening flow as defined
in Definition 2.3.



CHORD SHORTENING FLOW 475

Figure 3. A limit chord C» which meets 92 orthogonally but not
lying inside €.

Example 2.4. Let X be an affine k-dimensional subspace in R". The chord short-
ening flow with respect to X will contract any initial chord C(0) = C, , to a point
in finite time. The end points would move towards each other with unit speed
along the chord C(0) until they meet at the midpoint of C (0) at the “blow-up” time

T =3d(p, q).

Example 2.5. Let X be a union of two disjoint circles in R? (see Figure 3). We will
see (from Theorem 4.1) that any chord joining two distinct connected components of
¥ would evolve under the chord shortening flow to a limit chord C, orthogonal to
Y. as t — oo. The same phenomenon holds for any ¥ C R" which is disconnected.

Example 2.6. Let X be the ellipse {(x, y) € R? : x>+4y% =1} in R%. By symmetry
it is not difficult to see that for any initial chord passing through the origin (with
the exception of the major axis), it would evolve under the chord shortening flow
to the minor axis of the ellipse, which is a chord orthogonal to X and contained
inside the region enclosed by the ellipse. See Figure 4. This example shows that the
number of distinct orthogonal chords guaranteed by the Lusternik—Schnirelmann
theorem is optimal. If we start with an initial chord that lies completely on one side
of the major or minor axis, then the chord will shrink to a point in finite time (by
Theorem 6.5).

We end this section with a fundamental result on the short-time existence and
uniqueness for the chord shortening flow.

Proposition 2.7 (short-time existence and uniqueness). For any initial chord Cy :
I — R" with Co(01) C X, there exists an € > 0 and a smooth solution C(u, t) :
I x [0, €) = R" to the chord shortening flow relative to ¥ as in Definition 2.3 with
initial condition C( -, 0) = Cy. Moreover, the solution is unique.
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Co

minor axis Y =02

0 major axis

Figure 4. Any initial chord Cy through the origin (other than the
major axis) would converge under the chord shortening flow to the
minor axis.

Proof. Note that for any given p # g € X, the outward unit conormal 7 at the end
points p, g of the chord C,, , is given by

P—q _
lp—ql
Therefore, Definition 2.3(c) is equivalent to the following system of nonlinear
first-order ODE:s:

n(p) = —n(q).

dp _ mp(P—q9) dq_ 7(qg—p)

dt lp—ql = di g — pl

where 7, : R" — R" is the orthogonal projection onto 7 X (which depends smoothly
on x). Note that the right-hand side of (2-3) is a Lipschitz function in p and g as long
as |p — q| is bounded away from 0. Therefore, the existence and uniqueness of the
initial value problem follows from the fundamental local existence and uniqueness
theorem for first-order ODE systems (see, for example, [Taylor 1996, Theorem
2.1]). Hence, (2-3) is uniquely solvable on some interval ¢ € [0, €) for any initial
data p(0) = pg and ¢(0) = g such that py # go € X. Finally we get a solution
C(u,t):1x[0,e) - R" to the chord shortening flow by defining C(-,¢): 1 — R"
to be the constant speed parametrization of the chord C,, 4, . U

(2-3)

3. Evolution equations

In this section, we derive the evolution of some geometric quantities under the
chord shortening flow relative to any k-dimensional submanifold £ in R".

Definition 3.1. Let C : I =[0, 1] — R" be a chord joining p to g. For any (vector-
valued) function f : 31 = {0, 1} — R™, we define the L?-norm || f || 12 and the sum
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f of ftobe
(3-1) Ifll = (fOP+ DAY and  fi= £0)+ f(1).

Also, we define the %-Laplacian of f relative to the chord C to be the vector-valued

function A2 f : 91 = {0, 1} — R™ defined by
(3-2) 2o =LOZLD — @z,

where £ = |p — ¢ is the length of the chord C.

Lemma 3.2. Given any f : 01 — R™, we have AV2f =0 and (f, A2 f) =
SIAVZ R, < 2SI
Proof. 1t follows directly from (3-1) and (3-2). [l

Definition 3.3. Let C = C, , : I — R" be a chord joining two distinct points p, g
on X. We define the tangential outward conormal n” : 91 = {0, 1} — R”" to be the
tangential component (relative to X) of the outward unit conormal of C, i.e., (recall
(2-2) and Definition 2.2)

(3-3) n"(u) =mcwn foru=0,1.

Lemma 3.4 (evolution of chord length). Suppose C(u,t): 1 x[0,T) > R" isa
solution to the chord shortening flow relative to X as in Definition 2.3. If we denote
the length of the chord C(t) at time t by

£(t) :=d(C(0,1),C(1,1)),

then € is a nonincreasing function of t and (recall (3-1) and (3-3))

dt T2
(3-4) o =—In"I3. 0.
Proof. It follows directly from the first variation formula (2-2). O

Theorem 3.5. Suppose C(u,t): 1 x [0, T) — R" is a solution to the chord short-
ening flow relative to X as in Definition 2.3. Then the tangential outward conormal
n' of the chord C(t) satisfies the following evolution equation:

0
(3-5) o0’ =—=AVZ" 4 3ln" 70"

k
=Y 4AG" e, )i — 1T = "N — A" n"),
i=1
where {ei}f.‘: | is an orthonormal basis of T X at the end points of C(t). Here, (- W

denotes the normal component of a vector relativeto X and A: TEXE xTEX — NX
is the second fundamental form of ¥ defined by A(u, v) := (D,v)".
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Proof. Let C(u,t): 1 x[0,T) — R" be a solution to the chord shortening flow
relative to X. Since C(t) = C(-,t) : I — R" is a family of chords which are
parametrized proportional to arc length, d/d¢ is a Jacobi field (not necessarily
normal) along each chord which can be explicitly expressed as

0
o =~ w0 ©—un’ (),
where 7 is the outward unit conormal for C(¢). Since [d/du, d/dt] = 0, we have
9 9 _ T T
(3-6) Da/atau = Dj/pu 5 =1 0) —n" (1).
Moreover, as C(t) is parametrized with constant speed, we have ||d/du|| = £, thus
190 10
0= g aulme ™ D= 550

Fixu =0.Let p=C(0,1) € ¥ and {ey, ..., e} be an orthonormal basis of T), %
such that (D, e; (p)T =0fori, j=1,..., k. Therefore, we have

3-7 Dyjprer = —A(n", &).
Using Lemma 3.4, (3-6), and (3-7), we have

k
T 9 B d/d
=0 Loy ol = L (o o))

k
— 1> (=", eei + LN, A", e))er)
= =AY+ Glin" "
k
=Y {AG" e), Ve — 1T =Y — A" 0").
i=1

A similar calculation yields (3-5) at u = 1. This proves the proposition. ([

Remark 3.6. When X is an embedded planar curve (i.e., k =1 =n — 1), one can
give a simpler formula of (3-5) since (after introducing an orientation of the curve
%) nT is completely described by the “boundary angle” ® between 1 and I' (see
Definition 6.2). As a result, (3-5) reduces to the evolution of ®, which is a scalar
quantity instead of a vector quantity 7 as in (3-5) (see Proposition 6.6).
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Corollary 3.7. Under the same assumptions as in Theorem 3.5, we have

G 2L 12, = —4IA T2+ LT I — AT T, .

Proof. Using (3-5) and Lemma 3.2, noting that the last two terms of (3-5) are
normal to X, we have

a _—
2Lz, =(n T,%)— —SIAY2 0TI+ " e — (AT aT). ™). O

Example 3.8. In the case of Example 2.4, we have 5’ (0) = —n” (1) equals a
constant unit vector independent of ¢ and hence both sides are identically zero in
(3-5) and (3-8).

Example 3.9. Consider the vertical strip Q := {(x, y) € R?:0 < x < 1} with
boundary ¥ = 02 consisting of two parallel vertical lines. Let pg = (O, —%h)
and gp = (1, %h) for some & > 0. It is easy to check that the solution to the
chord shortening flow with initial chord C, 4, is given by p; = (0, —%h(t)), q: =
(1, lh(t)), where K (t) is the unique solution to the ODE

2h(1)

V14 h2(1)

with initial condition 4(0) = h. From this we can see that the solution % (¢) exists
for all # > 0. Moreover, —h'(t) < 2h(t) implies h(t) < he™? and thus h(t) — 0
exponentially as + — 4o00. Therefore, the chord converges to a chord meeting 92
orthogonally. In this case, we have

W' (1) =—

-7 (0) = 0, k(1)) =n" (1),

1
V1412

which satisfies the evolution equation (3-5) and n” — 0 as t — +o0. See Figure 5.

4. Long-time existence

In this section, we prove our main convergence result which says that the only
two possible convergence scenarios are given in Example 3.8 and 3.9. One should
compare this convergence result with a similar result of Grayson [1989, Theorem
0.1] for curve shortening flow on surfaces. For simplicity, we assume that X is
compact. However, the same result holds for noncompact ¥ which satisfies some
convexity condition at infinity as in [Grayson 1989].

Theorem 4.1 (long-time convergence). Let ¥ C R” be a compact k-dimensional
smooth submanifold without boundary. Suppose C(0) : I — R”" is a chord with
distinct end points on X. Then there exists a maximally defined smooth family of
chords C(t): I — R" fort € [0, T) with distinct end points on X, and C(t) =C (-, t)
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(1. 3h)
% (1. 3h(0)
(0.~ 5hv) % '

(0, —1h)

2

Figure 5. A chord converging to a limit chord orthogonal to 9€2.

where C(u, t) : I x [0, T) — R" is the unique solution to the chord shortening flow
(relative to X) as in Definition 2.3.

Moreover, if T < +o00, then C(t) converges to a pointon X ast — T. If T is
infinite, then C(t) converges to an orthogonal geodesic chord with end points on ¥
ast — oo.

By the short time existence and uniqueness theorem (Proposition 2.7), the chord
shortening flow continues to exist and is unique as long as £ > 0. Therefore, C (¢)
is uniquely defined for # € [0, T') where either T < 400 or T = +00.

Lemma 4.2. Let C(t), t € [0, T), be a maximally defined chord shortening flow.
Then one of the following holds:

(@) T < 400 and C(t) shrinks to a pointon X ast — T.
b)) T =+4+occand €(t) > £s > 0ast — +00.

Proof. As £(t) is a nonincreasing function of ¢ by Lemma 3.4, it either converges
to 0 or to some positive number £, > 0 as t — T. By short-time existence
(Proposition 2.7), it cannot converge to £+, > 0 in finite time. So when 7' < 400,
C(t) must converge to a point on ¥ by compactness of X. It remains to show
that £(¢) cannot converge to 0 if 7 = 4-00. We will prove this by a contradiction
argument. Suppose, on the contrary, that 7 = +o00 and £(¢) — 0 as t — 4-00. Since
Y is compact, there exists some constant € > 0 such that for any two points p, g €
with d(p, q) < €, the chord C), ; joining them has || nt ||i2 be bounded from below
by a universal positive constant (see, for example, [Colding and Minicozzi 2011,
Lemma 5.2]). By Lemma 3.4, £(¢) must decrease to zero in finite time, which is a
contradiction. (]
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Next, we claim that if the flow exists for all time (i.e., T = 4+00), then it must
converge to an orthogonal geodesic chord to ¥ as t — oo. Since |n7| < |n7| 2, it
suffices to prove the following lemma. Theorem 4.1 clearly follows from Lemma 4.2
and 4.3.

Lemma 4.3. Under the same assumption as Lemma 4.2 and suppose T = +00,
then |nT ;2 — 0 ast — 4o00.

Proof. Write £; = £(t) for t € [0, +00]. By Lemma 3.4 and 4.2, we have
4-1) by >4, >Lloo >0 forallz.

Moreover, integrating the inequality in Lemma 3.4 we obtain

[o,0)
b~ =/ 1" 12, dv = 0.
t
As a result,
(0,0]
/ In" 13, dt -0 ast— cc.
1t

In other words, ||’ ||i2 is L2-integrable on ¢ € [0, +-00). If we can control the time
derivative of ||n7 ||iz, then we can conclude that |7 || ;2 — 0 as t — oco. Using (3-8),
(4-1), Lemma 3.2, and ||n” ||i2 < 2, we have the following differential inequality

35T = (C+ 75 ) In" 13-,
where C =supy, |A| > 0is a constant depending only on the compact submanifold .
We now combine (4-2) with the fact that ftoo In” ||i2 dt — 0 as t — oo to conclude
that ||r;T||i2 — 0 ast — oc.

To simplify notation, let f(z) := |[n” |17, and ¢ := C 4+4/£oo. Then [~ f — 0
ast — oo and f’ < cf. We argue that f(r) — 0 as t — 00. Suppose not, then
there exists an increasing sequence #, — +oo such that

(4-2)

o0 1
4-3) f(ty) > 1 and <.
n /2 n

We claim that there exists 7, € (t, — 1/n, t, +1/n) such that f(z;) < 1/n?. If not,

then by (4-3),
2 th+1/n 00 1
3 S/ ff/ ffﬁ,
th—1/n /2

which is a contradiction. Using that f’ < cf, we see that by (4-3),
1 e < L el
< S S FDe < el

As a result, there is a contradiction when # is sufficiently large. We have thus
proved that f(¢t) — 0 as t — 00, as claimed. ([l
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5. Existence of orthogonal geodesic chords

In this section, we give several geometric applications of the chord shortening flow
concerning the existence of multiple orthogonal geodesic chords. We first give the
precise definition.

Definition 5.1. Let ¥ C R” be a smooth k-dimensional submanifold without bound-
ary. An orthogonal geodesic chord for ¥ is a geodesic ¢ : [0, 1] — R" with endpoint
¢(0) and ¢(1) lying on ¥ such that ¢/(0) and ¢’(1) are normal to ¥ at ¢(0) and c¢(1)
respectively.

An orthogonal geodesic chord is also called a free boundary geodesic [Zhou
2016] or a double normal [Kuiper 1964] in the literature. Note that in the case
where £ C R”" is an embedded hypersurface which bounds a domain €2 in R", our
definition of orthogonal geodesic chords does not require the chord be contained
inside Q as in [Giambo et al. 2014]. The problem of the existence of multiple
orthogonal geodesic chords for submanifolds in R" was first treated by Riede [1968]
as follows. Let Cyx be the space of all piecewise smooth curves ¢ : [0, 1] - R”
with end points on ¥, endowed with the compact open topology. There exists a
Z5-action on Cyx, by c(t) — ¢(1 —t) whose fixed point set is denoted by A’. Denote
by H*Z 2(Cx, A) and H7 (Cx) the Z,-equivariant homology groups (relative to A)
and cohomology groups respectively. All the (co)homology groups in this paper are
considered with a Z; coefficient. The following result is taken from [Riede 1968,
Satz (5.5)].

Lemma 5.2. If there exists B € H*Zz Cs,AN)anday, ..., 0 € ng (Cx) (not nec-
essarily distinct) with deg a; > 0 for all i such that (o«; U---Uag) N B # 0, then
there exists at least s + 1 orthogonal geodesic chords for .

The largest possible integer s such that the hypothesis holds in Lemma 5.2 is
often called the cup length of Cx. The proof of Lemma 5.2 in [Riede 1968] involves
a discrete curve shortening process W on Cy which satisfies properties (1)—(3) as
described in the introduction. As we have pointed out, it is no easy task to verify
the continuity of W with respect to the initial curve. For our problem at hand, one
can in fact reduce it to a much simpler situation as follows. Since any curve c € Cx
can be continuously deformed into the unique chord joining the same end points,
we can restrict Cy, to the subset C% consisting of all the chords with end points on X.
The chord shortening flow is then a curve shortening process on C% which satisfies
all the required properties. Moreover, the space of chords C% can also be described
as the orbit space of ¥ x X under the Z;-action (p, g) — (g, p). As before, if
we let A C ¥ x ¥ be the fixed point set of the Z-action, and H*ZZ(Z X X, A),
HEZ(E x X) be the Z,-equivariant homology and cohomology respectively, we
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have by naturality
(5-1) HP(Ex,A)ZHP(Cx, A) and  Hj (T x ) = Hj (Cx).

Hayashi [1982] studied the equivariant (co)homology of ¥ x X and obtained the
following result.

Lemma 5.3 [Hayashi 1982, Theorem 2]. There exists € HZZkZ(E X X, A) and
o e HZIZ(E x X) such that & N B #0in HkZZ(E x X, A), wherea* =aU---Ua
is the k-th power of cup products of o and k = dim X.

We then obtained Theorem 1.3, which clearly implies Lusternik—Schnirelmann’s
theorem (Theorem 1.1) as a special case since the orthogonal geodesic chords must
be contained inside the convex domain by convexity of the domain 2 C R”, by
combining Lemma 5.3, 5.2, and (5-1). For the sake of completeness, we provide
below some details of the min-max arguments.

Denote by A = COE the space of chords with end points on ¥ and for each
£ e [0, +00),

A% :={c € A : Length(c) < ¢}.

Let o and B be given as in Lemma 5.3 and under the identification (5-1) one defines
the homology classes h; € H;(A, A®) where

hj:=a*NB forj=0,... k.

For each of the homology class & ; (which is nonzero by Lemma 5.3) above, one
can define «; to be the infimum over all cycles representing & ; of the length of
the longest chord in the cycle. Since the h; are pairwise subordinate (see, e.g.,
[Klingenberg 1978] for a precise definition) to each other, we have the inequalities

Ko =K1 =Ky =:-+ = Kg.

By similar arguments in the proof of Lemma 4.2, there exists €y > 0 such that A°
is a deformation retract of A, Since h; # 0, we must have kg > ¢y > 0.

Next, we claim that each «; arises as the length of some orthogonal geodesic
chord. Let ¥, : A — A, t € [0, +00), be the chord shortening flow and for each ¢,
define the critical set

K, :={c € A : cis an orthogonal geodesic chord of length ¢}.

Our main theorem (Theorem 4.1) implies the following “deformation lemma:
Let U C A be any open neighborhood of K,; there exists some small € > 0 such
that for any ¢ € A“*€, one can find a neighborhood U, of ¢ and . > 0 such that
W, (U.) C UU A for each ¢ > t... Standard arguments as in [Klingenberg 1978]
then imply that K, is not empty, hence proving our claim.
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Finally, it remains to show thatif k;_; =k ; =« for some j =1, ..., k, then there
exist infinitely many distinct orthogonal geodesic chords with length k. We argue
by contradiction. Suppose there are only finitely many orthogonal geodesic chords
with length «, i.e., K, = {c1, ..., cn}. Choosing pairwise disjoint contractible
neighborhoods Uy, ..., U, in A\A0 for ¢y, ..., ¢y respectively, we have HY(UU
---UUy,) =0. Fix € > 0 for the neighborhood W of K, as in the deformation
lemma above. There exists a cycle representing 4 ; such that all the chords in the
cycle have length at most x + €. By the deformation lemma, we can apply the chord
shortening flow to every chord in the cycle for some fixed positive time so that
every chord lies in W U A“~€. This gives a contradiction as in [Klingenberg 1978,
Theorem 2.1.10] and thus our proof is completed.

6. Shrinking convex chord to a point

In this section, we study the evolution of chords inside a convex connected planar
domain in R?. In particular, we prove that if an initial chord is convex, then it will
shrink to a point in finite time under the chord shortening flow. In order to make
precise the concept of convexity, we need to be consistent with the orientation of a
curve in R2. For this reason, we restrict our attention to plane curves which bounds
a domain in R?.

Definition 6.1 (boundary orientation). For any smooth domain 2 C R?, we always
orient the boundary 0€2 as the boundary of €2 with the standard orientation inherited
from R?. The orientation determines uniquely a global unit tangent vector field,
called the orientation field, § : 02 — T (3€2) such that v := J& is the inward
pointing normal of <2 relative to Q2. Here, J : R> — R? is the counterclockwise
rotation by %n.

Using Definition 6.1, we can define the boundary angle ® which measures the
contact angle between a chord C and the boundary 9€2.

Definition 6.2 (boundary angle). For any (oriented) chord C,, ; joining p to g with
p # q € 02, we define the boundary angle ® : {p, q} — R by

O(p):=n(p),&(p)) and O(q):=—(n(q),&(q)),

where £ is the orientation field on 02 as in Definition 6.1.
Definition 6.3. An oriented chord C, , is convex if ® > 0 at both end points.

Remark 6.4. If we change the orientation of the chord from C, , to C, ,, the
boundary angle ® changes sign. Since the orientation field £ is always tangent to
02, we have O(p) = ©(¢g) =0 if and only if C,, , meets 9$2 orthogonally at its
end points p and q.
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If we define the “unit normal” N of 9C,, , = {p, ¢} inside 0S2 by setting
N(p)=—§&(p) and N(q)=&(q),

then a solution to the chord shortening flow (2-3) can be consider as a smooth
1-parameter family of point pairs on d€2 given by y : {0, 1} x [0, T) — 02 such
that

(6-1) O, 1y = Oy (w, DN, 1),

where © is the boundary angle for the oriented chord from y (0, ¢) to y (1, ¢). Since
the value of ® at u =0 depends also on the other end point y (1, ¢), this is a nonlocal
function. Therefore, the chord shortening flow can be thought of as a nonlocal
curve shortening flow driven by the boundary angle ®.

We are now ready to state the main theorem of this section. The readers can
compare Theorem 6.5 with the famous result of Huisken [1984] which says that
any compact embedded convex hypersurface in R” would contract to a point in
finite time under the mean curvature flow.

Theorem 6.5. Let Q@ C R? be a compact connected domain with smooth convex
boundary. Any convex chord which is not an orthogonal geodesic chord would
converge to a point in finite time under the chord shortening flow.

To prove Theorem 6.5 we need to establish a few propositions, which are of
geometric interest. We first state the evolution of the boundary angle ® under the
chord shortening flow. Note that we always have |®| < 1 by definition.

Proposition 6.6 (evolution of boundary angle). Suppose C(u, t): I x [0, T) — R?
is a solution to the chord shortening flow as in Definition 2.3. Then, the boundary
angle ©(u,t) : {0, 1} x [0, T) — R satisfies the following equation (recall (3-1)
and (3-2)):

(62 20 ==A"0+ LI, +tk(—n, ¥hO+ L (1 +(E(p), E@N(©O =),

where k := (V¢&, v) is the curvature of 32 with respect to v (recall Definition 6.1),

£ =L(t) is the length of the chord C(-,t): I — R? with outward unit conormal 1.

Proof. It follows directly from Theorem 3.5 and Definition 6.2 ([
Using (6-2), we immediately have the following evolution equations.

Corollary 6.7. Under the same hypothesis as Proposition 6.6, we have

(6-3) O =1(1017, — 1 = (£(p), £(@)))® +k(—n, )0,

LED), E@IIAPO, +k(—n, v)©2
+H(IO12, — 1= (E(p). £(@)) 1©112..

4
dt

1d 2
(64) 5017
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Proof. Both equation follows from (6-2) and Lemma 3.2. (|

Our first lemma is that convexity is preserved under the chord shortening flow.
From now on, we will use C(¢) to denote the unique solution to the chord shortening
flow with initial chord C(0) defined on the maximal time interval ¢ € [0, T') (where
T could be infinite).

Lemma 6.8. Let C(0) be a convex chord inside a compact domain Q C R2 with
convex boundary 02. Then, C(t) remains convex for all t € [0, T).

Proof. Let Oy and ®pax be the minimum and maximum of ®, both of which are
Lipschitz functions of #. By (6-2), we have the following equality:

d

(65)  £-Onin = H(IOI2: = DOnin +Lk(=1, 1) Opin — (§(P), £@)Omar)-

As 0€2 is convex, we have k > 0 and (—n, v) > 0. Moreover, if the chord is convex,
then O, > 0. Therefore, (6-5) 1mp11es the following differential inequality:

L Oy = ({10122 — 1)Opin — (€ (P), () Or)-

By elementary geometry (see Figure 6), we can express the term involving the
orientation field as

(6-7) (E(p). (@) = ©,0, —V(1 - ©2)(1 - ©2).
Combining (6-6) with (3-4), noting that ||n” ||L2 = ||®||L2, and using (6-7),
d ®min
dr\ ¢

(6-6)

((2||®||L2 — 1)Omin — (£(p), £(9))Omax)

(2®1§mn (1 mdx)®mm + \/(1 mm)(l mdx)®max)

~
—_ Nl»— Nl»—

> 73 (265 + (1 = 0540 Omax — Oin)) = 0.

Therefore, if Onin > 0 at =0, then O, /£ 1s a nondecreasing function of ¢, hence
is nonnegative for all ¢+ € [0, 7). This proves that C(¢) remains convex for all
tel0, 7). ([l

We are now ready to prove the main result of this section.
Proof of Theorem 6.5. By Theorem 4.1, it suffices to show that the chord shortening
flow C(¢) exists only on a maximal time interval ¢ € [0, T') with T < +o0. First

of all, ® > 0 for all ¢ € [0, T) by Lemma 6.8. Using (6-3) and (3-4), noticing that
2||0||7, = ©?, a similar argument as in the proof of Lemma 6.8 gives

d(ey_ 1 - 1 &2 5
()= 72O =1 (5,60 = 5 (O}, + OnminOmx)® > 0.
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Figure 6. The convex region cut out by a convex chord in 2. Note
that (§(p), §(q)) = cos(0), +0,).

Therefore, ®/¢ is a nondecreasing function of ¢. Since ®/¢ > 0 at t = 0, it
remains bounded away from zero for all r € [0, T'). Therefore, if T = 400, by
Theorem 4.1 we must have that C(¢) converges to an orthogonal geodesic chord
and thus ©/¢ — 0, which is a contradiction. U
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RIGIDITY THEOREMS OF HYPERSURFACES WITH
FREE BOUNDARY IN A WEDGE IN A SPACE FORM

JUNCHEOL PYO

Dedicated to Professor Jaigyoung Choe in honor of his 65th birthday.

This paper presents some rigidity results about compact hypersurfaces with
free boundary in a wedge in a space form. First, we prove that every compact
immersed stable constant mean curvature hypersurface with free boundary
in a wedge is part of an intrinsic sphere centered at a point of the edge of the
wedge. Second, we show that the same rigidity result holds for a compact
embedded constant higher-order mean curvature hypersurface with free
boundary in a wedge. Finally, we extend this result to a compact immersed
hypersurface with free boundary in a wedge that has the additional property
that the ratio of two higher-order mean curvatures is constant.

The same conclusions hold for a compact hypersurface with free bound-
ary that lies in a half-space in a space form.

1. Introduction

The set of all points at a given positive intrinsic distance from a fixed point in a
manifold will be called an intrinsic sphere. Intrinsic spheres in space forms have
been characterized in a number of different ways. Among all hypersurfaces of a
given volume bounding a domain in a space form, an intrinsic sphere has the least
area; that is, it is the boundary of an isoperimetric domain in a space form. Every
smooth boundary of an isoperimetric domain is a stable constant mean curvature
(CMC) hypersurface. Barbosa and do Carmo [1984] proved that an intrinsic sphere
in Euclidean space is the only closed stable immersed CMC hypersurface; Barbosa,
do Carmo, and Eschenburg [Barbosa et al. 1988] extended this result to other space
forms.

We call a hypersurface a totally geodesic hypersurface if all of its intrinsic
geodesics are also geodesic curves in the ambient manifold. Totally geodesic
hypersurfaces and intrinsic spheres are the only totally umbilic hypersurfaces. The

This research was supported in part by the National Research Foundation of Korea (NRF-
2017R1E1A1A03070495 and NRF-2017R1A5A1015722).
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mean curvature as well as the higher-order mean curvature are all constant on such
a surface. Alexandrov [1962] proved that a closed embedded CMC hypersurface in
Euclidean space must be an intrinsic sphere. This result has also been generalized
to hyperbolic space and the open hemisphere. Ros [1988] generalized Alexandrov’s
results to a closed embedded hypersurface in Euclidean space of constant scalar
curvature. Using the so-called Alexandrov reflection method, Korevaar [1988]
gave another proof of Ros’ result and extended it to the hyperbolic space and the
open hemisphere. Ros [1987] generalized Alexandrov’s result to hypersurfaces of
constant higher-order mean curvature in Euclidean space; Montiel and Ros [1991]
settled Alexandrov’s result for other space forms.

Koh and Lee [2001] characterized intrinsic spheres in a space form in terms of the
ratio of two higher-order mean curvatures. They proved that a closed hypersurface
in a space form is an intrinsic sphere if it has constant ratio H, / H;, where [ < r, and
nonvanishing H;, where H, is the r-th order mean curvature of the hypersurface.

It is natural to extend the above results for closed surfaces to compact surfaces
with nonempty boundary in a domain. When the domain is a ball, Nitsche [1985]
showed that an immersed disk-type CMC surface in a ball which intersects the
boundary sphere orthogonally is part of a sphere, and Souam [1997] extended
Nitsche’s result to other space forms. Presently, only partial results are known for
higher-dimensional stable CMC hypersurfaces in a ball [Ros and Vergasta 1995;
Souam 1997].

Recently, when the domain is a wedge in Euclidean space, Lopez [2014] showed
that a compact connected CMC surface orthogonally meeting the boundary of the
wedge in R3 is part of sphere if it is either stable or embedded. In this paper, we ex-
tend Ldpez’s results both to other space forms and to a higher-dimensional case. We
now establish some notation that will be used throughout the remainder of this paper.

Let M"*+!(k) be the (n+1)-dimensional simply connected space form of constant
sectional curvature k. By changing the metric conformally we may assume that
k=0ork==+1; thatis, M"T1(0) =R+, M"+(—1)=H"*!, and M"+' (1) =S"*.
When k = 1, we consider the open hemisphere S'J‘FH rather than the whole sphere.

Let IT; and IT; be two totally geodesics in M"+1 (k) which intersect. By IT;
and T1,, M"*t1(k) is divided into four connected domains. Choosing any of the
four domains and then taking closure of the domain, we have a wedge-shaped
closed connected domain W c M"*! (k). For simplicity, we refer to W as a wedge.
Let M" be an n-dimensional compact connected orientable Riemannian manifold
with nonempty boundary M. Let ¢ : M — M"*+!(k) be an isometric immersion,
and we identify M with v (M). In this paper, we consider a hypersurface M in
a wedge W, which means that there exists an immersion ¢ : M — W such that
Y(@Ant(M)) C int(W) and ¥ (0M) C oW, where oW is the boundary of W and
int(A) denotes the interior of a set A. The (n—1)-dimensional totally geodesic
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E =TI, NTI; is called the edge of W. Since we consider the open hemisphere Sf’ﬁl
rather than the whole sphere, for kK = 1, the edge is a connected totally geodesic. In
the other cases (k =0, —1), clearly the edge is a connected one. Throughout this
paper, we assume that IM N(I1{\ E) # & #dM N(I1,\ E) and all hypersurfaces are
connected. We call M a hypersurface with free boundary in W when M intersects
oW orthogonally along 0 M.

First, in Section 3, we prove:

A compact immersed stable CMC hypersurface with free boundary in a
wedge in a space form is part of an intrinsic sphere centered at a point of
the edge of the wedge.

This is a generalization of Barbosa, do Carmo, and Eschenburg’s results [Barbosa
and do Carmo 1984; Barbosa et al. 1988] for hypersurfaces with free boundary in a
wedge. A CMC hypersurface M in a wedge W is called a capillary hypersurface
if M meets the boundary of W with a constant angle along 0 M. McCuan [1997]
and Park [2005] showed that a capillary surface in a wedge that is topologically an
annulus is part of a sphere. Recently, Choe and Koiso [2016] proved that a compact
capillary hypersurface in a wedge that is disjoint from the edge is part of an intrinsic
sphere if the boundary of the capillary surface is embedded for the surface case, or
if the boundary is convex for the higher-dimensional case. More results and more
physical explanation for capillary surfaces can be found in [Concus and Finn 1998;
Concus et al. 2001; Finn 1986].

Ros [1987] obtained an interesting inequality for closed hypersurfaces of pos-
itive mean curvature. When the mean curvature is a positive constant, a linear
isoperimetric inequality for closed hypersurfaces of nonvanishing mean curvature
is satisfied. This inequality was extended to other space forms by Brendle [2013]
and Qiu and Xia [2015] in different ways. In Section 4, we extend these results
to compact hypersurfaces with nonempty boundary. Besides Reilly’s formula,
somewhat surprisingly, many geometric and rigidity results can be deduced from
the so-called Minkowski formula; see, for example, [Koh 1998; Montiel and Ros
1991; Ros 1987]. Montiel and Ros [1991] extended the Minkowski formula in space
forms. In Section 5, we extend the Minkowski formula for closed hypersurfaces to
hypersurfaces with free boundary in a wedge. Choe and Park [2011] extended the
Minkowski formula for hypersurfaces with free boundary in a cone in Euclidean
space. Second, in Section 6, we extend the result of [Montiel and Ros 1991] to
hypersurfaces with free boundary in a wedge using a Ros-type inequality and a
Minkowski-type formula for compact hypersurfaces with free boundary:

A compact embedded constant higher-order mean curvature hypersurface
with free boundary in a wedge in a space form is part of an intrinsic
sphere centered at a point of the edge of the wedge.
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In the last section, we extend the results of [Koh and Lee 2001] to hypersurfaces
with free boundary. In this case, the same rigidity holds when the hypersurface lies
in the wedge near the boundary. More precisely, we prove:

If a compact immersed hypersurface has nonempty boundary such that
near the boundary the hypersurface meets the boundary of a wedge
orthogonally along the boundary, then it is part of an intrinsic sphere if
H; does not vanish and the ratio H, / H) is constant for 0 <[ <.

Note that there are no a priori restrictions on the topology of the hypersurface M;
that is, it may have some genus or boundary components. Also note that the proof
works in the case that the boundary d M lies in a hyperplane, that is, we obtain
similar results for M in a half-space in a space form.

2. Preliminaries

For M"+! (k), when kK = —1, use the hyperboloid model and when k = 1, take
the usual embedding to R"*2 More precisely, let L"*2 be the (n-+2)-dimensional
Lorentz—Minkowski space with the Lorentzian metric

(x,y) =x1y1+- -+ Xpp1Vn+1 — Xn12Vn42-

Then, M"*t1(—1) c L"*? is defined as
el | xP =—1,x02> 1)

Let ¥ : M — M"*1(k) be an immersion. If k = —1, we regard this immersion as
V¥ : M — "2 and if k = 1 we regard it as ¢ : M — R'2,

Denote by V, A, and V? the gradient, the Laplacian, and the Hessian on M"+1 (k),
respectively, and denote by V, A, N, o, and H the gradient, the Laplacian, the unit
outward normal vector field whenever this makes sense, the second fundamental
form, and the normalized mean curvature on M C M"*(k), respectively. Let dV,
dA, and ds be canonical measures of M"*!(k), M, and O M, respectively.

We recall the formal definition of stability of CMC hypersurfaces; see [Barbosa
et al. 1988; Ros and Vergasta 1995; Souam 1997] for further details. Let W C
M"+1(k) be a wedge. A CMC hypersurface with free boundary in W arises from a
critical point of the area functional for all volume-preserving variations in W. More
precisely, lety : M — W C M"*1(k) be an immersion such that ¥ (int(M)) C int(W)
and Y (0M) C 0W. A variation of i is a smooth family of proper hypersurfaces
in W given by a 1-parameter family of immersions ¥; : M x (—€, €) — W with
Wy =

The area function is defined by

Am=fdm
M
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where d A, is the volume form of W, (M). The volume function enclosing the space
between ¥ (M) and W, (M) is defined by

V() :f *qv,
M x[0,1]

where dV is the volume form of M"*!(k). The variation is said to be volume-
preserving if V(t) = V(0) for all ¢.

With the associated variational vector field Y = (0W/dt)|;—o, the first variation
formulas of the area and the volume are

(D A'(0) = —nf HfdA-i—/ (Y,v)ds,
M oM

@) V'(0) = / fdA,
M

where f = (Y, N). The variation is called normal if Y = f N, and admissible if
W, (int(M)) C int(W) and W, (M) C oW for all 7.

From (1) and (2), v is a critical point of the area functional A(¢) for all volume-
preserving and admissible variations if and only if ¥ (M) C W is a CMC hypersur-
face with free boundary.

By a standard computation, the second variation formula of any admissible
volume-preserving normal variation is

A”(O):—/ (fAf+(|a|2—|—kn)f2)dA+/ ( %—II(N, N)fz)ds,
M oM v

where 17 is the second fundamental form of W in M"*+!(k).

A stationary immersion v : M — W is called stable if A”(0) > 0 for any admissi-
ble volume-preserving normal variation of . Let F = { feH (M) | f u S dA= O},
where H'!(M) denotes the first Sobolev space of M, and we define the index form T
of ¥ as the symmetric bilinear form on H!(M) given by

I(f.g) = /M (V1. Vg) — (10> +kn) fg) dA — /8 N feds.

It follows that the stationary immersion v is stable if and only if Z(f, f) > O for
any f € F.

3. Stable CMC surfaces with free boundary in a wedge

Theorem 1. Let W be a wedge in M"T' (k). If M is a compact immersed stable
CMC (H # 0) hypersurface with free boundary in W, then it is part of an intrinsic
sphere centered at a point of the edge of W.

Proof. Suppose the wedge W is determined by IT; and I, and the edge E is given
by E = I1; N I1,. By an isometry in M"*!(k), we assume that E contains the
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origin of R"*! for k = 0 case, the north pole (0, ..., 0, 1) € R"*? for k = 1 case
and the point (0,...,0,1) € L"*2 for k = —1 case. Let ni, i = 1,2, be the unit
normal vector of I1;, i =1, 2, outward-pointing with respect to W. Let N be the
unit normal vector field of M. Let v be the outward unit conormal vector field along
dM which means that v is tangential to M and normal to d M. The free boundary
condition implies that v =n; on IM NI1;, i =1, 2.

In R**!, H"*! and g'}fl, the only totally umbilic hypersurfaces are the geodesic
hypersurfaces and the intrinsic spheres; see Chapter 7 of [Spivak 1975]. Since
M is assumed to satisfy oM NTI1; # & # dM N I1,, the only possibility to be a
compact surface with free boundary in a wedge is that M is part of an intrinsic
sphere centered at a point on the edge £ C W. So, we claim that M is totally
umbilic. Proving this claim completes the proof.

Case: k =0. Let h = (, N) be the support function of yr. From a direct computa-
tion in [Barbosa and do Carmo 1984, Lemma 3.5], we have

(3) Ah=nH —|o|*h.

Since IT; and I, are totally geodesics and M intersects d W orthogonally
along d M, v is a principal direction of i along d M. More precisely, it follows that,
for any tangent vector field X of d M, we have

(VuN, X)=—(0(X,v), N)=—(Vxv,N) =0,

where the last equality follows from the fact that v is constant on d M. Hence, for a
function A,

h _
@ 37 — (1, N)+ (¥, VuN) = (v, N} + (¥, Av) =0,

Integrating (3) on M and applying Stokes’ theorem, by (4) we have
(5) / nH —|o|’hdA =0.
M
From a direct computation, we have
Aly > =2n(1 = H(y, N));

by integrating on M and applying Stokes’ theorem, we obtain
f (1— H{y, N))dA = 1/ (¥, v) ds.
M nJom

Since E contains the origin of Rt and v = n; on I1;, i =1, 2, respectively,
(¥,v) =0 on dM. So, for a hypersurface with free boundary, we also have the
Minkowski-type formula

/ (1—H{y, N))dA =0.
M
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Setu=1—Hh, u e F. Since du/dv =0 by (4) and I =0 on dW, the second
variation formula becomes

A”(0) = —f (uAu+|o|*u?) dA.
M
From a direct computation using (3), u Au + |0 |*u® = u(|o|> —nH?). Thus

0<T(u,u)=— / (u Au+lo*u®)dA (by stability condition)
M

- / (1—HR)(jo P—nH?)) d A
M

:—/ (|o|2—nH2)dA+/ nszA—/ nH3hdA (by (5))
M M M

=—/ (|c7|2—nH2)dA+nH2/ udA
M M

:—/ (lo|>*—nH?*)dA <0 (by nH? <|o|?).
M

It follows that |o|> = nH? on M; that is, all points of M are umbilic.
From now on we consider the case k % 0. We first recall the following identities
[Barbosa et al. 1988, Lemma 3.3]:

(6) Ay =—nHN — kni,
(7) AN = —|c|’N —knH .
Case: k=1. Lety = [,, ¥ dA and N = [,, N dA. We claim that N belongs to

the vector space spanned by {1/, 11, 2}.
Integrating (6) and applying Stokes’ theorem, we obtain

—nH/ NdA:n/ 1//dA+/ Ay dA
M M M
=ny + Vol(dM NT1;)n; 4+ Vol(dM N T1y)n,.

Therefore N is spanned by {, i1, 172}, completing the claim.
Now, choose n — 1 vectors {vy, ..., v,—1} in R"*2 such that

(Y, vi) =, vi)=(m,v)=0, i=1,...,.n—1
Clearly, (N, v;) =0fori=1,...,n—1.
Foreachi=1,...,n—1, define f; = (¥, v;) and g; = (N, v;). Since (¥, v;) =
(N,v;)=0,i=1,....,n—1, wehave [,, fidA= [, g dA=0.
From (6) and (7), foreachi =1,...,n — 1, we deduce
(&) Afi+nfi=—nHg;,

) Agi+ol*gi = —nHf;.
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Recall v is the outward unit conormal vector field along dM and n; = v on
oM NTII; fori =1, 2. Along the boundary 0 M,

e 9

(10) — =—,v)=(v,v;)=0, i=1,...,n—1.
dv ov
Since v is a principal direction of ¢y along d M, for a function A,
agi 0 - .
(11) — =—(N,v;)=(V,N,v;) =(Iv,v;) =0, i=1,...,n—1.
v av
By combining (8)—(11), foreachi =1, ...,n — 1, the index form is
(12) 1 sy =n [ Hiigda~ [ 1oPs2da
M M
(13) I(gi,gi)zn/ HfigidA—n/ gl dA,
M M

and summing up,
n—1

0= Z Z(fi, fi)+I(gi, &) (by stability condition)

i=1

n—1
=_Z</ (|a|2fi2—2anigi+ngi2)dA>
i=1 WM

n—1
(14) s—nz( / (Hzﬁz—zHﬁgi+g?>dA) (by nH* < |o])
i=1 WM

n—1
—-n Y [ wfi-giaa<o,
i=1 vM

Since inequality (14) turns to equality, we have

n—1
(15) > [ Gop-nts2aa=0,
i=1 /M
and by nH? < |o|* again, we obtain
n—1
(16) <|a|2—nH2)(Z f,~2> ~0 on M.
i=1
Foreachi =1,...,n—1, the zero set of f; in M is the set of points that belong to

M and the hyperplane {x € R"*2 | (x, v;) = 0}, so, the zero set of Y '~ f2in M
is the set of points that belong to M and the three-dimensional subspace which is
orthogonal to {v; |i =1,...,n—1}.

For n > 3, the zero set of Zl'-’:_f fl.2 in M has measure zero in M. From (15),

|o|> =nH? on M; that is, M is totally umbilic. For the surfaces case (n = 2), we
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use the reductio ad absurdum argument. Suppose M is not totally umbilic, then the
umbilic points are isolated by the holomorphic Hopf differential. By (15), f; =0
on M, and it follows that M is a surface in a three-dimensional subspace that is
orthogonal to v; and hence it is totally geodesic, a contradiction. Therefore, M is
totally umbilic. This completes the claim when k = 1.

Case: k=—1.Letv=(0,...,1) € E. Define f = (¥, v) and g = (N, v). By (6)
and (7), a direct computation yields

(17) IAfP=FAf+I|VfIP=—nHfg+nf>+|V [,
(18) 1Ag* =g Ag+|Vgl*=—|o’¢* +nHfg + Vgl
(19) A(fg)=fAg+gAf+2(Vf,Vg)

=—lo*fg+nHf*—nHg* +nfg+2(Vf, Vg),
and

SH? Af? — HA(fg) +308% = |HV f = Vg’ = (lo|> —=nH?)(g* — H®).
Recall n; =v on dM NTl;, i =1, 2. Along the boundary d M,
af d

20 —=—(y,v)=(v,v)=0.
(20) 3 — 3v (U, v) = (v, v)
Similar to the case when k =0, v is a principal direction of ¥ along d M. Hence,
0 d -
@1) 28 = Z(N,v) = (V,N,v) =0,

v v
From (20) and (21), we get ,, s H> Af?>— H A(fg)+3Ag*>dA =0, and hence

22) f (o> —nH?)(g? — Hfg)dA = f (HV f — Vg|? dA.
M M

Defineu = Hg — f. Sinceu =Hg — f = —%Af and by Stokes’ theorem,

(23) / udA=—l/ (v,v)ds =0.
M n Jom

From (22) and (23),

4 Tu)= / (o2 = nH>(Hfg - f2)dA
M

=/ <|o—|2—nH2><g2—f2>dA—/ \HV f — Vgl dA.
M M

To simplify computations, we choose an orthonormal frame {e4|A =0, ..., n+1}
around a point V¥ (p), p € M, such that eg = v, e,4+1 = N and ey, ..., ¢, are
tangential to ¥ (M).
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With this frame,

v=—(Y, )¢ + (N, v)N + E (ei, v)ei,
i=1
and

Vf= i(ei, ve;.
i=1

It follows that

n

—1=(v,0) == (¥, ) + (N, v)* + ) (i, v)?

= + g+ VI =
Hence,
(25) gr— fA=—(+|VfP.
By (24) and (29),

0<Z(u,u) (by stability condition)

=~ [ oP-nt)1419 fPrdA- [ |HV SV

M M

<0 (from nH? < |o|?),
that is, all points of M are umbilic, and hence, the conclusion for the case k = —1
follows. O

Observe that the proof also holds when the boundary d M lies in a hyperplane.
This gives rise to the following theorem.

Theorem 2. Let # be a half-space in M"+1 (k) determined by a hyperplane P. Let
M be a compact immersed stable CMC hypersurface with free boundary in H. Then
M is an intrinsic hemisphere centered at a point of P.

4. Ros-type inequality

In this section, we extend the Ros-type inequality for closed hypersurfaces to
compact hypersurfaces with free boundary in a wedge.

Theorem 3. Let W C M"+! (k) be a wedge, and E be the edge of W. Let M be a
compact embedded hypersurface with free boundary in W. Let Q2 be the compact
domain enclosed by M and dW. Defining r(x) = distjzu+1;, (x, v) for a fixed point
veE,
1 if k=0,
Vi(x) =qcosr(x) ifk=1,
coshr(x) ifk=-—1.
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If the mean curvature H is positive on M, then

Vi
26) f —deZ(n-l—l)/ VedV.
u H Q

and equality holds if and only if M is part of an intrinsic sphere.

Proof. Take Q¢ C €2 to be a domain with a smooth boundary obtained from 2 by
rounding off the singular part of 9€2 in a small distance € > 0. Let N be the outward
unit normal vector field of d€2; it is the same one on M as in the previous section.

From a direct computation, V2V, = —kVy g, where g is the metric of M (k).
For any smooth function f on 2, the Reilly-type formula is given by

(27) Vk((Af+k(n+l)f)2—WZf—i-kfglz) dv
Qe

=/ Vk(2uAz+nHu2+cr(Vz,Vz)+2nkuz)dA
02 _
+/ VaVi(IVz|? — nkz?) dA,
092

where z = f|y and u = Vy f. Equation (27) is a particular case of the general Reilly-
type formula in a Riemannian manifold; see [Qiu and Xia 2015, Theorem 1.1].

Case: k =0. Let f: Q¢ — R be the solution to the mixed boundary value problem
A‘f =1 in Qg,
f=0 on Q2. \ aW,
u=09f/oN=0 ondQ.NIW.

Equation (27) becomes the classical Reilly formula

(28) f ((Af)2—|62f|2)dv:/ nHusz—l—/ o(Vz,Vz)dA.
Qe a

QN\OW aQ2.NOW

Since dW is composed of part of a totally geodesic, 0 = 0 on dW. From the
Cauchy—Schwarz inequality, (28) becomes

Vol(,) s
(29) > Hu*dA.
n+1 IQNIW
On the other hand,
_ 2 2
(30)  (Vol(2))% = (/ Af dV) = (/ udA)
Q. 9QN\OW

Vol(Q2
5/ Husz/ L gp < Yol L aa,
IQN\IW aoow H n+1 Jogoow H

where the first inequality comes from the Holder inequality and the second inequality
is a consequence of (29). Therefore, letting € — 0, we obtain (26).

IA
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When equality occurs, the Cauchy—Schwarz inequality implies that the Hessian

V2 f is proportional to the identity matrix. Because Af =1 on Q, V2f = % g

in Q2. With f =0 on M, the conclusion follows from the Obata-type result that
M is part of an intrinsic sphere. This completes the proof when k = 0; see [Reilly
1980, Theorem B].

Case: k # 0. Let f : Q. — R be the solution to the mixed boundary value problem

Af+k(n+1)f=1 1inQe,
(31) f=0 on 92\ OW,
u=293f/dN =0 on 9 NAW.

From the Cauchy—Schwarz inequality,

(32) L/ Vi(Af +k(n+1))*dV
n+1 Q.
> / Ve(Af +k(n+1) ) — |92 f +kfgP)dV.

We deal with €2, in two parts, 02 \ dW and 02 N O W.
On 896 \ 8W, = flaQE\QW = 0, and

(33) ViQQu Az+nHu?>+0 (Vz, VZ)+2nkuz) d A
9QN\OW

+/ VaVi(IVz|*—nkz?) dA = / nViHu?dA.
AQN\IW IQ\IW

On 0Q2. N AW, u = 0. Since oW is part of a totally geodesic, o (Vz, Vz) = 0.
Since N =n; on Il;, i = 1,2, and @r(x) C oW, we have Vi(x) = cosr(x)
and Vy Vi = —sinr(x)g(Vr(x), N) = 0 or Vi(x) = coshr(x) and VyV; =
— sinhr(x)g(@r(x), N) =0 on 0W. Then, we obtain

(34) / ViRu Az +nHu®+0(Vz, V) + 2nkuz) dA
AQNIW )
+/ VaVi(IVz|* = nkz?) d A = 0.
AQNIW

Then, from (31)-(34), we have

1

(35) ),

VidV zf ViHu?>dA.
IQNIW

Because AV, = —(n + 1)kVj and Va Vi =0 on 32 N W, the Green’s formula
implies

(36) / deV:/ ViudA.
Qe AQNOW
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On the other hand,

2 2
37 (/ Vi dV) = ([ Viu dA)
Q. IQN\OW
2 Vi
< ViHu“dA —dA
IQN\IW s ow H

V
<1 dev/ “Laa,
n+1 Jo aow H

where the first inequality follows from the Holder inequality and the second in-
equality follows from (35).

Therefore, letting € — 0 we obtain (26).

Combining (32) and (35)—(37) and the equality in (26),

V2 f 4 kfelP = (S kG + D2,
Since A f +k(n+1) f =1, we have
=2 1\ 1 .
\Y% <f+m> ——k(f+m)g in 2.

With f+1/(n+1)=1/(n+ 1) on M, the conclusion follows from the Obata-type
result [Reilly 1980, Theorem B] that M is part of an intrinsic sphere. (]

The above result is counterpart of the Ros-type inequality for closed hypersurfaces
in [Brendle 2013, Theorem 3.5]. Qiu and Xia [2015] also gave another proof of
a Ros-type inequality for closed hypersurfaces in manifolds which include space
forms.

If the boundary of the compact hypersurface lies in a hyperplane of M"*!(k) we
conclude an analogous result:

Theorem 4. Let 7 be a half-space in M"+1 (k) determined by a hyperplane P. Let
M be a compact embedded hypersurface with free boundary in ‘H. Let 2 be the
compact domain enclosed by M and P. Defining r (x) = distjz.1 4 (x, v) for a fixed
pointv € P,
1 if k=0,
Vi(x) =Fcosr(x) ifk=1,
coshr(x) if k=—1.

If the mean curvature H is positive on M, then

Vi
f —deZ(n—i-l)/ VidV,
u H Q

and equality holds if and only if M is an intrinsic hemisphere centered at a point
of P.
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5. MinkowsKi-type formula

With the unit normal vector field N of M, we denote by «;, i = 1,...,n, the
principal curvatures of M. For any r =1, .. ., n, the mean curvature of order r, H,,
is defined by the identity

(38)  Pu(t)i=(+k18) - (1 +unt) = 1 + (’;)Hlt+---+ (Z)Ht

for any real number 7. Note that H; is the normalized mean curvature of M, H; is
the scalar curvature of M up to a constant, and H,, is the Gauss—Kronecker curvature
of M. For convenience, we define Hy = 1.

For higher-order mean curvatures, the following inequalities hold:

Lemma 5. [fthere is a point of M where all the principal curvatures are positive
and H, >0, r=1,...,n,on M, then:

G H>0ifl<r.

(i) H./H < H,_1/Hj_ foranyl <.
(iii) HS(‘Y_WS < H;_; and HSUS < Hy = H, where equality holds only at umbilic

points if s > 1.

Proof. For (i) and (iii), see, for example, Lemma 1 of [Montiel and Ros 1991].
For (ii), see, for example, Section 12 of [Beckenbach and Bellman 1961]. ]

Besides Reilly’s formula, somewhat surprisingly, many geometric and rigidity
results can be deduced from the so-called Minkowski formula; see, for example,
[Montiel and Ros 1991; Ros 1987]. Montiel and Ros [1991] extended the Minkowski
formula in space forms and gave another characterization of an intrinsic sphere.
We now extend the Minkowski formula for closed hypersurfaces to hypersurfaces
with free boundary in a wedge.

We include the proof of the Minkowski formula for closed hypersurfaces in space
forms for the reader’s convenience (see [Montiel and Ros 1991] for further details),
and then generalize it to hypersurfaces with free boundary.

Case: k =0. From a direct computation, we have
(39) Aly|> =2n(1 — H(y, N)).
For a real number ¢ close enough to 0, the parallel hypersurface is given by
Vi =expy, IN =¥ +1tN

and this is also an immersion.
If dA and ky, ..., k, denote the volume form and the principal curvatures of
Y (M), respectively, then the volume form of i, (M) = M, is given by

dA; = +x1t)--- (1 +x,t)dA = P,(t)dA,
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where P, is as in (38). From a direct computation, the mean curvature H (¢) of
M; is

B R A0
(40) HO = 2 1+xt nP,@t)

i

Integrating (39) on M, gives,

41) 0=/ (I1—H@® (Y +tN,N))dA,
M

I |
= /M (P = L P10y = L Py, NY ) dA,

where the second equality follows from (38) and (40). Because (41) holds for any
real variable ¢, all of its coefficients vanish. As a result, we obtain the Minkowski-
type identity

(42) / H_—H (y,N)dA=0, r=1,...,n.
M

Case: k # 0. Because of the similarity between M+ (—1) and M"*1(1), we focus
on k = —1. From a direct computation, for any v € 1”2, we have

(43) A, v) =n((y,v) = H(N, v)),

and then, integration on M and applying the Stokes’ theorem yield

(44) / (¥, v) —H(N,v))dA =0.
M
For a real number 7 close enough to 0, the parallel hypersurface is given by
Y =expy, (IN) = coshty + sinht N

and this is also an immersion.
If dA and k4, ..., k, denote the volume form and the principal curvatures of
Y (M), respectively, then the volume form of M, is given by

dA; = (cosht +kq sinht) - - - (cosht 4+ «, sinht) dA
=cosh” t P,(tanht) dA,

where P, is as in (38). From a direct computation, the mean curvature H (t) of ¥, is

ncosht sinh¢ P,(tanh ) + P, (tanht)
ncosh?t P, (tanh t) '
Integrating (44) on M, and using (38) and (45), we have

(45) H({t) =

(46) / (nP,(tanh r) — tanh¢ P, (tanh¢)) (Y, v) — P, (tanh)(N, v) dA = 0.
M
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Equation (46) holds for any variable tanh . By comparing its coefficients, we obtain
the Minkowski-type identity

/ H,_{(y,v)—H.(N,v)dA=0, r=1,...,n.
M

Similarly for the case k = 1, we have the following identities:

Minkowski-type identity [Montiel and Ros 1991]. Let ¢ : M — M" (k) be a
closed orientable immersed hypersurface. For anyr =1, ..., n, the following hold:

(@) If k=0, then [,, H._y — H,(, NYydA =0.
(b) If k=—1, then [,, H,_(y, v) — H.(N,v)dA =0 foranyv € "%
() If k=1, then fM H._i (¢, v)+ H.(N,v)dA =0 forany v € R"2.

We extend the Minkowski-type identity to immersed hypersurfaces with free
boundary in a wedge in a space form.

Proposition 6. Let W C M"*' (k) be a wedge and E be the edge of W. Let M
be a compact immersed hypersurface in M" ' (k) with 9M C dW such that near
oM, M lies inside of W and perpendicular to OW. Then, foranyr =1, ...,n we
obtain:

(a) If k=0, then [,, H_1 — H, (Y, N)dA = 0.
d) If k=—1, then fM H,_1{(Y,v) —H.(N,v)dA =0 foranyv € E.
(c) If k=1, then ), H_ (¥, v) + H,(N,v)dA =0 foranyv € E.

Proof. By an isometry in R"*!, we assume that E contains the origin of Rt
For sufficiently small ¢, the parallel hypersurface ¥,(M) = M, is an immersed
hypersurface. Since W is a wedge and M is a hypersurface with free boundary,
dM,; lies on dW and M, intersects 0 W orthogonally along d M,. Integrating (39)
on M; and applying Stokes’ theorem, we have

b 1, 1
@ [ (ro-rro- mow.m)da=5 [

9 tN|?
! | +tN| s

avt

9

where v, is the outward unit conormal vector field to d M;. Since 0 M, lies on W
and M, intersects d W orthogonally along dM;, d|y +tN|2/8v, =0on dM;. Then
(47) is the same as (41). The conclusion follows the same argument as that of the
closed case.

Because of the similarity between the two cases (k = £1), we consider only the
case k = —1.

Recall n;, i =1, 2, is the unit normal vector of I1;, i = 1, 2. By an isometry
in 1\7I”+1(—1), we assume that v = (0,...,0,1) € E and (v, n;) =0, i =1, 2.
For sufficiently small ¢, the parallel hypersurface (M) = M, is an immersed
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hypersurface. Since W is a wedge and M is a hypersurface with free boundary,
dM; lies on dW and M, intersects d W orthogonally along 0 M;.
Integrating (43) on M, and applying Stokes’ theorem give

(48) (Y, v) — H@)(Ny, v) dA; — 1 / (v, v)ds =0,
M, n M,
where v, is the outward unit conormal vector field to d M;.
Since M, intersects d W orthogonally along 0M;, v, =n; on M, NI1;, i =1, 2,
and then, (v;, v) =0 on dM,. Then (48) is the same as (44). The conclusion follows
the same argument as that of the closed case. U

Using the same argument, a similar result holds if the boundary of a hypersurface
with free boundary lies in a hyperplane of M"*! (k).

6. Constant-H, embedded hypersurfaces with free boundary

Theorem 7. Let W C M"*! (k) be a wedge. Let M C W be a compact embedded
constant-H, (r =1, ..., n) hypersurface with free boundary. Then M is part of an
intrinsic sphere centered at a point of the edge of W.

Proof. Denote by €2 the compact domain enclosed by M and dW.

For the case k =0, by an isometry in R"*!, we assume that E contains the origin
of R"*!. Because the unit normal vector to dQNdW is perpendicular to the position
vector ¥,

1
(49) Vol(£2) = nrl M(W» N)dA,
where Vol(£2) is the volume of €2 and N is the outward unit vector field of M.

From (a) of Proposition 6 and (49), we have
/ H,_1dA=H, / (Y, NYdA = (n+ 1)H, Vol(%2).
M M

Denote by S(r) the intrinsic sphere of radius r centered at the origin. For
sufficiently large r, M is contained inside of S(r). Decreasing r \, 0, we can find
ro > 0 such that S(r) " M = & for r > rg but S(r9) " M # @. That is, S(rg) is the
first touching to M at a point g € S(r9) N M. At the touching point g, all the principal
curvatures of M and H, are positive by comparison with S(rg). This argument also
holds in M"*+1(—1) without any change. When s"*1if r close enough to %, M is
contained inside of S(r); thus, the Euclidean argument also holds.

From (iii) of Lemma 5,

/H,_ldAzf H DI dA,
M M
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and then,

(50) (n+1)Vol(S2)z/ Hr_l/rdAZ/ Laa
M u H

Comparing (26) and (50), M is part of an intrinsic sphere by Theorem 3.

Now, we consider k£ # 0 case. From a direct computation, we have A(w, v) =
—k(n+1)(y, v) for any v € E. Integrating on €2 and using Stokes’ theorem, we
have

—k(n—i-l)/(t//, v)de/ (N, U)dA+/ (v,v)dA,
Q M

IQNawW

where N and v are the outward unit normal vector fields of M and 92 N oW,
respectively.

By an isometry of M"*1(k), we assume v = (0, ..., 0, 1) € E and (n;, v) =0,
i=1,2. Withv, (v,v) =0o0n 022N W, that is,

(&2)) —k(n+1)/(1ﬁ, v)dV:/ (N,v)dA.
Q M

Let r(x) = dist(x, v) be the distance function from v to x in Mt (k). If k = —1,
then (Y, v) = —coshr(¥) and if k = 1, then (Y, v) = cosr(¥); that is, k{(yr, v) =
V() in M (k).

From (b) of Proposition 6, we have

/ H,_\Vie(¥) + H, (N, v)dA = 0.
M

Since H, is constant and (51), (n + 1) H, [, VkdV = [,, H-—1 Vi dA. By the
same argument for the k =0 case, there exists a point in M such that all the principal
curvatures are positive. From (iii) of Lemma 5,

(n+DH, / VidV = / H_\VidA > / H DIy dA,
Q M M
and then,
—~1/r Vi

(52) (n+1l) | idV>=| H /"VidA> —dA.

Q M m H
Comparing (26) and (52) and using the results of Theorem 3, we conclude that M
is part of an intrinsic sphere. ([

As before, when d M lies in a hyperplane, the following conclusion holds.

Theorem 8. Let H be a half-space in M"+' (k) determined by a hyperplane P.
Let M be a compact embedded constant-H, (r =1, ..., n) hypersurface with free
boundary in ‘H. Then M is an intrinsic hemisphere centered at a point of P.
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7. Constant- H, / H; immersed hypersurfaces with free boundary

Using the Minkowski formula and the inequalities for higher-order mean curvatures
(Lemma 5), Koh and Lee [2001] gave characterizations of an intrinsic sphere in
space forms. In Proposition 6, the Minkowski formula is extended to hypersurfaces
with free boundary in space forms; then, Koh and Lee’s results are naturally extended
for hypersurfaces with free boundary. For the reader’s convenience, we give the
proof in detail.

Theorem 9. Let W C M"t! (k) be a wedge. Let M be a compact immersed hyper-
surface in M"T1 (k) with 9M C dW such that near dM, M lies inside of W and
meets W perpendicularly along oM. If, forr,l =1,...,n and r > I, the ratio
H,/H, is constant and H; does not vanish on M, then it is part of an intrinsic sphere
centered at a point of the edge of W.

Proof. For the case k = 0, by an isometry in R"*!, we assume that E contains the
origin of R"*!. By the same argument as the proof of Theorem 7, there is an elliptic
point g in M; that is, all the principal curvatures are positive, and clearly, both H,
and H; are positive at gq. Because o = H, / H; is constant and H; does not vanish on
M, the curvatures H,., H; are positive on M and o > 0. By (i) of Lemma 5, H; > 0

if s < r. By (ii) of Lemma 5,
H, H,_;
(53) O<a=—< .
H, = Hj—

Because H, = « H; and by (a) of Proposition 6,

(54) /MH,_l —aH (Y, N)dA =0.
Because o > 0 is constant and by (a) of Proposition 6,
(55) | ettty N da=o.
Combining (54) and (55) yields

/ (H,_ —aH_1)dA =0.
M

From (53),
H, H,_;
—_— = =a onbM.
H  H-
Proceeding inductively, and defining p =r — [, we obtain
H H
(56) p—Hz—p:Hp on M;
H Hy

that is, Hp_H/Hp = H.
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On the other hand, by (ii) of Lemma 5,
(57) Hp-l—l/prHp/Hp—lf"‘SHl-
Combining (56) and (57) gives,

Hp+1/Hp = p/Hp—l =...=Hj,
and therefore,
HrZle, r=12,....,p+1.

By (iii) of Lemma 5, M is part of an intrinsic sphere.

By an isometry in M"*!(—1), we assume that E contains v= (0, ..., 0, 1) e "2
As before there exists a point ¢ such that all the principal curvatures are positive,
and clearly, both H, and H; are positive at q. Because « = H,/H; is constant and
H; does not vanish on M, the curvatures H,, H; are positive on M and « > 0.

By (ii) of Lemma 5,

H, H,

(58) O<oa=—< )
H, — Hj

Because H, = o H; and by Proposition 6,
(59) /M Hy_1(Y,v) —aH(N,v)dA =0.
Because o > 0 is constant and by Proposition 6,
(60) /M a(H—1 (¢, v) — H(N,v)) dA =0.
Combining (59) and (60) yields,

| e —ati oo v aa=o.

Because (¥, v) < —1 on M and by (58),

H, H,_;

—_— =a onM.
H  H

Proceeding inductively, and defining p = r — [, we obtain
H H
(61) p—“:—Psz on M,
H Hy
that is, Hp_H/Hp = H.
On the other hand, by (ii) of Lemma 5,

(62) Hp-l—l/prHp/Hp—lf"‘SHl-
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Combining (61) and (62) gives,

Hy\/Hy=Hp/H,_ | =---=Hi,
and therefore,
H =H{, r=12...,p+1L

By (iii) of Lemma 5, M is part of an intrinsic sphere.

For the case k = 1, we assume that the edge E contains v=(0,0,...,1) € R"+2,
Because ¢ : M — STI, we have (¢, v) > 0. By the same argument for k = —1,
the conclusion follows as for the k =1 case. O

Theorem 10. Let P be a hyperplane in M"t' (k). Let M be a compact immersed
hypersurface in M" ' (k) with dM C P such that near 3M, M lies on one side of P
and meets P perpendicularly along OM. If, forr,l =1, ... ,n andr > 1, the ratio
H,/H, is constant and H; does not vanish on M, then it is an intrinsic hemisphere
centered at a point of P.

Acknowledgement

We warmly thank the referees for their careful reading of the paper and their valuable
suggestions to improve the paper.

References

[Alexandrov 1962] A.D. Alexandrov, “A characteristic property of spheres”, Ann. Mat. Pura Appl. (4)
58 (1962), 303-315. MR Zbl

[Barbosa and do Carmo 1984] J. L. Barbosa and M. do Carmo, “Stability of hypersurfaces with
constant mean curvature”, Math. Z. 185:3 (1984), 339-353. MR Zbl

[Barbosa et al. 1988] J. L. Barbosa, M. do Carmo, and J. Eschenburg, “Stability of hypersurfaces of
constant mean curvature in Riemannian manifolds”, Math. Z. 197:1 (1988), 123-138. MR Zbl

[Beckenbach and Bellman 1961] E. F. Beckenbach and R. Bellman, Inequalities, Ergebnisse der
Mathematik 30, Springer, 1961. MR Zbl

[Brendle 2013] S. Brendle, “Constant mean curvature surfaces in warped product manifolds”, Publ.
Math. Inst. Hautes Etudes Sci. 117 (2013), 247-269. MR Zbl

[Choe and Koiso 2016] J. Choe and M. Koiso, “Stable capillary hypersurfaces in a wedge”, Pacific J.
Math. 280:1 (2016), 1-15. MR Zbl

[Choe and Park 2011] J. Choe and S.-H. Park, “Capillary surfaces in a convex cone”, Math. Z. 267:3-4
(2011), 875-886. MR Zbl

[Concus and Finn 1998] P. Concus and R. Finn, “Discontinuous behavior of liquids between parallel
and tilted plates”, Phys. Fluids 10:1 (1998), 39—43. MR Zbl

[Concus et al. 2001] P. Concus, R. Finn, and J. McCuan, “Liquid bridges, edge blobs, and Scherk-type
capillary surfaces”, Indiana Univ. Math. J. 50:1 (2001), 411-441. MR Zbl

[Finn 1986] R. Finn, Equilibrium capillary surfaces, Grundlehren der Math. Wissenschaften 284,
Springer, 1986. MR Zbl


http://dx.doi.org/10.1007/BF02413056
http://msp.org/idx/mr/0143162
http://msp.org/idx/zbl/0107.15603
http://dx.doi.org/10.1007/BF01215045
http://dx.doi.org/10.1007/BF01215045
http://msp.org/idx/mr/731682
http://msp.org/idx/zbl/0513.53002
http://dx.doi.org/10.1007/BF01161634
http://dx.doi.org/10.1007/BF01161634
http://msp.org/idx/mr/917854
http://msp.org/idx/zbl/0653.53045
http://msp.org/idx/mr/0158038
http://msp.org/idx/zbl/0097.26502
http://dx.doi.org/10.1007/s10240-012-0047-5
http://msp.org/idx/mr/3090261
http://msp.org/idx/zbl/1273.53052
http://dx.doi.org/10.2140/pjm.2016.280.1
http://msp.org/idx/mr/3441213
http://msp.org/idx/zbl/1347.49068
http://dx.doi.org/10.1007/s00209-009-0651-3
http://msp.org/idx/mr/2776063
http://msp.org/idx/zbl/1215.53015
http://dx.doi.org/10.1063/1.869547
http://dx.doi.org/10.1063/1.869547
http://msp.org/idx/mr/1490213
http://msp.org/idx/zbl/1185.76543
http://dx.doi.org/10.1512/iumj.2001.50.1849
http://dx.doi.org/10.1512/iumj.2001.50.1849
http://msp.org/idx/mr/1857042
http://msp.org/idx/zbl/0996.76014
http://dx.doi.org/10.1007/978-1-4613-8584-4
http://msp.org/idx/mr/816345
http://msp.org/idx/zbl/0583.35002

510 JUNCHEOL PYO

[Koh 1998] S.-E. Koh, “A characterization of round spheres”, Proc. Amer. Math. Soc. 126:12 (1998),
3657-3660. MR Zbl

[Koh and Lee 2001] S.-E. Koh and S.-W. Lee, “Addendum to the paper: ‘Sphere theorem by means
of the ratio of mean curvature functions™’, Glasg. Math. J. 43:2 (2001), 275-276. Addendum to S.-E.
Koh, 42:1 (2000), 91-95. MR Zbl

[Korevaar 1988] N. J. Korevaar, “Sphere theorems via Alexandrov for constant Weingarten curvature
hypersurfaces”, (1988), 221-223. Appendix to A. Ros, “Compact hypersurfaces with constant scalar
curvature and a congruence theorem”, J. Differential Geom. 27:2 (1988), 215-220. MR Zbl

[Lopez 2014] R. Lépez, “Capillary surfaces with free boundary in a wedge”, Adv. Math. 262 (2014),
476-483. MR Zbl

[McCuan 1997] J. McCuan, “Symmetry via spherical reflection and spanning drops in a wedge”,
Pacific J. Math. 180:2 (1997), 291-323. MR Zbl

[Montiel and Ros 1991] S. Montiel and A. Ros, “Compact hypersurfaces: the Alexandrov theorem
for higher order mean curvatures”, pp. 279-296 in Differential geometry, edited by B. Lawson and K.
Tenenblat, Pitman Monogr. Surveys Pure Appl. Math. 52, Longman Sci. Tech., Harlow, UK, 1991.
MR Zbl

[Nitsche 1985] J. C. C. Nitsche, “Stationary partitioning of convex bodies”, Arch. Rational Mech.
Anal. 89:1 (1985), 1-19. MR Zbl

[Park 2005] S.-h. Park, “Every ring type spanner in a wedge is spherical”, Math. Ann. 332:3 (2005),
475-482. MR Zbl

[Qiu and Xia 2015] G. Qiu and C. Xia, “A generalization of Reilly’s formula and its applications to a
new Heintze—Karcher type inequality”, Int. Math. Res. Not. 2015:17 (2015), 7608-7619. MR Zbl

[Reilly 1980] R. C. Reilly, “Geometric applications of the solvability of Neumann problems on a
Riemannian manifold”, Arch. Rational Mech. Anal. 75:1 (1980), 23-29. MR Zbl

[Ros 1987] A. Ros, “Compact hypersurfaces with constant higher order mean curvatures”, Rev. Mat.
Iberoamericana 3:3-4 (1987), 447-453. MR Zbl

[Ros 1988] A. Ros, “Compact hypersurfaces with constant scalar curvature and a congruence theo-
rem”, J. Differential Geom. 27:2 (1988), 215-220. MR Zbl

[Ros and Vergasta 1995] A. Ros and E. Vergasta, “Stability for hypersurfaces of constant mean
curvature with free boundary”, Geom. Dedicata 56:1 (1995), 19-33. MR Zbl

[Souam 1997] R. Souam, “On stability of stationary hypersurfaces for the partitioning problem for
balls in space forms”, Math. Z. 224:2 (1997), 195-208. MR Zbl

[Spivak 1975] M. Spivak, A comprehensive introduction to differential geometry, 1V, Publish or
Perish, Boston, 1975. MR Zbl

Received December 25, 2016. Revised March 19, 2018.

JUNCHEOL PYO
jepyo@pusan.ac.kr
DEPARTMENT OF MATHEMATICS
PUSAN NATIONAL UNIVERSITY
BUSAN

SOUTH KOREA

and

KOREA INSTITUTE FOR ADVANCED STUDY
SEOUL
SOUTH KOREA


http://dx.doi.org/10.1090/S0002-9939-98-04589-4
http://msp.org/idx/mr/1469418
http://msp.org/idx/zbl/0936.53036
http://dx.doi.org/10.1017/S0017089501020110
http://dx.doi.org/10.1017/S0017089501020110
https://doi.org/10.1017/S0017089500010119
https://doi.org/10.1017/S0017089500010119
http://msp.org/idx/mr/1838631
http://msp.org/idx/zbl/1039.53062
http://dx.doi.org/10.4310/jdg/1214441780
http://dx.doi.org/10.4310/jdg/1214441780
http://dx.doi.org/10.4310/jdg/1214441779
http://dx.doi.org/10.4310/jdg/1214441779
http://msp.org/idx/mr/925120
http://msp.org/idx/zbl/0638.53051
http://dx.doi.org/10.1016/j.aim.2014.05.019
http://msp.org/idx/mr/3228434
http://msp.org/idx/zbl/1294.53014
http://dx.doi.org/10.2140/pjm.1997.180.291
http://msp.org/idx/mr/1487566
http://msp.org/idx/zbl/0885.53009
http://msp.org/idx/mr/1173047
http://msp.org/idx/zbl/0723.53032
http://dx.doi.org/10.1007/BF00281743
http://msp.org/idx/mr/784101
http://msp.org/idx/zbl/0572.52005
http://dx.doi.org/10.1007/s00208-005-0476-2
http://msp.org/idx/mr/2181758
http://msp.org/idx/zbl/1102.53007
http://dx.doi.org/10.1093/imrn/rnu184
http://dx.doi.org/10.1093/imrn/rnu184
http://msp.org/idx/mr/3403995
http://msp.org/idx/zbl/1330.53049
http://dx.doi.org/10.1007/BF00284618
http://dx.doi.org/10.1007/BF00284618
http://msp.org/idx/mr/592101
http://msp.org/idx/zbl/0457.53008
http://dx.doi.org/10.4171/RMI/58
http://msp.org/idx/mr/996826
http://msp.org/idx/zbl/0673.53003
http://dx.doi.org/10.4310/jdg/1214441779
http://dx.doi.org/10.4310/jdg/1214441779
http://msp.org/idx/mr/925120
http://msp.org/idx/zbl/0638.53051
http://dx.doi.org/10.1007/BF01263611
http://dx.doi.org/10.1007/BF01263611
http://msp.org/idx/mr/1338315
http://msp.org/idx/zbl/0912.53009
http://dx.doi.org/10.1007/PL00004289
http://dx.doi.org/10.1007/PL00004289
http://msp.org/idx/mr/1431192
http://msp.org/idx/zbl/0933.53029
http://msp.org/idx/mr/0394452
http://msp.org/idx/zbl/0306.53001
mailto:jcpyo@pusan.ac.kr

CONTENTS

Volume 299, no. 1 and no. 2

Jason Behrstock, Mark Hagen and Alessandro Sisto: Hierarchically hyperbolic
spaces II: Combination theorems and the distance formula

Jeffrey S. Case: The weighted oy-curvature of a smooth metric measure space

Andrea Cattaneo, Alice Garbagnati and Matteo Penegini: Calabi-Yau 4-folds of
Borcea—Voisin type from F-theory

Youmin Chen and Hao Yin: Uniqueness of tangent cones for biharmonic maps with
isolated singularities

Kai Cieliebak and Martin Schwingenheuer: Hamiltonian unknottedness of certain
monotone Lagrangian tori in §* x §?

Alice Garbagnati with Andrea Cattaneo and Matteo Penegini
Mark Hagen with Jason Behrstock and Alessandro Sisto

Jiayu Li and Lei Liu: Partial regularity of harmonic maps from a Riemannian
manifold into a Lorentzian manifold

Martin Man-chun Li: Chord shortening flow and a theorem of Lusternik and
Schnirelmann

Lei Liu with Jiayu Li
Zhongxue Lii with Biran Zhang

Colette Mceglin and David Renard: Sur les paquets d’Arthur des groupes unitaires
et quelques conséquences pour les groupes classiques

Devin Murray: Topology and dynamics of the contracting boundary of cocompact
CAT(0) spaces

Karl-Hermann Neeb and Gestur Olafsson: KMS conditions, standard real subspaces
and reflection positivity on the circle group

Gestur Olafsson with Karl-Hermann Neeb

Victoria Paternostro and Ezequiel Rela: Improved Buckley’s theorem on locally
compact abelian groups

Matteo Penegini with Andrea Cattaneo and Alice Garbagnati

Juncheol Pyo: Rigidity theorems of hypersurfaces with free boundary in a wedge in a
space form

257
339

401

427

257

33

469
33
237

53

89

117
117

171

489



512

Ezequiel Rela with Victoria Paternostro

David Renard with Colette Mceglin

Martin Schwingenheuer with Kai Cieliebak

Alessandro Sisto with Jason Behrstock and Mark Hagen

Graham Smith: Eternal forced mean curvature flows II: Existence
Hao Yin with Youmin Chen

Biran Zhang and Zhongxue Lii: Symmetry and nonexistence of solutions for a fully
nonlinear nonlocal system

171

53
427
257
191
401

237



Guidelines for Authors

Authors may submit articles at msp.org/pjm/about/journal/submissions.html and choose an
editor at that time. Exceptionally, a paper may be submitted in hard copy to one of the
editors; authors should keep a copy.

By submitting a manuscript you assert that it is original and is not under consideration
for publication elsewhere. Instructions on manuscript preparation are provided below. For
further information, visit the web address above or write to pacific@math.berkeley.edu or
to Pacific Journal of Mathematics, University of California, Los Angeles, CA 90095-1555.
Correspondence by email is requested for convenience and speed.

Manuscripts must be in English, French or German. A brief abstract of about 150 words or
less in English must be included. The abstract should be self-contained and not make any
reference to the bibliography. Also required are keywords and subject classification for the
article, and, for each author, postal address, affiliation (if appropriate) and email address if
available. A home-page URL is optional.

Authors are encouraged to use IATEX, but papers in other varieties of TgX, and exceptionally
in other formats, are acceptable. At submission time only a PDF file is required; follow
the instructions at the web address above. Carefully preserve all relevant files, such as
IATEX sources and individual files for each figure; you will be asked to submit them upon
acceptance of the paper.

Bibliographical references should be listed alphabetically at the end of the paper. All ref-
erences in the bibliography should be cited in the text. Use of BibTgX is preferred but not
required. Any bibliographical citation style may be used but tags will be converted to the
house format (see a current issue for examples).

Figures, whether prepared electronically or hand-drawn, must be of publication quality.
Figures prepared electronically should be submitted in Encapsulated PostScript (EPS) or
in a form that can be converted to EPS, such as GnuPlot, Maple or Mathematica. Many
drawing tools such as Adobe Illustrator and Aldus FreeHand can produce EPS output.
Figures containing bitmaps should be generated at the highest possible resolution. If there
is doubt whether a particular figure is in an acceptable format, the authors should check
with production by sending an email to pacific @math.berkeley.edu.

Each figure should be captioned and numbered, so that it can float. Small figures occupying
no more than three lines of vertical space can be kept in the text (“the curve looks like
this:”). It is acceptable to submit a manuscript will all figures at the end, if their placement
is specified in the text by means of comments such as “Place Figure 1 here”. The same
considerations apply to tables, which should be used sparingly.

Forced line breaks or page breaks should not be inserted in the document. There is no point
in your trying to optimize line and page breaks in the original manuscript. The manuscript
will be reformatted to use the journal’s preferred fonts and layout.

Page proofs will be made available to authors (or to the designated corresponding author)
at a website in PDF format. Failure to acknowledge the receipt of proofs or to return
corrections within the requested deadline may cause publication to be postponed.


http://msp.org/pjm/about/journal/submissions.html
mailto:pacific@math.berkeley.edu
mailto:pacific@math.berkeley.edu

KAI CIELIEBAK and MARTIN SCHWINGENHEUER

Chord shortening flow and a theorem of Lusternik and Schnirelmann 469
MARTIN MAN-CHUN LI
Rigidity theorems of hypersurfaces with free boundary in a wedge in a 489
space form
JUNCHEOL PYO



	 vol. 299, no. 2, 2019
	Masthead and Copyright
	Jason Behrstock and Mark Hagen and Alessandro Sisto
	Introduction
	1. The main definition and background on hierarchically hyperbolic spaces
	1A. The axioms
	1B. Comparison to the definition in Behrstock et al. 2017b
	1C. A variant on the axioms
	1D. Hierarchical spaces
	1E. Consistency and partial realization points
	1F. Levels
	1G. Maps between hierarchically hyperbolic spaces

	2. Tools for studying hierarchically hyperbolic spaces
	2A. Handy basic consequences of the axioms
	2B. Partially ordering sets of maximal relevant elements of S
	2C. Coloring relevant elements

	3. Realization of consistent tuples
	4. Hierarchy paths and the distance formula
	4A. Definition of hierarchy paths and statement of main theorems
	4B. Good and proper paths: definitions
	4C. Good and proper paths: existence
	4C1. Producing good paths

	4D. Upper and lower distance bounds

	5. Hierarchical quasiconvexity and gates
	5A. Hierarchically quasiconvex subspaces are hierarchically hyperbolic
	5B. Standard product regions
	5B1. Hierarchy paths and product regions


	6. Hulls
	6A. Homology of asymptotic cones
	6B. Relatively hierarchically hyperbolic spaces and the distance formula

	7. The coarse median property
	7A. Coarse media and hierarchical quasiconvexity

	8. Combination theorems for hierarchically hyperbolic spaces
	8A. Equivariant definition of (X(T),S)
	8B. Graphs of hierarchically hyperbolic groups
	8C. Products

	9. Hyperbolicity relative to HHGs
	10. Hierarchical hyperbolicity of 3-manifold groups
	11. A new proof of the distance formula for mapping class groups
	Acknowledgments
	References

	Jeffrey S. Case
	1. Introduction
	2. Algebraic preliminaries
	2A. The weighted Newton inequalities
	2B. Weighted elliptic cones

	3. Smooth metric measure spaces
	3A. The weighted sigma_k-curvatures
	3B. Weighted Einstein manifolds

	4. The space of metric-measure structures
	5. Variational status of the weighted sigma_k-curvatures
	5A. The weighted sigma_k-curvature functionals

	6. Stability results for the F- and Y-functionals
	6A. Stability for quasi-Einstein manifolds
	6B. Stability for weighted Einstein metrics

	7. Ellipticity and some Obata-type theorems
	7A. An Obata-type theorem for quasi-Einstein manifolds
	7B. Towards an Obata theorem for the Y_k-functional on Sn

	8. Critical points of the Y-functional
	8A. The first variation of J_phi^m
	8B. The first variation of N_{2,phi}^m
	8C. The first variation of the Y-functionals

	Acknowledgments
	References

	Youmin Chen and Hao Yin
	1. Introduction
	2. Preliminaries on biharmonic maps
	An improved -regularity
	Section of a tangent cone
	L2 closeness implies C5 closeness
	Estimates of t u

	3. The Lojasiewicz–Simon inequality
	An equivalent form
	The Lyapunov–Schmidt reduction
	The proof of 0=thm.491=Lemma 3.6

	4. Dynamics near a critical point of F
	5. A stability argument and the proof of Theorem 1.1
	Appendix A. The assumption of analyticity
	Analytic function between Banach spaces
	Complexification and analyticity
	Properties of the complexification

	Appendix B. Proof of 0=thm.461=Lemma 3.5
	References

	Kai Cieliebak and Martin Schwingenheuer
	1. Introduction
	2. Relative symplectic fibrations
	2A. Symplectic connections and their holonomy
	2B. Fibered Lagrangian tori in S^2 x S^2
	2C. Relative symplectic fibrations of S^2 x S^2
	2D. The standard relative symplectic fibration

	3. Standardisations
	3A. Pullback by diffeomorphisms
	3B. Standardisation near a fibre
	3C. Standardisation near the sections

	4. Killing the holonomy
	4A. Setup
	4B. A special contraction
	4C. A special Hamiltonian function
	4D. A special symplectic connection
	4E. Inflation
	4F. Killing the holonomy along circles of latitude
	4G. Killing all the holonomy
	4H. Proof of the main theorem and some consequences

	Appendix: Homotopy groups of some diffeomorphism groups
	Acknowledgement
	References

	Martin Man-chun Li
	1. Introduction
	2. Chord shortening flow
	3. Evolution equations
	4. Long-time existence
	5. Existence of orthogonal geodesic chords
	6. Shrinking convex chord to a point
	Acknowledgements
	References

	Juncheol Pyo
	1. Introduction
	2. Preliminaries
	3. Stable CMC surfaces with free boundary in a wedge
	4. Ros-type inequality
	5. Minkowski-type formula
	6. Constant-H_r embedded hypersurfaces with free boundary
	7. Constant-H_r/H_l immersed hypersurfaces with free boundary
	Acknowledgement
	References

	Index
	Guidelines for Authors
	Table of Contents

