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NEW APPLICATIONS OF
EXTREMELY REGULAR FUNCTION SPACES

TROND A. ABRAHAMSEN, OLAV NYGAARD AND MÄRT PÕLDVERE

Let L be an infinite locally compact Hausdorff topological space. We show
that extremely regular subspaces of C0(L) have very strong diameter 2 prop-
erties and, for every real number ε with 0 < ε < 1, contain an ε-isometric
copy of c0. If L does not contain isolated points they even have the Daugavet
property, and thus contain an asymptotically isometric copy of `1.

1. Introduction

Throughout, let L be an infinite locally compact Hausdorff topological space, and
denote as usual by C0(L) the Banach space of continuous K-valued functions on L
that “vanish at infinity”, where K is the field of either real or complex numbers.

Definition 1.1 [Cengiz 1973a]. An extremely regular function space is a linear
subspace A of C0(L) such that for every x0 ∈ L , every real number ε with 0<ε< 1,
and every open neighbourhood V of x0, there exists an f ∈A such that

‖ f ‖ = 1= f (x0) > ε > sup
x∈L\V

| f (x)|.

The interest in extremely regular function spaces came from their importance in
Banach–Stone type theorems. An example, also due to Cengiz [1973a], is as follows:
If L1 and L2 are locally compact Hausdorff topological spaces such that there exists
a linear isomorphism ϕ from an extremely regular subspace of C0(L1) onto such a
subspace of C0(L2) with ‖ϕ‖‖ϕ−1

‖< 2, then L1 and L2 are homeomorphic (here
C0(L1) and C0(L2) are complex spaces). Properties of extremely regular function
spaces were studied in [Cengiz 1973b].

In this paper, we demonstrate that extremely regular function spaces play a role
in a quite recent subfield of the theory of Banach spaces, namely that involving
Daugavet spaces, diameter 2 spaces, and octahedral spaces. Let us briefly explain
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some main lines of this theory before returning to extremely regular function spaces
and our results.

Let X be a Banach space and BX its unit ball. By a slice of BX we mean a set of
the form S(x∗, ε) := {x ∈ BX :Re x∗(x) > 1−ε}, where x∗ is in the unit sphere SX∗

of X∗ and ε > 0. A finite convex combination of slices of BX is a set S of the form
S =

∑n
i=1 λi S(x∗i , εi ) where n ∈ N, λi > 0,

∑n
i=1 λi = 1, x∗i ∈ SX∗ , and εi > 0.

Definition 1.2. A Banach space X has the strong diameter 2 property (SD2P) if
every finite convex combination of slices of BX has diameter 2.

A lemma by Bourgain [Ghoussoub et al. 1987, page 26, Lemma II.1] (and
independently rediscovered by Shvydkoy [2000]) says that every nonempty relatively
weakly open subset of BX contains a finite convex combination of slices. Thus the
SD2P implies that every nonempty relatively weakly open subset of BX has diameter
2, which in turn implies that every slice of BX has diameter 2. None of these
implications is reversible ([Becerra Guerrero et al. 2015; Haller and Langemets
2014]).

It is an important observation of Deville and Godefroy from the late 1980s,
stated without proof in [Godefroy 1989], that X having SD2P is equivalent to X∗

being octahedral. A Banach space Z is octahedral if, for every finite-dimensional
subspace F of Z and every ε > 0, there exists a y ∈ SZ such that

‖x + t y‖ ≥ (1− ε)(‖x‖+ |t |) for every x ∈ F and every t ∈ K.

A complete proof of this equivalence can be found in [Becerra Guerrero et al. 2014,
Corollary 2.2] (the proof is carried out for the real case, but it is not too hard to
see that the result holds also in the complex case). More on the history of the
equivalence can be found in [Abrahamsen et al. 2017, Remark 1.4].

Definition 1.3. A Banach space X

(1) is almost square (ASQ) if whenever n ∈ N and x1, . . . , xn ∈ SX , there exists a
sequence (yk) in BX such that ‖xi ± yk‖ −−−→

k→∞
1 for every i ∈ {1, . . . , n} and

‖yk‖ −−−→
k→∞

1.

(2) has the symmetric strong diameter 2 property (SSD2P) if whenever n ∈ N,
S1, . . . , Sn are slices of BX , and ε > 0, there exist xi ∈ Si , i = 1, . . . , n, and
y ∈ BX such that xi ± y ∈ Si for every i ∈ {1, . . . , n} and ‖y‖> 1− ε.

ASQ Banach spaces were studied in [Abrahamsen et al. 2016]. The SSD2P
has not been fully explored yet, but can be found in [Abrahamsen et al. 2013,
Lemma 4.1], where it is observed that the SD2P is implied by the SSD2P. In turn,
it is not too hard to show that ASQ Banach spaces have the SSD2P. On the other
hand, the space L1[0, 1] has the SD2P, but not the SSD2P (see [Haller et al. 2018,
Remark 3.3]), and the space C[0, 1] has the SSD2P, but is not ASQ.
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The ASQ property of a Banach space, and also the SSD2P, are rather strong.
The widest class of spaces known to be ASQ are nonreflexive M-embedded spaces
[Abrahamsen et al. 2016, Corollary 4.3]. Also, c0(X) is ASQ for any Banach space
X. The widest class of spaces known to have the SSD2P are uniform algebras
[Abrahamsen et al. 2013, Theorem 4.2]. Also, `∞(X) has the SSD2P for any
Banach space X (see [Haller et al. 2018, Proposition 3.4]).

Let us also relate the Daugavet property to the diameter 2 properties. Recall that a
bounded linear operator T on a Banach space X is said to satisfy the Daugavet equa-
tion if ‖I+T ‖= 1+‖T ‖. Daugavet [1963] discovered that every compact operator
on C[0, 1] satisfies this equation, thus initiating a very important topic in the theory
of Banach spaces. Lozanovskii [1966] obtained the analogous result for L1[0, 1].

Definition 1.4. A Banach space X has the Daugavet property if every rank 1
operator on X satisfies the Daugavet equation.

Note that if a Banach space X has the Daugavet property, then, in fact, every
weakly compact operator on X satisfies the Daugavet equation (see, e.g., [Kadets
et al. 2000, Theorem 2.3] or [Werner 2001, Theorem 2.7]).

Towards the end of the 1990s, the Daugavet property was described in geometrical
terms (see [Kadets et al. 2000, Lemmas 2.1 and 2.2; Shvydkoy 2000, Lemmas 2
and 3; Werner 2001, Lemmas 2.2–2.4]). Spaces with the Daugavet property have the
SD2P [Abrahamsen et al. 2013, Theorem 4.4] and are octahedral [Becerra Guerrero
et al. 2014, Corollary 2.5].

Finally, we can announce our main results: An extremely regular subspace
of C0(L)

• has the SSD2P (Theorem 2.2);

• is ASQ whenever L is noncompact (Theorem 2.5);

• has the Daugavet property whenever L does not contain isolated points
(Theorem 2.6);

• contains an ε-isometric copy of c0 whenever 0< ε < 1 (Theorem 3.1).

In fact, we prove these results for a wider class of subspaces of C0(L) than
extremely regular ones, that we call somewhat regular subspaces (see Definition 2.1).
Throughout the paper, it should not cause any confusion to denote, for a functional
µ ∈ C0(L)∗, its representing (regular) Borel measure also by µ.

2. Diameter 2 properties for subspaces of C0(L)

Definition 2.1. We call a linear subspace A of C0(L) somewhat regular, if, when-
ever V is a nonempty open subset of L and 0< ε < 1, there is an f ∈A such that

(2-1) ‖ f ‖ = 1 and | f (x)| ≤ ε for every x ∈ L \ V.
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Notice that, in this case, | f (x0)| = 1 for some x0 ∈ V, thus one may choose an
f ∈A satisfying (2-1) so that f (x0)= 1 for some x0 ∈ V.

It is clear that extremely regular subspaces of C0(L) are somewhat regular. On
the other hand, whenever x1 and x2 are different accumulation points of L , the
subspace { f ∈ C0(L) : f (x1)= 2 f (x2)} of C0(L) is somewhat regular by courtesy
of Urysohn’s lemma, but fails to be extremely regular. Thus the class of somewhat
regular subspaces of C0(L) is strictly larger than that of extremely regular ones.

Theorem 2.2. Somewhat regular linear subspaces of C0(L) have the SSD2P.

Theorem 2.2 is a corollary of the following lemma.

Lemma 2.3. Let A be a somewhat regular linear subspace of C0(L), and let
n,m ∈ N, f1, . . . , fn ∈ BA, µ1, . . . , µm ∈ BC0(L)∗ , and ε > 0. Then there are
g1, . . . , gn, φ ∈ BA such that, for every j ∈ {1, . . . , n},

(1) |µi ( f j − g j )|< ε for every i ∈ {1, . . . ,m};

(2) |µi (φ)|< ε for every i ∈ {1, . . . ,m};

(3) ‖φ‖> 1− ε;

(4) ‖g j ±φ‖ ≤ 1.

When dealing with subspaces of C0(L), the main challenge is often to find a
substitute for Urysohn’s lemma (see, e.g., [Cascales et al. 2013, Section 2]). The
following lemma — which the proofs of both Lemma 2.3 and Theorem 2.6 rely on —
is a “Urysohn’s lemma” for somewhat regular subspaces of C0(L). The lemma is
inspired by [Nygaard and Werner 2001, proof of Theorem 1].

Lemma 2.4 (cf. [Nygaard and Werner 2001, proof of Theorem 1]). Let A be a
somewhat regular linear subspace of C0(L), let V be a nonempty open subset of L ,
and let 0< ε < 1. Then there are an x0 ∈ V and an f ∈A such that

(1) f (x0)= 1≤ ‖ f ‖ ≤ 1+ ε;

(2) |1− f (x)| ≤ 1+ ε for every x ∈ V ;

(3) | f (x)| ≤ ε for every x ∈ L \ V.

Proof. Let 0< δ < 1 and let n ∈ N satisfy 2/n < δ. Putting V0 := V, by courtesy
of the somewhat regularity of A, one can recursively find points x1, . . . , xn ∈ V,
functions g1, . . . , gn ∈A, and nonvoid open subsets V0 ⊃ V1 ⊃ · · · ⊃ Vn such that,
for every j ∈ {1, . . . , n},

x j ∈ V j−1, g j (x j )= ‖g j‖ = 1, |g j (x)| ≤ δ for every x ∈ L \ V j−1,

and V j = {x ∈ V j−1 : |g j (x)−1|< δ}; thus, in fact, x j ∈ V j . Defining x0 := xn and

g :=
g1+ · · ·+ gn

n
,
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one has ‖g‖ ≤ 1, |g(x)| ≤ δ for every x ∈ L \ V, and

|1− g(x)| ≤
1
n

n∑
j=1

|1− g j (x)| for every x ∈ L .

Now let x ∈ V. Put k :=max{ j ∈ {0, 1, . . . , n} : x ∈ V j }. For 1 ≤ j ≤ k, one has
|1− g j (x)|< δ; δ ≤ |1− gk+1(x)| ≤ 2; and, for k+2≤ j ≤ n, one has |g j (x)| ≤ δ
and hence |1− g j (x)| ≤ 1+ δ. Thus

|1− g(x)| ≤
(n− 1)(1+ δ)+ 2

n
< 1+ δ+ 2

n
< 1+ 2δ.

Since x0 = xn ∈ Vn , one has |g j (x0)− 1| < δ for every j ∈ {1, . . . , n} and thus
|g(x0)− 1|< δ. Defining f := (1/g(x0))g, it remains to observe that, taking, from
the very beginning, δ to be “small enough”, the conditions (1)–(3) hold, because,
since |g(x0)|> 1− δ,

1= f (x0)≤ ‖ f ‖ =
‖g‖
|g(x0)|

<
1

1− δ
,

for every x ∈ V,

|1− f (x)| =
|g(x0)− g(x)|
|g(x0)|

<
|g(x0)− 1| + |1− g(x)|

1− δ
<

1+ 3δ
1− δ

,

and, for every x ∈ L \ V,

| f (x)| =
|g(x)|
|g(x0)|

<
δ

1− δ
. �

Proof of Lemma 2.3. Let 0 < δ < 1/2. Since L is infinite, there is a point y ∈ L
such that max1≤i≤m |µi |({y}) < δ; hence, by the regularity of µ1, . . . , µm and the
continuity of f1 . . . , fn , there is a nonempty open subset V of L such that

max
1≤i≤m

|µi |(V ) < δ and max
1≤ j≤n

sup
x,z∈V
| f j (x)− f j (z)|< δ.

Since, by our assumption, A is somewhat regular, there are x0 ∈ V and f ∈ A
satisfying the conditions (1)–(3) of Lemma 2.4 with ε replaced by δ. For every
j ∈ {1, . . . , n}, defining α j := f j (x0) and h j := f j −α j f ∈A, one has h j (x0)= 0
and ‖h j‖ ≤ 1+ 2δ, because

|h j (x)| ≤
{
| f j (x)−α j | + |α j | |1− f (x)| ≤ 1+ 2δ if x ∈ V ;
| f j (x)| + |α j | | f (x)| ≤ 1+ δ if x ∈ L \ V.

For every j ∈ {1, . . . , n}, defining g j := (1− 2δ)h j , one has ‖g j‖ ≤ 1− 4δ2 and,
for every i ∈ {1, . . . ,m}, since

|µi ( f )| ≤
∫

L\V
| f | d|µi | +

∫
V
| f | d|µi | ≤ δ |µi |(L \ V )+ 2|µi |(V ) < 3δ,
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one also has

|µi ( f j − g j )| ≤ 2δ|µi ( f j )| + (1− 2δ)|α j | |µi ( f )|< 5δ.

Choose an open neighbourhood U ⊂ V of x0 such that

max
1≤ j≤n

sup
x∈U
|g j (x)| ≤ δ.

Since A is somewhat regular, there is a ψ ∈A such that

‖ψ‖ = 1 and |ψ(x)| ≤ 4δ2 for every x ∈ L \U.

Put φ := (1− δ)ψ . Then, for every j ∈ {1, . . . ,m}, one has ‖g j ±φ‖ ≤ 1, i.e., the
condition (4) holds, and, for every i ∈ {1, . . . ,m},

|µi (φ)| ≤

∫
L\V
|φ| d|µi | +

∫
V
|φ| d|µi | ≤ 4δ2

|µi |(L \ V )+ |µi |(V ) < 5δ.

Thus, one observes that taking, from the very beginning, δ to be “small enough”,
the conditions (1)–(3) also hold. �

If the space L is noncompact, a stronger statement than that of Theorem 2.2
is true.

Theorem 2.5. Assume that L is noncompact. Then every somewhat regular linear
subspace of C0(L) is ASQ.

Proof. Let A be a somewhat regular linear subspace of C0(L), and let n ∈ N,
f1, . . . , fn ∈ SA, and ε > 0. It suffices to find an f ∈A such that ‖ f ‖ = 1 and

(2-2) ‖ f j ± f ‖ ≤ 1+ ε for every j ∈ {1, . . . , n}.

To this end, observe that the sets K j := {x ∈ L : | f j (x)| ≥ ε}, j = 1, . . . , n, are
compact; thus also their union K :=

⋃n
j=1 K j is compact, and its complement

V := L \ K is nonempty and open. By the somewhat regularity of A, there is an
f ∈A satisfying (2-1). This f also satisfies (2-2). �

Our next result produces examples of spaces with the Daugavet property.

Theorem 2.6. Assume that L does not contain isolated points. Then every some-
what regular linear subspace of C0(L) has the Daugavet property.

Proof. Let A be a somewhat regular linear subspace of C0(L), let g ∈ SA, let
µ ∈ SC0(L)∗ be such that ‖µ|A‖ = 1, and let α, ε > 0. In order for A to have the
Daugavet property, by [Werner 2001, Lemma 2.2] (or [Kadets et al. 2000, Lemma
2.2]), it suffices to find a ψ ∈ SA satisfying

(2-3) Reµ(ψ) > 1−α and ‖g+ψ‖> 2− ε.

To this end, let δ ∈ (0, 1/3), let φ ∈ SA be such that Reµ(φ) > 1− δ, let y0 ∈ L
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be such that |g(y0)| = 1, and let an open neighbourhood U of y0 be such that

|g(x)− g(y0)|< δ and |φ(x)−φ(y0)|< δ for all x ∈U.

Since y0 is not an isolated point, the set U is infinite; thus there is a point z0 ∈U
such that |µ|({z0}) < δ. By the regularity of µ, there is an open neighbourhood V
of z0 such that |µ|(V ) < δ. One may assume that V ⊂U and thus

|φ(x)−φ(z)|< 2δ for all x, z ∈ V.

Since A is somewhat regular, there are x0 ∈ V and f ∈A satisfying the conditions
(1)–(3) of Lemma 2.4 with ε replaced by δ. Put h := φ−φ(x0) f ; then h(x0)= 0
and ‖h‖ ≤ 1+3δ (this can be shown as in the proof of Theorem 2.2 for h j ); indeed,

|h(x)| ≤
{
|φ(x)−φ(x0)| + |φ(x0)| |1− f (x)| ≤ 1+ 3δ if x ∈ V ;
|φ(x)| + |φ(x0)| | f (x)| ≤ 1+ δ if x ∈ L \ V.

Since h(x0)= 0, there is an open neighbourhood W of x0 such that

|h(x)|< δ for all x ∈W.

One may assume that W ⊂ V. Since A is somewhat regular, there are w0 ∈W and
f̂ ∈A such that

f̂ (w0)= ‖ f̂ ‖ = 1 and | f̂ (x)| ≤ δ for every x ∈ L \W.

Putting ψ̂ := h+ g(w0) f̂ , one has ‖ψ̂‖ ≤ 1+ 4δ, because

|ψ̂(x)| ≤ |h(x)| + | f̂ (x)| ≤
{
δ+ 1 if x ∈W ;
(1+ 3δ)+ δ = 1+ 4δ if x ∈ L \W.

Since
‖ψ̂ + g‖ ≥ |ψ̂(w0)+ g(w0)| ≥ 2|g(w0)| − |h(w0)|

≥ 2|g(y0)| − 2|g(y0)− g(w0)| − |h(w0)|

> 2− 2δ− δ = 2− 3δ,

one has ‖ψ̂‖> 1− 3δ; thus, for ψ := ψ̂/‖ψ̂‖, one has

‖ψ̂ −ψ‖ =

∣∣∣∣1− 1
‖ψ̂‖

∣∣∣∣‖ψ̂‖ = ∣∣‖ψ̂‖− 1
∣∣≤ 4δ,

and hence

‖g+ψ‖ ≥ ‖g+ ψ̂‖−‖ψ̂ −ψ‖> 2− 3δ− 4δ = 2− 7δ.

One has

Reµ(ψ̂)=Reµ(h)+Re g(w0)µ( f̂ )=Reµ(φ)−Reφ(x0)µ( f )+Re g(w0)µ( f̂ )

> 1−δ−|µ( f )|−|µ( f̂ )|.
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Since

|µ( f )| ≤
∣∣∣∣∫

L
f dµ

∣∣∣∣≤ ∫
L
| f | d|µ| =

∫
V
| f | d|µ| +

∫
L\V
| f | d|µ|

≤ (1+ δ)|µ|(V )+ δ|µ|(L \ V ) < (1+ δ)δ+ δ = (2+ δ)δ < 3δ,

and, similarly, |µ( f̂ )|< 2δ, it follows that Reµ(ψ̂) > 1− 6δ, and thus

Reµ(ψ)=
Reµ(ψ̂)
‖ψ̂‖

≥
Reµ(ψ̂)
1+ 4δ

>
1− 6δ
1+ 4δ

.

Hence one observes that, choosing, from the very beginning, δ to be “small enough”,
the function ψ meets the conditions (2-3). �

3. Containment of c0 and `1

Let X and Y be normed spaces, and let 0< ε < 1. Recall that a linear surjection
T : X→ Y is called an ε-isometry if

(1− ε)‖x‖ ≤ ‖T x‖ ≤ (1+ ε)‖x‖ for every x ∈ X.

It is well known that C0(L) contains isometric copies of c0 (see, e.g., [Albiac and
Kalton 2006, Proposition 4.3.11]), and the same is true for many of its subspaces.
For the somewhat regular linear subspaces of C0(L) we have the following theorem.

Theorem 3.1. Let A be a somewhat regular closed linear subspace of C0(L). Then,
whenever 0< ε < 1, there is an ε-isometry from c0 onto a closed linear subspace
of A.

Proof. Let 0< ε < 1. Choose pairwise disjoint nonvoid open subsets U j , j ∈ N,
of L . Since A is somewhat regular, for every j ∈ N, there are an x j ∈U j and an
f j ∈A such that

f j (x j )= 1 and | f j (x)| ≤
ε

2 j for every x ∈ L \ V j .

Denoting by c00 the linear subspace of finitely supported sequences in c0, let
S0 : c00→A be the linear operator satisfying S0e j = f j for every j ∈ N where e j

are the standard unit vectors in c0. Observing that, whenever a =
∑n

j=1 α j e j ∈ Sc00

and x ∈ L , one has

|(S0a)(x)| =
∣∣∣∣ n∑

j=1

α j f j (x)
∣∣∣∣≤ n∑

j=1

| f j (x)| ≤ 1+
n∑

j=1

ε

2 j < 1+ ε

(because | f j (x)| ≤ ε/2 j whenever x 6∈U j , and there is at most one j ∈N such that
x ∈U j (in which case | f j (x)| ≤ 1)), thus S0 is bounded and ‖S0‖ ≤ 1+ ε. Letting
S : c0→ A be the bounded linear extension of S0, one has ‖S‖ ≤ 1+ ε as well,
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and it remains to observe that, whenever a = (α j )
∞

j=1 ∈ c0, picking k ∈N such that
|αk | = ‖a‖, one has

‖Sa‖ =
∥∥∥∥ ∞∑

j=1

α j f j

∥∥∥∥≥ ∣∣∣∣ ∞∑
j=1

α j f j (xk)

∣∣∣∣≥ |αk | | fk(xk)| −

∞∑
j=1; j 6=k

|α j | | f j (xk)|

≥ ‖a‖−‖a‖
∞∑
j=1

ε

2 j = (1− ε)‖a‖,

because, for j 6= k, one has xk 6∈ V j and thus | f j (xk)| ≤ ε. �

It is natural to ask about containment of `1 in somewhat regular linear subspaces
of C0(L). If L does not contain isolated points, we have from Theorem 2.6 and
[Kadets et al. 2000, Theorem 2.9] that all somewhat regular linear subspaces of
C0(L) contain `1 (even asymptotically isometric copies of `1). But, if L contains
isolated points, the picture is not so clear. In this case there might be somewhat
regular subspaces of C0(L) which contain `1 and other such subspaces which
do not. For an example, take C(βN) and its subspaces X = { f ∈ C(βN) :

f (x)= 0 for every x ∈βN\N} and Y ={ f ∈C(βN) : f (y)= 0} where y ∈βN\N

is a fixed element. It is straightforward to show that both these subspaces are some-
what regular. Moreover, X is isometrically isomorphic to c0 and Y is isomorphic
to C(βN).
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REGULARITY AND UPPER SEMICONTINUITY OF
PULLBACK ATTRACTORS FOR A CLASS OF

NONAUTONOMOUS THERMOELASTIC PLATE SYSTEMS

FLANK D. M. BEZERRA, VERA L. CARBONE,
MARCELO J. D. NASCIMENTO AND KARINA SCHIABEL

We study the long-time dynamics, in the sense of pullback attractors, of
solutions for semilinear nonautonomous thermoelastic plate systems in a
bounded smooth domain in RN , N > 2. Using the theory of uniform secto-
rial operators, in the sense of P. Sobolevskiı̆ (1961), we will prove existence,
uniform boundedness, regularity and upper semicontinuity of pullback at-
tractors for the evolution system{

ut t +1
2u+ a1θ = f (u), t > τ, x ∈�,

θt − κ(t)1θ − a1ut = 0, t > τ, x ∈�,

subject to boundary conditions

u =1u = θ = 0, t > τ, x ∈ ∂�,

with respect to the functional parameter κ .

1. Introduction

In this paper we study a model that describes the small vibrations of a homogeneous,
elastic and thermal isotropic Euler–Bernoulli plate. In fact we consider the initial-
boundary value problem

(1-1)
{

ut t +1
2u+ a1θ = f (u), t > τ, x ∈�,

θt − κ(t)1θ − a1ut = 0, t > τ, x ∈�,

subject to boundary conditions

(1-2)
{

u =1u = 0, t > τ, x ∈ ∂�,
θ = 0, t > τ, x ∈ ∂�,
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and initial conditions

(1-3) u(τ, x)= u0(x), ut(τ, x)= v0(x) and θ(τ, x)= θ0(x), x ∈�, τ ∈ R,

where� is a bounded domain in RN with N >2, where the boundary ∂� is assumed
to be regular enough and a > 0.

Next we exhibit conditions under which the nonautonomous problem (1-1)–(1-3)
is locally and globally well posed in some appropriate space that we will specify
later.

We assume that κ is continuously differentiable in R and satisfies

(1-4) 0< κ0 6 κ(t), κ ′(t)6 κ1 for all t ∈ R,

for some positive constants κ0 and κ1.
Suppose that f : R→ R is locally Lipschitz satisfying

(1-5) lim sup
|s|→∞

f (s)
s

< λ1

uniformly in t ∈R, where λ1>0 is the first eigenvalue of negative Laplacian operator
with homogeneous Dirichlet boundary condition. Furthermore, the function f
satisfies the subcritical growth condition; that is,

(1-6) | f ′(s)|6 C(1+ |s|ρ−1) for all s ∈ R,

where 16 ρ < N
N−4 , with N > 5, and C > 0 independent of t ∈ R. In this case,

the embedding H 2(�)∩H 1
0 (�) ↪→ L2N/(N−4)(�) is compact and this will be used

in analysis of the energy functionals. We will justify these restrictions later in the
paper. If N = 2, 3, 4, we suppose the growth condition (1-6) with ρ > 1.

Using the theory of uniform sectorial operators, in the sense of [Sobolevskiı̆
1961], the authors proved in [Bezerra et al. 2018] the local and global well-posedness
of the nonautonomous problem (1-1)–(1-3) (under conditions (1-5) and (1-6)), the
existence of pullback attractors and uniform bounds for these pullback attractors
when κ(t)≡ κ .

The main goal of this paper is to prove the regularity of the pullback attractors
and their upper semicontinuity with respect to the functional parameter κ . For
completeness, under the additional condition (1-4) we prove the local and global
posedness for (1-1)–(1-3) as well the existence and uniform boundedness of pullback
attractors for this problem.

We emphasize that no additional damping in first evolution equation in (1-1) is
required in the present work.

To formulate the nonautonomous problem (1-1)–(1-3) in the nonlinear evolution
process setting, we introduce some notation. Here, we denote X = L2(�) and
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3 : D(3)⊂ X→ X to be the biharmonic operator defined by

D(3)= {u ∈ H 4(�); u =1u = 0 on ∂�}
and
(1-7) 3u = (−1)2u for all u ∈ D(3).

Then 3 is a positive self-adjoint operator in X with compact resolvent and
therefore −3 generates a compact analytic semigroup on X (that is, 3 is a sectorial
operator, in the sense of [Henry 1981]). Denote by Xα, α > 0, the fractional power
spaces associated with the operator 3; that is, Xα

= D(3α) endowed with the
graph norm. With this notation, we have X−α = (Xα)′ for all α > 0, (see [Amann
1995]). Of special interest is the case α = 1

2 , since −3
1
2 is the Laplacian operator

with homogeneous Dirichlet boundary conditions.
If we denote v= ut , then we can rewrite the nonautonomous problem (1-1)–(1-3)

in the abstract form

(1-8)
{
wt = A(κ)(t)w+ F(w), t > τ,
w(τ)= w0, τ ∈ R,

where w = w(t) for all t ∈ R, and w0 = w(τ) are given by

(1-9) w =

[
u
v
θ

]
, and w0 =

u0
v0
θ0

,
and, for each t ∈ R, the unbounded linear operator A(κ)(t) : D(A(κ)(t))⊂ Y → Y
is defined by

(1-10) A(κ)(t)

[
u
v
θ

]
=

 0 I 0
−3 0 −a3

1
2

0 a3
1
2 κ(t)3

1
2

[u
v
θ

]
=

 v

−3u− a3
1
2 θ

a3
1
2 v+ κ(t)3

1
2 θ

,
where

Y = (H 2(�)∩ H 1
0 (�))× L2(�)× L2(�)

is the phase space of the problem (1-1)–(1-3) and the domain of the operator A(κ)(t)
is defined by the space

(1-11) D(A(κ)(t))= X1
× X

1
2 × X

1
2 ,

with X1
= {u ∈ H 4(�); u =1u = 0 on ∂�} and X

1
2 = H 2(�)∩ H 1

0 (�).
The nonlinearity F is given by

(1-12) F(w)=

 0
f e(u)

0

 ,
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where f e(u) is the Nemytskii operator associated with f (u); that is,

f e(u)(x) := f (u(x)) for all x ∈�.

This paper is organized as follows: in Section 2 we recall concepts and results
about singularly nonautonomous problems. Section 3 is devoted to studying the
existence of local and global solutions in some appropriate space, as well as the
existence of pullback attractors for (1-1)–(1-3). In Section 4 we present results on
regularity of the pullback attractors, following Carvalho, Langa, Robinson [Carvalho
et al. 2013]. Finally, in Section 5 we prove that the family of pullback attractors
behave upper semicontinuously with respect to the functional parameter κ .

2. Abstract linear problem

Throughout the paper, L(Z) will denote the space of linear and bounded operators
defined in a Banach space Z. Let B(t), t ∈ R, be a family of unbounded closed
linear operators defined on a fixed dense subspace D of Z .

2A. Nonautonomous abstract linear problem. Consider the singularly nonau-
tonomous abstract linear parabolic problem of the form

du
dt
=−B(t)u, t > τ,

u(τ )= u0 ∈ D.

We assume that:

(a) The family of operators B(t) : D ⊂Z→Z is uniformly sectorial, that is, B(t)
is closed densely defined (the domain D is fixed) and there is a constant C > 0
(independent of t ∈ R) such that

‖(B(t)+ λI )−1
‖L(Z) 6

C
|λ| + 1

for all λ ∈ C with Re λ> 0.

(b) The map R 3 t 7→ B(t) is uniformly Hölder continuous, that is, there are
constants C > 0 and ε0 > 0 such that, for any t, τ, s ∈ R,

‖[B(t)−B(τ )]B−1(s)‖L(Z) 6 C(t − τ)ε0, ε0 ∈ (0, 1].

Denote by B0 the operator B(t0) for some t0 ∈R fixed. If Zα denotes the domain
of Bα0 , α > 0, with the graph norm and Z0

:= Z, denote by {Zα
;α > 0} the

fractional power scale associated with B0.
From (a), −B(t) is the generator of an analytic semigroup {e−τB(t) ∈ L(Z) :

τ > 0}. Using this and the fact that 0 ∈ ρ(B(t)), it follows that

‖e−τB(t)‖L(Z) 6 C, τ > 0, t ∈ R,



REGULARITY AND UPPER SEMICONTINUITY OF PULLBACK ATTRACTORS 399

and
‖B(t)e−τB(t)‖L(Z) 6 Cτ−1, τ > 0, t ∈ R.

It follows from (b) that ‖B(t)B−1(τ )‖L(Z)6C , for all (t, τ )∈ I, for some I ⊂R2

bounded. Also, the semigroup e−τB(t) generated by −B(t) satisfies the estimate

(2-1) ‖e−τB(t)‖L(Zβ ,Zα) 6 Mτβ−α,

where 06 β 6 α < 1+ ε0.
Next we recall the definition of a linear evolution process associated with a

family of operators {B(t) : t ∈ R}.

Definition 2.1. A family {L(t, τ ) : t > τ ∈ R} ⊂ L(Z) satisfying

(1) L(τ, τ )= I,

(2) L(t, σ )L(σ, τ )= L(t, τ ) for any t > σ > τ ,

(3) P×Z 3 ((t, τ ), u0) 7→ L(t, τ )v0 ∈Z is continuous, where P = {(t, τ ) ∈R2
:

t > τ }

is called a linear evolution process (process for short) or family of evolution opera-
tors.

If the operator B(t) is uniformly sectorial and uniformly Hölder continuous, then
there exists a linear evolution process {L(t, τ ) : t > τ ∈ R} associated with B(t),
which is given by

L(t, τ )= e−(t−τ)B(τ )+
∫ t

τ

L(t, s)[B(τ )−B(s)]e−(s−τ)B(τ ) ds.

The evolution process {L(t, τ ) : t > τ ∈ R} satisfies the condition

(2-2) ‖L(t, τ )‖L(Zβ ,Zα) 6 C(α, β)(t − τ)β−α,

where 06 β 6 α < 1+ ε0. For more details see [Carvalho and Nascimento 2009]
and [Sobolevskiı̆ 1961].

2B. Abstract results on pullback attractors. In this subsection we will present
basic definitions and results of the theory of pullback attractors for nonlinear
evolution processes. For more details, we refer to [Caraballo et al. 2010], [Carvalho
et al. 2013] and [Chepyzhov and Vishik 2002].

We consider the singularly nonautonomous abstract parabolic problem

(2-3)


du
dt
=−B(t)u+ g(u), t > τ,

u(τ )= u0 ∈ D,

where the operator B(t) is uniformly sectorial and uniformly Hölder continuous and
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the nonlinearity g satisfies conditions which will be specified later. The nonlinear
evolution process {S(t, τ ) : t > τ ∈ R} associated with B(t) is given by

S(t, τ )u0 = L(t, τ )u0+

∫ t

τ

L(t, s)g(S(s, τ )) ds for all t > τ.

Definition 2.2. Let g : R× Xα
→ Xβ, α ∈ [β, β + 1), be a continuous function.

We say that a continuous function u : [τ, τ + t0]→ Xα is a (local) solution of (2-3)
starting in u0 ∈ Xα if u ∈ C([τ, τ + t0], Xα) ∩ C1((τ, τ + t0], Xα), u(τ ) = u0,
u(t) ∈ D(B(t)) for all t ∈ (τ, τ + t0] and (2-3) is satisfied for all t ∈ (τ, τ + t0).

We can now state the following result, from [Caraballo et al. 2011]. We also
refer to [Carvalho and Nascimento 2009] for a more general version that includes
the critical growth case.

Theorem 2.3. Suppose that the family of operators B(t) is uniformly sectorial and
uniformly Hölder continuous in Xβ. If g : Xα

→ Xβ, α ∈ [β, β + 1), is a Lipschitz
continuous map in bounded subsets of Xα, then, given r > 0, there is a time t0 > 0
such that for all u0 ∈ BXα (0; r) (open ball of radius r centered at the origin of Xα)
there exists a unique solution of the problem (2-3) starting in u0 and defined in
[τ, τ + t0]. Moreover, such solutions are continuous with respect the initial data in
BXα (0; r).

Next we present several definitions from the theory of pullback attractors, which
can be found in [Caraballo et al. 2010; 2013; Chepyzhov and Vishik 2002].

We begin by recalling the definition of Hausdorff semidistance between two
subsets A and B of a metric space (X, d):

distH (A, B)= sup
a∈A

inf
b∈B

d(a, b).

Definition 2.4. Let {S(t, τ ) : t > τ ∈R} be an evolution process in a metric space X.
Given A and B subsets of X, we say that A pullback attracts B at time t if

lim
τ→−∞

distH (S(t, τ )B, A)= 0,

where S(t, τ )B := {S(t, τ )x ∈ X : x ∈ B}.

Definition 2.5. The pullback orbit of a subset B ⊂ X relative to the evolution pro-
cess {S(t, τ ) : t > τ ∈R} in the time t ∈R is defined by γp(B, t) :=

⋃
τ6t S(t, τ )B.

Definition 2.6. An evolution process {S(t, τ ) : t > τ ∈R} in X is pullback strongly
bounded if, for each t ∈ R and each bounded subset B of X,

⋃
τ6t γp(B, τ ) is

bounded.

Definition 2.7. An evolution process {S(t, τ ) : t > τ ∈ R} in X is pullback asymp-
totically compact if, for each t ∈ R, each sequence {τn} in (−∞, t] with τn→−∞
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as n →∞ and each bounded sequence {xn} in X such that {S(t, τn)xn} ⊂ X is
bounded, the sequence {S(t, τn)xn} is relatively compact in X.

Definition 2.8. We say that a family of bounded subsets {B(t) : t ∈ R} of X is
pullback absorbing for the evolution process {S(t, τ ) : t > τ ∈ R} if, for each t ∈ R

and for any bounded subset B of X, there exists τ0(t, B)6 t such that

S(t, τ )B ⊂ B(t) for all τ 6 τ0(t, B).

Definition 2.9. A family of subsets {A(t) : t ∈R} of X is called a pullback attractor
for the evolution process {S(t, τ ) : t > τ ∈R} if it is invariant (that is, S(t, τ )A(τ )=
A(t), for any t > τ ), A(t) is compact for all t ∈ R, and pullback attracts bounded
subsets of X at time t , for each t ∈ R.

In applications, to prove a process has a pullback attractor, we use Theorem 2.11,
proved in [Caraballo et al. 2010], which gives a sufficient condition for existence
of a compact pullback attractor. For this, we will need the concept of pullback
strongly bounded dissipativeness.

Definition 2.10. An evolution process {S(t, τ ) : t > τ ∈R} in X is pullback strongly
bounded dissipative if, for each t ∈ R, there is a bounded subset B(t) of X which
pullback absorbs bounded subsets of X at time s for each s 6 t ; that is, given a
bounded subset B of X and s 6 t , there exists τ0(s, B) such that S(s, τ )B ⊂ B(t)
for all τ 6 τ0(s, B).

Now we can present the result which guarantees the existence of pullback attrac-
tors for nonautonomous problems; see [Caraballo et al. 2010].

Theorem 2.11. If an evolution process {S(t, τ ) : t > τ ∈ R} in the metric space X
is pullback strongly bounded dissipative and pullback asymptotically compact, then
{S(t, τ ) : t > τ ∈ R} has a pullback attractor {A(t) : t ∈ R} with the property that⋃
τ6t A(τ ) is bounded for each t ∈ R.

The next result gives sufficient conditions for pullback asymptotic compactness,
and its proof can be found in [Caraballo et al. 2010].

Theorem 2.12. Let {S(t, s) : t > s ∈ R} be a pullback strongly bounded evolution
process such that S(t, s) = L(t, s)+U (t, s), where there exists a nonincreasing
function k : [0,+∞)×[0,+∞)→ R, with k(σ, r)→ 0 when σ →∞, and for all
s 6 t and x ∈ X with ‖x‖6 r ,

‖L(t, s)x‖6 k(t − s, r),

and U (t, s) is compact. Then, the family of evolution process {S(t, s) : t > s ∈ R}

is pullback asymptotically compact.
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3. Existence results

In this section we study the existence of global solutions for (1-8). For this, we
consider the linear problem associated with (1-1)–(1-3),{

wt = A(κ)(t)w, t > τ,
w(τ)= w0, τ ∈ R,

where w and w0 are defined in (1-9) and the linear unbounded operator A(κ) is
defined by (1-10) and (1-11).

We use the term singularly nonautonomous to express the fact that the unbounded
operator A(κ)(t) is time-dependent and generates a semigroup that satisfies an
estimate as in (2-1).

It is not difficult to see that 0 ∈ ρ(A(κ)(t)) for any t ∈ R. Moreover, the operator
A−1
(κ)(t) : D(A

−1
(κ)(t))⊂ Y → Y is defined by

D(A−1
(κ)(t))= L2(�)× H−2(�)× H−2(�),

where H−2(�) denotes the dual X−
1
2 of X

1
2 and

A−1
(κ)(t)

[
u
v
θ

]
=


a2

κ(t)3
−

1
2 −3−1

−
a
κ(t)3

−1

I 0 0
−

a
κ(t) I 0 1

κ(t)3
−

1
2


[

u
v
θ

]

=


a2

κ(t)3
−

1
2 u−3−1v− a

κ(t)3
−1θ

u
−

1
κ(t)au+ 1

κ(t)3
−

1
2 θ

.
Proposition 3.1. Denote by Y−1 the extrapolation space of Y = X

1
2 × X × X

generated by operator A−1
(κ)(t). The following equality holds:

Y−1 = X × X−
1
2 × X−

1
2 .

Proof. This proof follows the same ideas of the proof in [Bezerra et al. 2018,
Proposition 3.1]. �

Remark. Following the same ideas from [Baroun et al. 2009] and [Lasiecka and
Triggiani 1998], we conclude that for all t , there exists a positive constant M
(independent of t), such that

‖(λI + A(κ)(t))−1
‖L(Y ) 6

M
1+ |λ|

for all λ ∈ C with Re λ> 0.

From this we can conclude that A(κ)(t) is uniformly sectorial (in Y ).



REGULARITY AND UPPER SEMICONTINUITY OF PULLBACK ATTRACTORS 403

Note that the operator A(κ)(t) can be extended to its closed Y−1-realization (see
[Amann 1995, p. 262]), which we will still denote by the same symbol so that
A(κ)(t) considered in Y−1 is then the sectorial positive operator (see [Carvalho and
Cholewa 2002]). Our next concern will be to obtain embedding of the spaces from
the fractional powers scale Yα−1, α > 0, generated by (A(κ)(t), Y−1).

Theorem 3.2. The operators A(κ)(t) are uniformly sectorial and the map R 3 t 7→
A(κ)(t) ∈ L(Y, Y−1) is uniformly Hölder continuous. Then, there exists a process

{L(t, τ ) : t > τ ∈ R}

(or simply L(t, τ )) associated with the operator A(κ)(t), that is given by

L(t,τ )=e−(t−τ)A(κ)(τ )+
∫ t

τ

L(t,s)[A(κ)(τ )−A(κ)(s)]e−(s−τ)A(κ)(τ ) ds for all t>τ.

The linear evolution operator {L(t, τ ) : t > τ ∈ R} satisfies the condition (2-2).

Proof. Following the same ideas from [Carvalho and Cholewa 2002] and [Lasiecka
and Triggiani 1998], we can conclude that the operator A(κ)(t) is a sectorial positive
operator in Y−1. It is not difficult to see that it is also closed and densely defined.
Note that for [u v θ]T ∈ X

1
2 × X × X, and t, s ∈ R, we can estimate the norm

‖[(A(κ)(t)− A(κ)(s))[u v θ ]T ‖
X×X−

1
2×X−

1
2

using (1-4). In fact,∥∥∥∥∥(A(κ)(t)−A(κ)(s))

[
u
v
θ

]∥∥∥∥∥
Y−1

=|κ(t)−κ(s)|‖(−1)θ‖
X−

1
2
6c|t−s|β

∥∥∥∥∥
[

u
v
θ

]∥∥∥∥∥
X

1
2×X×X

for any t, s ∈R; hence the application R 3 t 7→ A(κ)(t) ∈ L(Y ) is uniformly Hölder
continuous, and this argument shows that

‖A(κ)(t)− A(κ)(s)‖L(Y,Y−1) 6 c|t − s|β .

Therefore, there exists a linear evolution process {L(t, τ ) : t > τ ∈ R} associated
with the operator A(a)(t), that is given by

L(t,τ )=e−(t−τ)A(κ)(τ )+
∫ t

τ

L(t,s)[A(κ)(τ )−A(κ)(s)]e−(s−τ)A(κ)(τ ) ds for all t>τ.

Furthermore, the process {L(t, τ ) : t > τ ∈ R} satisfies the condition (2-2). �

The following result is a direct consequence of (1-6), see [Carbone et al. 2011,
Lemma 2.4].

Lemma 3.3. Let f ∈C1(R) be a function such that the condition (1-6) holds. Then

| f (s1)− f (s2)|6 2ρ−1c|s1− s2|(1+ |s1|
ρ−1
+ |s2|

ρ−1) for all s1, s2 ∈ R.
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Lemma 3.4 [Carbone et al. 2011]. Assume that 1 < ρ < N+4
N−4 and let f ∈ C1(R)

be a function such that

| f ′(s)|6 C(1+ |s|ρ−1) for all s ∈ R.

Then there exists s ∈ (0, 1) such that the Nemytskii operator f e
: X

1
2 → X−

s
2 is

Lipschitz continuous in bounded subsets of X
1
2 uniformly in t ∈ R.

Remark. Since L2N/(N−4)(�) ↪→ L2(�), it follows from the proof of [Carbone
et al. 2011, Lemma 2.5] that f e

: X
1
2 → L2(�) is Lipschitz continuous in bounded

subsets; that is,

‖ f e(u)− f e(v)‖L2(�) 6 c̃ ‖ f e(u)− f e(v)‖
L

2N
(N−4)ρ (�)

6 ˜̃c‖u− v‖X1/2,

with ˜̃c = ˜̃c(‖u‖X1/2, ‖v‖X1/2). The scheme below describes this situation:

X
1
2 ↪→ H 2(�) ↪→ L

2N
N−4 (�)

f (u)≈uρ
7−−−−→ L

2N
(N−4)ρ (�) ↪→ L2(�),

where in the last inclusion we use that ρ < N
N−4 .

Proposition 3.5. The operator A(κ)(t) given in (1-10) is maximal accretive.

Proof. This proof is analogous to the proof [Bezerra et al. 2018, Proposition 4.3],
and so we omit it. �

Remark. Below we have a partial description of the fractional power spaces scale
for A(κ)(t). For convenience we denote Y by Y0, then

Y0 ↪→ Yα−1 ↪→ Y−1 for all 0< α < 1,

where
Yα−1 = [Y−1, Y0]α = X

α
2 × X

α−1
2 × X

α−1
2 ,

where [ · , · ]α denotes the complex interpolation functor (see [Triebel 1978]). The
first equality follows from Proposition 3.5 (since 0∈ ρ(A(κ)(t))) (see [Amann 1995,
Example 4.7.3(b)]) and the second equality follows from [Carvalho and Cholewa
2002, Proposition 2].

Corollary 3.6. If f is as in Lemma 3.4, then the function F :Y→Yα−1 (α ∈ (0, 1)),
given by (1-12), is Lipschitz continuous in bounded subsets of Y.

Now, Theorem 2.3 guarantees local well posedness for the problem (1-8) in the
energy space Y.

Corollary 3.7. If f and F are as in Corollary 3.6, then given r > 0, there is a
time τ = τ(r) > 0, such that for all w0 ∈ BY (0; r) there exists a unique solution
w : [t0, t0+ τ ] → Y of the problem (1-8) starting in w0. Moreover, such solutions
are continuous with respect the initial data in BY (0; r).
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Since τ can be chosen uniformly in bounded subsets of Y, the solutions which
do not blow up in Y must exist globally. Alternatively, we obtain a uniform in
time estimate of ‖(u(t), ∂t u(t), θ(t))‖Y ; such an estimate is needed to justify global
solvability of the problem (1-8) in Y.

The total energy of the system E(t) associated with the solution (u(t),∂t u(t),θ(t))
of (1-1)–(1-3) in Y is defined by

(3-1) E(t)= 1
2‖u(t)‖

2
X1/2 +

1
2‖ut(t)‖2X +

1
2‖θ(t)‖

2
X −

∫
�

∫ u

0
f (s) ds dx .

It is not difficult to see that the function t 7→ E(t) is monotone decreasing along
solutions. In fact, using (1-1), we can show that there exists a positive constant c
such that

E ′(t)6 0.

We obtain (from (1-5)) that for each ε > 0, there exists Cε > 0 such that if

(3-2)
∫
�

∫ u( · ,t)

0
f (s) ds dx 6 ε‖u( · , t)‖2X +Cε,

the property E(t)6E(τ ) offers an a priori estimate of the solution (u(t), ∂t u(t), θ(t))
in Y. In fact,

1
2

∥∥∥∥∥
[

u
v
θ

]∥∥∥∥∥
2

Y

6 cE(τ )+ cε0‖u( · , t)‖2X +Cε0 6 cE(τ )+ cε0

∥∥∥∥∥
[

u
v
θ

]∥∥∥∥∥
2

Y

+Cε0,

and, if we choose 0< ε0 <
1
2c , we get boundedness as desired; that is,

lim sup
t→+∞

∥∥∥∥∥
[

u
v
θ

]∥∥∥∥∥
Y

<+∞.

With this, we ensure that there exists a global solution w(t) for Cauchy problem
(1-8) in Y and it defines an evolution process {S(t, τ ) : t > τ ∈ R}, that is,

S(t, τ )w0 = w(t) for all t > τ ∈ R.

According to [Carvalho and Nascimento 2009],

(3-3) S(t, τ )w0 = L(t, τ )w0+

∫ t

τ

L(t, s)F(s, S(s, τ )w0) ds for all t > τ ∈ R,

where {L(t, τ ) : t > τ ∈ R} is the linear evolution process associated with the
homogeneous problem (1-8).

In order to prove the existence of pullback attractors for (1-1)–(1-3) we use the
modified energy method.
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Theorem 3.8. Let L be the energy functional associated to (1-1)–(1-3) given by

L(t)= ME(t)+ δ1

∫
�

uut dx − δ2

∫
�

ut1
−1θ dx,

where E is defined in (3-1), and 0 < δ1 < δ2 < 1 and M > 0 are appropriate
constants.

(a) There exist constants M1,M2 > 0 such that

(3-4) L′(t)6−M1E(t)+M2

for any t > 0.

(b) For M > 0 sufficiently large, there exist constants β1, β2, β3 > 0 and β4 > 0
such that

(3-5) β3E(t)−β4 6 L(t)6 β1E(t)+β2

for any t > 0.

Proof. See [Bezerra et al. 2018, Theorems 5.1 and 5.2]. �

Remark. For every t ∈ R, from (3-2) we have

E(t)= 1
2‖u(t)‖

2
X1/2 +

1
2‖ut(t)‖2X +

1
2‖θ(t)‖

2
X −

∫
�

∫ u

0
f (t, s) ds dx

>
( 1

2 −
1
2εC0

)
‖u(t)‖2X1/2 +

1
2‖ut(t)‖2X +

1
2‖θ(t)‖

2
X −Cε,

where ε is such that ε < 1/C0; that is

‖1u(t)‖2X +‖ut(t)‖2X +‖θ(t)‖
2
X 6 C1E(t)+C ′ε,

where C−1
1 =min

{( 1
2 −

1
2εC0

)
, 1

2

}
.

Corollary 3.9. Under the same conditions as in Theorem 3.8, if B⊂Y is a bounded
set, and (u, v, θ) : [τ, τ + T ] → Y, T > 0, is the solution of (1-1)–(1-3) starting in
(u0, v0, θ0) ∈ B, there exist positive constants ω̄, γ1 = γ1(B) and γ2, such that

(3-6) ‖1u(t)‖2X +‖ut(t)‖2X +‖θ(t)‖
2
X 6 γ1e−ω̄(t−τ)+ γ2

for any t ∈ [τ, τ + T ].

Proof. From (3-4) and (3-5), we obtain

L′(t)6−σ1L(t)+ σ2,

where σ1 = M1/β1 and σ2 = M1β2/β1+M2, and thus

L(t)6 L(τ )e−σ1(t−τ)+ σ2e−σ1t
∫ t

τ

eσ1s ds 6 L(τ )e−σ1(t−τ)+
σ2

σ1
.
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Again, by (3-5) together with the remark on page 406, we conclude that

‖1u(t)‖2X +‖ut(t)‖2X +‖θ(t)‖
2
X 6 γ1e−σ1(t−τ)+ γ2,

where γ1 = γ1(L(τ )) > 0 and γ2 > 0. �

Theorem 3.10. Under the same conditions as in Theorem 3.8, the problem (1-1)–
(1-3) has a pullback attractor {A(t) : t ∈ R} in Y and⋃

t∈R

A(t)⊂ Y.

Proof. From estimate (3-6), it is easy to check that the evolution process {S(t, τ ) :
t > τ ∈ R} associated with (1-1)–(1-3) is pullback strongly bounded dissipative
in Y.

Hence, applying the same ideas of the proofs of [Bezerra et al. 2018, Theorems 5.1
and 5.2], we conclude that the family of evolution process {S(t, τ ) : t > τ ∈ R} is
pullback asymptotically compact (see Theorem 2.12). In fact, from (3-3) we write

S(t, τ )w0 = L(t, τ )w0+U (t, τ )w0,

where

(3-7) U (t, τ )w0 :=

∫ t

τ

L(t, s)F(S(t, s)w0) ds

for any initial condition w0 ∈ Y.
With the same arguments used in [Bezerra et al. 2018, Theorem 5.1] with f ≡ 0

in (1-1) and with the functionals

E(t)= 1
2‖u(t)‖

2
X1/2 +

1
2‖ut(t)‖2X +

1
2‖θ(t)‖

2
X

and
L(t)= ME(t)+ δ1〈u, ut 〉X − δ2〈ut , (1

−1θ)〉X ,

we get from (3-4) that there exists c1 > 0 such that

L′(t)6−c1E(t).

From arguments used in the proof of [Bezerra et al. 2018, Theorem 5.2] with f ≡ 0
in (1-1), by (3-5) we get c2, c3 > 0 such that

(3-8) c2E(t)6 L(t)6 c3E(t)

and hence
L′(t)6−c0L(t)

for some c0 > 0. From this, we obtain

L(t)6 L(τ )e−c0(t−τ),
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and thanks to (3-8) we get

E(t)6
c3

c2
E(τ )e−c0(t−τ),

for some c0 > 0. This ensures that there exist constants K , α > 0 such that

(3-9) ‖L(t, τ )‖L(Y ) 6 K e−α(t−τ) for all t > τ.

The family of evolution processes {U (t, τ ) : t > τ ∈R} is compact from Y into Y.
In fact, the compactness of U (t, τ ) follows easily from

X1/2 f e
−→ X−s/2 ↪→ X−1/2,

being the last inclusion compact (since s < 1; see Lemma 3.4). Thanks to the
assumptions on the nonlinearity of f , it follows that f e is compact from X

1
2

into X−
1
2. Taking into account that F is given by (1-12), compactness of f e implies

that F is also compact from Y into Y−1, and since L(t, τ ) is a bounded linear
operator from Y−1 to Y , the operator U (t, τ ) is compact from Y into Y (see [Hale
1988, Theorem 4.6.1]).

Now, applying Theorem 2.11, we get that the problem (1-1)–(1-3) has a pullback
attractor {A(t) : t ∈ R} in Y and that

⋃
t∈R A(t)⊂ Y is bounded. �

4. Regularity of the pullback attractors

In this section we investigate the regularity of the pullback attractors; in fact, we
prove that

⋃
t∈R A(t) is a bounded subset of Y 1.

Theorem 4.1. The pullback attractor {A(t) : t ∈ R} for the problem (1-1)–(1-3),
obtained in Theorem 3.8, lies in a more regular space than Y; in fact,⋃

t∈R

A(t)

is a bounded subset of Y 1.

Proof. The main idea is to use the argument of progressive increases of regularity,
following Babin and Vishik [1992] (see also [Carvalho et al. 2013, Chapter 15]).

Let ξ : R→ Y be a global bounded solution of (1-1). Then, the set {ξ(t); t ∈ R}

is a bounded subset of Y. First, observe that we already know that⋃
t∈R

A(t) is bounded in Y.

Hence, if ξ(·)= (u(·), ut(·), θ(·)) : R→ Y is such that ξ(t) ∈A(t) for all t ∈ R,
then

ξ(t)= L(t, s)ξ(s)+
∫ t

s
L(t, θ)F(ξ(θ)) dθ,
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and, using the decay of L(t, s) in (3-9) and letting s→−∞ it follows that

(4-1) ξ(t)=
∫ t

−∞

L(t, θ)F(ξ(θ)) dθ.

Now fix s ∈ R, set (µ0, µ1, ϑ0)= ξ(s), and considerµ(t)µt(t)
ϑ(t)

=U (t, s)

µ0

µ1

ϑ0

= ∫ t

s
L(t, θ)F

S(θ, s)

µ0

µ1

ϑ0

 dθ,

where U ( · , · ) is defined in (3-7). Note that (µ(·), ϑ(·)) solves the system

(4-2)
{
µt t +1

2µ+ a1ϑ = f (µ(t, s;µ0)), t > s, x ∈�,
ϑt − κ(t)1ϑ − a1µt = 0, t > s, x ∈�,

with

(4-3) µ(s, x)= µt(s, x)= 0 and ϑ(s, x)= 0, x ∈�.

This happens inside the pullback attractor A(·).
To estimate the solution of (4-2)–(4-3) for (µ0, µ1, ϑ0) in a bounded subset B

of Y, we again consider the energy functional

Lδ(t)= 1
2 M‖µ(t)‖2X1/2 +

1
2 M‖µt(t)‖2X +

1
2 M‖ϑ(t)‖2X
+〈µ(t), µt(t)〉X − δ2〈µt(t),1−1ϑ(t)〉X ,

to obtain (we omitted t on the right side in order to simplify the notation)

L′δ(t)= M〈µ,µt 〉X +M〈µt , µt t 〉X +M〈ϑ, ϑt 〉X +‖µt‖
2
X

+〈µ,µt t 〉X − δ2〈µt t ,1
−1ϑ〉X − δ2〈µt ,1

−1ϑt 〉X ,

and by (4-2) we get

L′δ(t)= M〈µ,µt 〉X −M〈µt ,1
2µ〉X +M〈µt , f (µ)〉X − κ(t)M‖ϑ‖2H1

0 (�)

+ (1− aδ2)‖µt‖
2
X −‖µ‖

2
X1/2 +〈µ, f (µ)〉X + (δ2− a)〈1µ,ϑ〉X

+ aδ2‖ϑ‖
2
X − δ2〈 f (µ),1−1ϑ〉X − δ2κ(t)〈µt , ϑ〉X .

From Poincaré and Young inequalities

L′δ(t)6
( 1

2ν0 M + 1
2ν1Ca

)
‖µ‖2X1/2 +

(
M

2ν0
+Ca +

1
2ν2δ2κ1+

1
2 M

)
‖µt‖

2
X

+

(
+

Ca

2ν1
+ aδ2

)
‖ϑ‖2X − κ0λ1 M‖ϑ‖2H1

0 (�)
+

1
2δ2

∫
�

|1−1ϑ |2 dx

+
( 1

2 M + 1
2δ2
) ∫

�

| f (µ)|2 dx +
∫
�

f (µ)µ dx,

where Ca = 1− aδ2 and Ca = δ2− a.
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To deal with the integral terms, just notice that from dissipativeness condi-
tion (1-5), for each ν > 0 there exists Cν > 0 such that∫

�

f (µ)µ dx 6 ν‖µ‖2X +Cν 6 m0ν‖µ‖
2
X1/2 +Cν,

where m0 > 0 is the embedding constant for ‖ · ‖X 6 m0‖ · ‖X1/2 .
From (1-6), there exists C > 0 such that∫

�

| f (µ)|2 dx 6 C‖µ‖2X +C‖µ‖2ρL2ρ(�)
.

Since the condition 16 ρ < N
N−4 implies X

1
2 ↪→ L2ρ(�), we get∫

�

| f (µ)|2 dx 6 C‖µ‖2X +C 6 C1‖µ‖
2
X1/2 +C2,

whenever ‖µ‖X1/2 6 r (see [Carbone et al. 2011] and [Carvalho et al. 2009]).
From this it follows that

(4-4)
⋃

s6τ6t

U (τ, s)B is a bounded subset of Y.

Hence ($, ζ )= (µt , ϑt) solves the system

(4-5)
{
$t t +1

2$ + a1ζ = f ′(µ(t, s;µ0))$(t, s;µ0), t > s, x ∈�,
ζt − κ(t)1ζ − κ ′(t)1ϑ − a1$t = 0, t > s, x ∈�,

with $(s)= 0, $t(s)= f (µ0), and ζ(s)= 0.
Finally, now we would like to estimate ($,$t , ζ ) in Y, but solutions are not

regular enough to allow this directly. Instead we work “towards” Y by progressive
increases of regularity. For α>0, we define the fractional power spaces Xα

=D(3α)
with the graph norm, and let X−α = (Xα)′; see (1-7).

For
($,$t , ζ ) ∈ X

1−α
2 × X−

α
2 × X−

α
2 ,

we define

(4-6) Lα(t)= 1
2 M

(
‖$(t)‖2

X
1−α

2
+‖$t(t)‖2

X−
α
2
+‖ζ(t)‖2

X−
α
2

)
+ δ1〈$,$t 〉X−

α
2
− δ2〈$t ,1

−1ζ 〉
X−

α
2
.

L′α(t)=M〈$t ,$ 〉X
1−α

2
+M〈$t t ,$t 〉X−

α
2
+M〈ζt , ζ 〉X−

α
2
+δ1〈$t ,$t 〉X−

α
2

+ δ1〈$,$t t 〉X−
α
2
− δ2〈$t t ,1

−1ζ 〉
X−

α
2

− δ2〈$t ,1
−1ζt 〉X−

α
2
.
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Note that from (1-2)–(1-7) (that is, 3
1
2 =−1), (4-5) and (4-6) we have

L′α(t)= M〈$t ,$ 〉X
1−α

2
−M〈$t ,$ 〉X

1−α
2
−Ma〈$t ,1ζ 〉X−

α
2

+M〈$t , f ′(µ)$ 〉
X−

α
2
+Mκ ′(t)〈ζ,1ϑ〉

X−
α
2
+Mκ(t)〈ζ,1ζ 〉

X−
α
2

+Ma〈ζ,1$t 〉X−
α
2
+ δ1‖$t‖

2
X−

α
2
− δ1‖$‖

2

X
1−α

2
− aδ1〈$,1ζ 〉X−

α
2

+ δ1〈$, f ′(µ)$ 〉
X−

α
2
+ δ2〈ζ,3

1
2$ 〉

X−
α
2
+ aδ2‖ζ‖

2
X−

α
2

− δ2〈3
−

1
2 ζ, f ′(µ)$ 〉

X−
α
2
− δ2κ(t)〈$t , ζ 〉X−

α
2

− δ2κ
′(t)〈$t , ϑ〉X−

α
2
− aδ2‖$t‖

2
X−

α
2
;

in other words,

(4-7) L′α(t)=M〈$t , f ′(µ)$ 〉
X−

α
2
+Mκ ′(t)〈ζ,1ϑ〉

X−
α
2
+Mκ(t)〈ζ,1ζ 〉

X−
α
2

+(δ1−aδ2)‖$t‖
2
X−

α
2
−δ1‖$‖

2

X
1−α

2
−aδ1〈$,1ζ 〉X−

α
2

+δ1〈$, f ′(µ)$ 〉
X−

α
2
+δ2〈ζ,3

1
2$ 〉

X−
α
2

+aδ2‖ζ‖
2
X−

α
2
−δ2〈3

−
1
2 ζ, f ′(µ)$ 〉

X−
α
2

−δ2κ(t)〈$t ,ζ 〉X−
α
2
−δ2κ

′(t)〈$t ,ϑ〉X−
α
2
.

Next, we collect estimates of the terms that appear on the right side of (4-7).
First, we deal with the three terms in which the nonlinearity of f ′ appears explicitly.

Let

α1 :=
(ρ− 1)(N − 4)

4
.

Note that since ρ < N
N−4 , we obtain α1 < 1. We observe that

〈$t , f ′(µ)$ 〉
X−

α
2
6 ‖$t‖X−

α
2
‖ f ′(µ)$‖

X−
α
2
,

and using the embedding X
α
2 = H 2α(�) ↪→ L p(�) (or equivalently L

p
p−1 (�) ↪→

X−
α
2 ) for any 1< p 6 2N

N−4α (0< α 6 α1) and (1-6), we have for some c4 > 0,

(4-8) ‖ f ′(µ)$‖
X−

α
2
6 c4‖ f ′(µ)$‖

L
2N

N+4α (�)

6 c4C‖$(1+ |µ|ρ−1)‖
L

2N
N+4α (�)

6 c4C‖$‖X‖1+ |µ|ρ−1
‖

L
N
2α (�)

and so
‖ f ′(µ)$‖2

X−
α
2
6 c2

4C2
‖$‖2X‖1+ |µ|

ρ−1
‖

2

L
N
2α (�)

and from (4-4) µ remains in a bounded subset of X
1
2 and X

1
2 ↪→ L

(ρ−1)N
2α (�) for
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any 1< ρ < N−4+4α
N−4 . This implies∫

�

(1+ |µ|ρ−1)
N
2α dx 6 |�| + ‖µ‖

(ρ−1)N−2α
N (ρ−1)

L
(ρ−1)N

2α (�)

6 |�| + c5‖µ‖
(ρ−1)N−2α

N (ρ−1)

X1/2

6 c5,

for some c5 > 0. From this, there exists a positive constant C f,1 > 0 such that

(4-9) ‖ f ′(µ)$‖2
X−

α
2
6 C f,1.

With this we have

(4-10) M〈$t , f ′(µ)$ 〉
X−

α
2
6 ε0

2
‖$t‖

2
X−

α
2
+

M2

2ε0
‖ f ′(µ)$‖2

X−
α
2

6 ε0

2
‖$t‖

2
X−

α
2
+

C f,1 M2

2ε0

for some ε0 > 0.
Again, from (4-9) we obtain

(4-11) δ1〈$, f ′(µ)$ 〉
X−

α
2
6 1

2

(
‖$‖2

X−
α
2
+ δ2

1‖ f ′(µ)$‖2
X−

α
2

)
6 ε1

2
‖$‖2

X
1−α

2
+

C f,1δ
2
1

2ε1

for all ε1 > 0.
We have the embedding Xα

= H 4α(�) ↪→ L p(�) (or equivalently L
p

p−1 (�) ↪→

X−α) for any 1< p 6 2N
N−4(1+α) . From this and using (1-6), it follows that

(4-12) ‖ f ′(µ)$‖
X−

1+α
2
6 c6‖ f ′(µ)$‖

L
2N

N+4(1+α) (�)

6 Cc6‖$(1+ |µ|ρ−1)‖
L

2N
N+4(1+α) (�)

6 Cc6‖$‖X‖1+ |µ|ρ−1
‖

L
N

2(1+α) (�)
,

and so
‖ f ′(µ)$‖2

X−
1+α

2
6 C2c2

6‖$‖
2
X‖1+ |µ|

ρ−1
‖

2

L
N

2(1+α) (�)
,

where

(4-13)
∫
�

(1+ |µ|ρ−1)
N

2(1+α) dx 6 |�| + ‖µ‖
2(1+α)
N (ρ−1)

L
(ρ−1)N
2(1+α) (�)

6 |�| + c7‖µ‖
2(1+α)
N (ρ−1)

X1/2 .

In the last estimate we used the embedding

X
1
2 ↪→ L

(ρ−1)N
2(1+α) (�), 1< ρ <

N + 4α
N − 4

.
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From this, there exists a positive constant c8 such that

‖1+ |µ|ρ−1
‖

2

L
N

2(1+α) (�)
6 c8.

From (4-12) and (4-13), we have

(4-14) −δ2〈3
−

1
2 ζ, f ′(µ)$ 〉

X−
α
2
=−δ2〈3

−
1
2−

α
2 ζ,3−

α
2 f ′(µ)$ 〉X

6 δ2‖ζ‖X−
α
2
‖ f ′(µ)$‖

X−
1+α

2

6 1
2‖ζ‖

2
X−

α
2
+

1
2δ

2
2C f,2

for some C f,2 > 0.
Finally, we consider the last term:

−δ2κ(t)〈$t , ζ 〉X−
α
2
6 δ2κ1‖$t‖X−

α
2
‖ζ‖

X−
α
2
6
δ2κ1

2

(
‖$t‖

2
X−

α
2
+‖ζ‖2

X−
α
2

)
.

Since ϑ remains in a bounded subset of X (see (4-4)), for 1
2 6 α < 1 we have

the embedding L2
= X0 ↪→ X

1
4−

α
2
( 1

4 −
α
2 6 0

)
and

Mκ ′(t)〈ζ,1ϑ〉
X−

α
2
=−Mκ ′(t)〈ζ,3

1
2ϑ〉

X−
α
2

=−Mκ ′(t)〈3
1
4−

α
2 ζ,3

1
4−

α
2 ϑ〉X

6 Mκ1‖3
1
4−

α
2 ζ‖X‖3

1
4−

α
2 ϑ‖X

= Mκ1‖ζ‖X
1
4−

α
2
‖ϑ‖

X
1
4−

α
2

6 1
2 Mκ1c(‖ζ‖2X +‖ϑ‖

2
X )6 C3

for some c > 0 and C3 > 0.
It is not difficult to see that

〈ζ,1ζ 〉
X−

α
2
=−‖ζ‖2

X
1−2α

4
.

From this we conclude that

Mκ(t)〈ζ,1ζ 〉
X−

α
2
6−Mκ0‖ζ‖

2

X
1−2α

4
6−Mc2κ0‖ζ‖

2
X−

α
2
.

Using Cauchy and Young inequalities we obtain

−aδ1〈$,1ζ 〉X−
α
2
= aδ1〈$,3

1
2 ζ 〉

X−
α
2
= aδ1〈3

1
2$, ζ 〉

X−
α
2

6 aδ1‖$‖X
1−α

2
‖ζ‖

X−
α
2
6 1

2aδ1ε2‖$‖
2

X
1−α

2
+

aδ1

2ε2
‖ζ‖2

X−
α
2

for all ε2 > 0, and

δ2〈ζ,3
1
2$ 〉

X−
α
2
6 δ2‖$‖X

1−α
2
‖ζ‖

X−
α
2
6 1

2δ2ε3‖$‖
2

X
1−α

2
+

δ2

2ε3
‖ζ‖2

X−
α
2

for all ε3 > 0.
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Finally, from X ↪→ X−
α
2 we obtain

(4-15)

−δ2κ
′(t)〈$t , ϑ〉X−

α
2
6 δ2κ0‖$t‖X−

α
2
‖ϑ‖

X−
α
2

6 1
2δ2κ0

(
‖$t‖

2
X−

α
2
+‖ϑ‖2

X−
α
2

)
6 1

2δ2κ0
(
‖$t‖

2
X−

α
2
+ c‖ϑ‖2X

)
6 1

2δ2κ0‖$t‖
2
X−

α
2
+ c

for some c > 0.
Now combining (4-7) with (4-10), (4-11) and (4-14)–(4-15) we conclude that

L′α(t)6−
1
2δ1‖$‖

2

X
1−α

2
−
( 1

2δ1−
1
2ε1−

1
2aδ1ε2−

1
2δ2ε3

)
‖$‖2

X
1−α

2

−
(
aδ2−

1
2ε0− δ1−

1
2δ2κ1−

1
2δ2κ0

)
‖$t‖

2
X−

α
2

−

(
Mc2κ0−

1
2 −

aδ1

2ε2
− aδ2−

δ2

2ε3
−

1
2δ2κ1

)
‖ζ‖2

X−
α
2

+
C f,1 M2

2ε0
+

C f,1δ
2
1

2ε1
+

1
2δ

2
2C f,2+C3+ c.

In other words,

L′α(t)6−
1
2δ1‖$‖

2

X
1−α

2
−
( 1

2δ1−
1
2ε1−

1
2aδ1ε2−

1
2δ2ε3

)
‖$‖2

X
1−α

2

−
(
aδ2−

1
2ε0− δ1− δ2κ1

)
‖$t‖

2
X−

α
2

−

(
Mc2κ0−

1
2 −

aδ1

2ε2
− aδ2−

δ2

2ε3
−

1
2δ2κ1

)
‖ζ‖2

X−
α
2

+
C f,1 M2

2ε0
+

C f,1δ
2
1

2ε1
+

1
2δ

2
2C f,2+C3+ c.

Now, it is enough to choose ε1 > 0, ε2 > 0 and ε3 > 0, respectively, such that

ε1 =
δ1

3
, ε2 =

1
3a
, and ε3 =

δ1

3δ2
,

and so

L′α(t)6−
1
2δ1‖$‖

2

X
1−α

2
−
(
aδ2−

1
2ε0− δ1− δ2κ1

)
‖$t‖

2
X−

α
2

−

(
Mc2κ0−

1
2 −

aδ1

2ε2
− aδ2−

δ2

2ε3
−

1
2δ2κ1

)
‖ζ‖2

X−
α
2

+
C f,1 M2

2ε0
+

C f,1δ
2
1

2ε1
+

1
2δ

2
2C f,2+C3+ c.

Since δ1 < δ2, if we assume that a < 1+ κ1, then choosing ε0 > 0 such that

ε0 < 2(a− κ1)δ2− 2δ1 < 2(δ2− δ1),

we conclude that
aδ2−

1
2ε0− δ1− δ2κ1 > 0.
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Now, it is enough to choose M > 0 sufficiently large such that

Mc2κ0−
1
2 −

aδ1

2ε2
− aδ2−

δ2

2ε3
−

1
2δ2κ1 > 0,

and so there exist `1 > 0 and `2 > 0 such that

L′α(t)6−`1(‖$‖
2

X
1−α

2
+‖$t‖

2
X−

α
2
+‖ζ‖2

X−
α
2
)+ `2.

From this, (4-1), and the fact A(t) = {ξ(t); ξ(t) is a global bounded solution}
we obtain

(4-16)
⋃
t∈R

A(t) is bounded in X
2−α1

2 × X
1−α1

2 × X
1−α1

2 .

Using (4-16) and restarting from (4-8) and (4-12) with α2 = (1+ ρ)α1 − ρ it
follows that ⋃

t∈R

A(t) is bounded in X
2−α2

2 × X
1−α2

2 × X
1−α2

2 .

Iterating this procedure a finite number of times, we can now show that⋃
t∈R

A(t) is bounded in X1
× X

1
2 × X

1
2 ,

which implies
sup
ξ∈A

sup
t∈R

{‖ξ(t)‖Y , ‖ξ(t)‖Y 1, ‖ξt(t)‖Y }<∞,

where A is the set of global bounded solutions for (1-8). �

5. Upper semicontinuity of the pullback attractors

From the results obtained in the previous section, we can prove a result on upper
semicontinuity of the pullback attractors with respect to the functional parameter
κ . Let {κε : ε ∈ [0, 1]} be the family of real valued functions of one real variable
satisfying (1-4), and denote by S(κε)( · , · ) and {A(κε)(t) : t ∈ R}, respectively, the
evolution process and its pullback attractor associated with problem (1-1)–(1-3).

Moreover, we will assume that

‖κε − κ0‖L∞(R)→ 0 as ε→ 0+.

Now we are able to present the main result of this section.

Theorem 5.1. For each a > 0 and ε ∈ [0, 1], let w(ε)(·) = S(κε)( · , τ )w0 be the
solution of (1-8) in Y. Then, for each T > 0, w(ε) converges to w(0) in C([0, T ]; Y )
as ε→ 0+. Moreover, the family of pullback attractors {A(κε)(t) : t ∈ R} is upper
semicontinuous in ε = 0.
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Proof. For each w0 ∈ Y , consider w(ε) = S(κε)(t, τ )w0 and w(0) = S(κ0)(t, τ )w0.
Let w = w(ε) − w(0), with w(ε) = (u(ε), u(ε)t , θ (ε)) and w(0) = (u(0), u(0)t , θ (0))
(u = u(ε)− u(0) and θ = θ (ε)− θ (0)). Then, for all t > τ and x ∈�,{

ut t +1
2u+ a1θ = f (u(ε))− f (u(0)),

θt − κε(t)1θ (ε)+ κ0(t)1θ (0)− a1ut = 0.

Multiplying the first equation by ut and multiplying the second equation by θ ,
we get

1
2

d
dt

∫
�

|ut |
2 dx+1

2
d
dt

∫
�

|1u|2 dx+a
∫
�

1θut dx =
∫
�

[ f (u(ε))− f (u(0))]ut dx,

1
2

d
dt

∫
�

|θ |2 dx+κε(t)
∫
�

|∇θ |2 dx−(κε−κ0)(t)
∫
�

1θ (0)θ dx−a
∫
�

1utθ dx = 0.

Since ∫
�

1θut dx =
∫
�

1utθ dx,

it follows that

(5-1)
d
dt

(
1
2

∫
�

|ut |
2 dx + 1

2

∫
�

|1u|2 dx + 1
2

∫
�

|θ |2 dx
)

=−κε(t)
∫
�

|∇θ |2 dx

+(κε − κ0)(t)
∫
�

1θ (0)θ dx +
∫
�

[ f (u(ε))− f (u(0))]ut dx

6 (κε − κ0)(t)
∫
�

1θ (0)θ dx +
∫
�

[ f (u(ε))− f (u(0))]ut dx .

Using Young’s inequality∫
�

∇θ (0)∇θ dx 6 1
2

∫
�

|∇θ (0)|2 dx + 1
2

∫
�

|∇θ |2 dx,

by (5-1) we conclude that

(5-2)
d
dt

(
‖ut‖

2
X +‖u‖

2
X1/2 +‖θ‖

2
X
)

6 ‖θ (0)‖2H1
0 (�)
‖κε − κ0‖L∞(R)+‖θ‖

2
H1

0 (�)
‖κε

−κ0‖L∞(R)+ 2
∫
�

[ f (u(ε))− f (u(0))]ut dx,

and from Section 4 we havew=w(ε)−w(0), withw(ε)= (u(ε), u(ε)t , θ (ε)) andw(0)=
(u(0), u(0)t , θ (0)) (u = u(ε)− u(0) and θ = θ (ε)− θ (0)) bounded in X1

× X
1
2 × X

1
2.
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Hence there exists C > 0 independent of ε > 0 such that

(5-3) ‖θ‖H1
0 (�)
6 C (and ‖θ (0)‖H1

0 (�)
6 C)

for any ε ∈ [0, 1).
Combining (5-2) and (5-3) we conclude that

(5-4) d
dt
(‖ut‖

2
X+‖u‖

2
X1/2+‖θ‖

2
X )6C‖κε−κ0‖L∞(R)+2

∫
�

[ f (u(ε))− f (u(0))]ut dx,

where C > 0 is independent of ε.
From the mean value theorem, assumption (1-6) and (ρ−1)

2ρ +
1

2ρ +
1
2 = 1, we

obtain∫
�

[ f (u(ε))− f (u(0))]ut dx

6 ‖ f ′(ξu(ε)+ (1− ξ)u(0))‖
L

2ρ
ρ−1 (�)

‖u(ε)− u(0)‖L2ρ(�)‖ut‖L2(�)

6 C0, f ‖u(ε)− u(0)‖L2ρ(�)‖ut‖X ,

and so∫
�

[ f (u(ε))− f (u(0))]ut dx 6 C0, f ‖u‖L2ρ(�)‖ut‖X 6 C0, f ‖u‖X1/2‖ut‖X

for some ξ ∈ [0, 1] and such that C0, f > 0 is a constant depending on the initial data.
Hence, from Young’s inequality,

(5-5)
∫
�

[ f (u(ε))− f (u(0))]ut dx 6 C ′(‖u‖2X1/2 +‖ut‖
2
X +‖θ‖

2
X )

for some C ′ > 0 independent of ε.
Therefore, by (5-4) and (5-5)

d
dt
(‖u‖X1/2 +‖ut‖X +‖θ‖X )6 C‖κε−κ0‖L∞(R)+C ′′(‖u‖2X1/2 +‖ut‖

2
X +‖θ‖

2
X ),

and consequently

(5-6) ‖ut‖
2
X +‖u‖

2
X1/2 +‖θ‖

2
X 6 C‖κε − κ0‖L∞(R)(t − τ)eC ′′(t−τ), t > τ,

that is, w(ε)(= S(κε)(t, τ )w0) goes to w(0) (= S(κ0)(t, τ )w0) as ε→ 0+ in compact
subsets of R uniformly for w0 in bounded subsets of Y.

For δ > 0 given, let τ ∈ R be such that dist(S(κ0)(t, τ )B,A(κ0)(t)) <
δ
2 for all

t ∈ R, B ⊃
⋃

s6t A(κε)(s), is a bounded set in Y whose existence is guaranteed by
Theorem 2.11.

Using (5-6), there exists ε0 > 0 such that

sup
uε∈A(κε)(τ )

‖S(κε)(t, τ )uε − S(κ0)(t, τ )uε‖Y <
δ

2
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for all ε < ε0. Finally,

distH (A(κε)(t),A(κ0)(t))

6 distH (S(κε)(t, τ )A(κε)(τ ), S(κ0)(t, τ )A(κε)(τ ))
+ distH (S(κ0)(t, τ )A(κε)(τ ), S(κ0)(t, τ )A(κ0)(τ ))

6 sup
uε∈A(κε)(τ )

distH (S(κε)(t, τ )uε, S(κ0)(t, τ )uε)

+ distH (S(κ0)(t, τ )A(κε)(τ ),A(κ0)(t))

<
δ

2
+
δ

2
= δ,

which proves the upper semicontinuity of the family of attractors. �

Remark. Observe that, if we assume that a is continuously differentiable in R, and
there exist positive constants a0 and a1 such that

0< a0 6 a(t), a′(t)6 a1 for all t ∈ R,

then all the calculations in this paper remain valid for a(t) instead of a.
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VARIATIONS OF PROJECTIVITY FOR C∗-ALGEBRAS

DON HADWIN AND TATIANA SHULMAN

We consider various lifting problems for C∗-algebras. As an application of
our results we show that any commuting family of order zero maps from
matrices to a von Neumann central sequence algebra can be lifted to a com-
muting family of order zero maps to the C∗-central sequence algebra.

1. Introduction

Many important properties of C∗-algebras are formulated in terms of liftings.
By a lifting property we mean the following. Suppose we are given a surjective
∗-homomorphism B�M. We will say that a C∗-algebra A has the lifting property
corresponding to this surjection if for any ∗-homomorphism φ :A→M there is a
∗-homomorphism ψ :A→ B such that the following diagram commutes.

B

����

A
φ
//

ψ
>>

M

In other words any ∗-homomorphism from A to the C∗-algebra M “downstairs”
“lifts” to a ∗-homomorphism to the C∗-algebra B “upstairs”.

C∗-algebras which have the lifting property with respect to any surjection are
called projective. They were introduced by B. Blackadar [1985].

Many problems that arise in C∗-algebras reduce to the question of the existence
of liftings in various special situations. Here are some examples:

(1) Problems about approximation of almost commuting matrices by commuting
ones and, more generally, matricial weak semiprojectivity for C∗-algebras [Loring
1997; Lin 1997; Friis and Rørdam 1996; Eilers et al. 1998], is expressed as the
lifting property corresponding to the surjection

∏
n∈N Mn �

∏
n∈N Mn/⊕n∈N Mn

(here Mn is the C∗-algebra of all n-by-n matrices).

(2) Stability of C∗-algebraic relations under small Hilbert–Schmidt perturbations
in matrices is expressed as the lifting property corresponding to the surjection

MSC2010: 46L05.
Keywords: projective C∗-algebras, RFD C∗-algebras, almost commuting matrices, tracial

ultraproducts, order zero maps.
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n∈N Mn �

∏α
n∈N(Mn, trn) (here α is a nontrivial ultrafilter on N and the C∗-

algebra
∏α

n∈N(Mn, trn) “downstairs” is the tracial ultraproduct of the matrix alge-
bras) [Hadwin and Shulman 2018b]. Stability under small tracial perturbations
in I I1-factors is expressed as the lifting property corresponding to the surjection∏

n∈N Nn �
∏α

n∈N(Nn, τn) (here Nn is a I I1-factor with a faithful trace τn) [Hadwin
and Shulman 2018b]. Similar problems for groups are discussed in [Hadwin and
Shulman 2018a] and [Arzhantseva and Păunescu 2015].
(3) The property of a C∗-algebra to be residually finite-dimensional (RFD) was
proved in [Hadwin 2014] to be the lifting property corresponding to the surjection
B� B(H), where B ⊆

∏
Mn is defined as the C∗-algebra of all ∗-strongly conver-

gent sequences of matrices and the surjection B� B(H) is defined by sending each
sequence to its ∗-strong limit. Here we identify Mn with B(l2

{1, . . . , n}) naturally
included in B(l2

{N})= B(H).
(4) The famous Brown–Douglas–Fillmore theory deals with the lifting of injective
∗-homomorphisms from C(X) to the Calkin algebra C(H) with respect to the
surjection B(H)� C(H).
(5) In the classification program for C∗-algebras one sometimes has to deal with
liftings of ∗-homomorphisms to a von Neumann central sequence algebra Nω

∩ N ′

to ∗-homomorphisms to the C∗-central sequence algebra Aω ∩ A′ (see for instance
[Toms et al. 2015]). More details on this and on the surjection Aω ∩ A′� Nω

∩ N ′

are given in Section 3.
We see that in the examples above the corresponding surjections sometimes have

a von Neumann algebra “upstairs”, sometimes “downstairs”, sometimes at both
places. This leads us to introducing the following more general notions.

We say that a C∗-algebra A is C∗-W ∗-projective if it has the lifting property
with respect to any surjection B � M with M being a von Neumann algebra;
in a similar way W ∗-C∗-projectivity and W ∗-W ∗-projectivity are defined. In this
terminology the usual projectivity may be called C∗-C∗-projectivity.

Dealing with specific lifting problems, one has to look at liftability of projections,
isometries, matrix units, various commutational relations, etc. So it is natural to
explore whether and which of those basic relations have the more general property
of being C∗-W ∗, W ∗-W ∗, W ∗-C∗-projective, and we do it in this paper. The main
focus is given to commutational relations, that is, to the C∗-W ∗, W ∗-W ∗ and W ∗-
C∗-projectivity of commutative C∗-algebras, but we consider basic noncommutative
relations here as well. Note that for the usual projectivity a characterization of when
a separable commutative C∗-algebra is projective is obtained in [Chigogidze and
Dranishnikov 2010] and is the following: C(K ) is projective if and only if K is a
compact absolute retract of covering dimension not larger than 1.

In Section 2 we give necessary definitions and discuss a relation between unital
and nonunital cases.
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In Section 3 we study C∗-W ∗-projectivity. The main result of the section is
a characterization of when a separable unital commutative C∗-algebra is C∗-W ∗-
projective: C(K ) is C∗-W ∗-projective if and only if K is connected and locally path-
connected (Theorem 5). Thus for commutative C∗-algebras C∗-W ∗-projectivity
is very different from the usual projectivity. We also give restrictions on a C∗-
algebra to be C∗-W ∗-projective, namely it has to be RFD and cannot have nontrivial
projections (Propositions 3 and 4); furthermore we prove that tensoring a separable
nonunital commutative C∗-W ∗-projective C∗-algebra with matrices preserves C∗-
W ∗-projectivity (Theorem 6). These results are applied to certain lifting problems for
order zero maps (completely positive maps preserving orthogonality). A commonly
used tool in the classification of C∗-algebras is the fact that an order zero map from
the matrix algebra Mn to any quotient C∗-algebra lifts (the so-called projectivity of
order zero maps). In particular, the possibility of lifting an order zero map from Mn

to a von Neumann central sequence algebra Nω
∩N ′ to an order zero map to the C∗-

central sequence algebra Aω∩ A′ is a key ingredient in obtaining uniformly tracially
large order zero maps [Toms et al. 2015]. As an application of our results we prove
a stronger statement: one can lift any commuting family of order zero maps Mn→

Nω
∩ N ′ to a commuting family of order zero maps Mn→ Aω ∩ A′ (Theorem 8).

In Section 4 we study W ∗-C∗-projectivity. This seems to be the most intractable
case. We don’t have a characterization of W ∗-C∗-projectivity for commutative
C∗-algebras, we only have a sufficient condition (Corollary 12) and, in the case
when the spectrum is a Peano continuum, a necessary condition (Proposition 15).
We prove basic noncommutative results such as lifting projections and partial
isometries, we consider W ∗-C∗-projectivity of matrix algebras, Toeplitz algebra,
Cuntz algebras and we discuss a relation with extension groups Ext. Some of the
techniques developed in this section are applied in Section 5.

In Section 5 we study W ∗-W ∗-projectivity. The main result here is that all
separable subhomogeneous C∗-algebras are W ∗-W ∗-projective (Theorem 31). In
particular, all separable commutative C∗-algebras are W ∗-W ∗-projective. We dis-
cuss also a relation between W ∗-W ∗-projectivity and the RFD property. It is easy
to show that if a C∗-algebra A is separable nuclear W ∗-W ∗- projective and has a
faithful trace, then it must be RFD. Moreover if Connes’ embedding problem has an
affirmative answer, then every unital W ∗-W ∗-projective C∗-algebra with a faithful
trace is RFD. The converse to this statement is not true. Indeed in [Hadwin and
Shulman 2018b] we constructed a nuclear C∗-algebra which is RFD (hence has a
faithful trace) but is not matricially tracially stable (that is not stable under small
Hilbert–Schmidt perturbations in matrices) and hence is not W ∗-W ∗-projective. In
this paper we give an example which is not only nuclear but is even AF (Theorem 33).
Our arguments of why it is not matricially tracially stable are much simpler than
the ones in [Hadwin and Shulman 2018b].
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2. Definitions

Definition 1. Suppose X and Y are classes of unital C∗-algebras that are closed
under isomorphism. We say that a unital C∗-algebra A is X -Y projective if, for
every B ∈X , M∈Y and unital surjective ∗-homomorphisms π :B→M and every
unital ∗-homomorphism φ :A→M, there is a unital ∗-homomorphism ψ :A→ B
such that π ◦ψ = φ.

B
π
����

A
φ
//

ψ
>>

M

The same conditions with all the words “unital” omitted define X -Y projectivity
in the nonunital category.

We use the term C∗-W ∗-projective when X is the class of all unital C∗-algebras
and Y is the class of all von Neumann algebras. We use the term C∗-W ∗-projective
in the nonunital category when X is the class of all C∗-algebras and Y is the class
of all von Neumann algebras.

The terms W ∗-C∗-projective (in the nonunital category), W ∗-W ∗-projective
(in the nonunital category) and C∗-C∗-projective (in the nonunital category) are
defined similarly. The usual notion of projectivity defined by Blackadar [1985] is
the C∗-C∗-projectivity in the nonunital category.

The term RR0-projectivity is used when X = Y is the class of unital real rank
zero C∗-algebras.

Thus in the introduction in the formulation of some of our results we should have
added “in the nonunital category”. We did not do this to avoid confusing the readers.

We will work mostly with the unital category, but with some exceptions. Namely,
in Section 3 dealing with order zero maps one has to consider the nonunital case, and
in Sections 4 and 5 proving stability of the class of W ∗-W ∗ and W ∗-C∗-projective
C∗-algebras under tensoring with matrices and taking direct sums, one has to deal
with the nonunital category.

In fact the relation between the unital and nonunital cases is simple. For a
C∗-algebra A, let Ã=A+ if A is nonunital and Ã=A⊕C if A is unital.

Proposition 2. Let A be a C∗-algebra. Then A is W ∗-C∗-projective in the nonuni-
tal category (W ∗-W ∗, C∗-W ∗, C∗-C∗-projective in the nonunital category respec-
tively) if and only if Ã is W ∗-C∗-projective (W ∗-W ∗, C∗-W ∗, C∗-C∗-projective
respectively).

3. C∗-W∗-projectivity

The following result puts a severe restriction on being C∗-W ∗-projective. In partic-
ular, if C(K ) is C∗-W ∗-projective, then K must be connected.
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Proposition 3. Let A be a unital C∗-algebra. If A is C∗-W ∗-projective, then A is
∗-isomorphic to a unital C∗-subalgebra of the unitization of the cone of A∗∗. In
particular, A has no nontrivial projections.

Proof. Let B be the unitization of the cone of A∗∗. We know that there is a unital
∗-homomorphism π : B→A∗∗ and there is a faithful unital ∗-homomorphism
ρ :A→A∗∗. If A is C∗-W ∗-projective, then there must be a unital ∗-homomorphism
τ :A→ B such that ρ = π ◦ τ . Since ρ is faithful, τ is an embedding. However, B
has no nontrivial projections, so A has no nontrivial projections. �

Proposition 4. Let A be a separable C∗-algebra. If A is C∗-W ∗-projective in
either the unital or nonunital category, then A is RFD.

Proof. Let H = l2(N). We will identify the algebra Mn of n-by-n matrices with

B(l2
{1, . . . , n})⊆ B(H).

Let B ⊆
∏

Mn be the C∗-algebra of all ∗-strongly convergent sequences and let I
be the ideal of all sequences ∗-strongly convergent to zero. Then one can identify
B/I with B(H) by sending each sequence to its ∗-strong limit. In [Hadwin 2014] it
was proved (answering a question of Loring) that a separable C∗-algebra A is RFD
if and only if each ∗-homomorphism from A to B/I lifts to a ∗-homomorphism
from A to B. Since B/I = B(H) is a von Neumann algebra, the result follows. �

We next characterize C∗-W ∗- projectivity and C∗-AW ∗-projectivity for separable
commutative C∗-algebras. Recall that a C∗-algebra is AW ∗ [Kaplansky 1951]
if every set of projections has a least upper bound and every maximal abelian
selfadjoint subalgebra is the C∗-algebra generated by its projections.

Theorem 5. Let K be a compact metric space. Then the following are equivalent:

(1) C(K ) is C∗-W ∗-projective.

(2) C(K ) is C∗-AW ∗-projective.

(3) C(K ) is C∗-Y projective, where Y is the class of all unital C∗-algebras in
which every commutative separable C∗-subalgebra is contained in a commuta-
tive C∗-algebra generated by projections.

(4) K is a continuous image of [0, 1].

(5) K is connected and locally path-connected.

(6) Every continuous function from a closed subset of [0, 1] into K can be extended
to a continuous function from [0, 1] into K.

(7) Every continuous function from a closed subset of the Cantor set into K can
be extended to a continuous function from [0, 1] into K.
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Proof. The implications (3)⇒ (2)⇒ (1) and (6)⇒ (7) are clear.
(4)⇔ (5). This is the Hahn–Mazurkiewicz theorem, see [Hocking and Young

1961, Theorems 3–30].
(1)⇒ (4). Suppose C(K ) is C∗-W ∗-projective. Then there is a compact Haus-

dorff space X such that C(K )∗∗ = C(X). We know that there is an embedding
ϕ : X→

∏
i∈I [0, 1] (product topology). Hence there is a surjective ∗-homomorphism

from C
(∏

i∈I [0, 1]
)

onto C(K )∗∗. Since the canonical embedding from C(K ) to
C(K )∗∗ is an injective ∗-homomorphism, we know from (1) that there is an injective
unital ∗-homomorphism from C(K ) to C

(∏
i∈I [0, 1]

)
. Hence there is a continuous

surjective map β :
∏

i∈I [0, 1] → K. Suppose D is a countable dense subset of K
and E is the set of all elements of

∏
i∈I [0, 1] with finite support, i.e., only finitely

many nonzero coordinates. If x ∈ D, then there is a countable set Ex of E such
that x ∈ β(Ex). Hence

β
(⋃

x∈D
Ex

)
= K ,

since β
(⋃

x∈D Ex
)

is compact and contains D. It follows that there is a countable
subset J ⊆ I such that(⋃

x∈D
Ex

)
⊆

∏
i∈J

[0, 1]×
∏

i∈I\J

{0};

whence,

β

(∏
i∈J

[0, 1]×
∏

i∈I\J

{0}
)
= K .

Hence K is a continuous image of
∏

i∈J [0, 1], which in turn is a continuous image
of [0, 1]. Thus K is a continuous image of [0, 1].
(5)⇒ (6). Suppose K is connected and locally path connected and E is any

closed subset of [0, 1], and f : E→ K is continuous. For x, y ∈ K, let 1(x, y) be
the infimum of the diameters of every path in K from x to y. We first note that

lim
d(x,y)→0

1(x, y)= 0.

If this is not true, then there is an ε > 0 and sequences {xn} and {yn} in K such
that d(xn, yn)→ 0 and 1(xn, yn) ≥ ε for every n ∈ N. Since K is compact we
can replace {xn} and {yn} with subsequences that converge to x and y, respectively.
Since d(x, y) = limn→∞ d(xn, yn) = 0, we see that x = y. Since X is locally
connected, there is path connected neighborhood U of x such that U is contained
in the ball centered at x with radius ε/3. There must be an n such that xn, yn ∈U,
and there must be a path γ in U from xn to yn . Since γ is in the ball centered at x
with radius ε/3, the diameter of γ is at most 2ε/3, which implies 1(xn, yn) < ε,
which is a contradiction.
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We can clearly add 0 and 1 to E and extend f so that it is still continuous. Hence
we can assume that 0, 1 ∈ E . We can write

[0, 1]\E =
⋃
n∈I

(an, bn),

where {(an, bn) : n ∈ I } is a disjoint set of open intervals with I ⊆ N. For each
n ∈ I we chose a path γn : [an, bn] → K from f (an) to f (bn) so that the diameter
of γn is less than 21( f (an), f (bn)).
(7)⇒ (3). Suppose (7) is true. Suppose B is a unital C∗-algebra, M ∈ Y and

π : B→M is a unital surjective ∗-homomorphism. Let ρ :C(K )→M be a unital
∗-homomorphism. Since K is metrizable, C(K ) is separable, and since M ∈ Y ,
there is a countable commuting family {p1, p2, . . .} of projections in M such that
ρ(C(K ))⊆ C∗(p1, p2, . . .). Let E be the maximal ideal space of C∗(p1, p2, . . .).
Since C∗(p1, p2, . . .) is generated by countably many projections, E is a totally
disconnected compact metric space and is therefore homeomorphic to a subset of the
Cantor set. Hence there is an a = a∗ ∈ C∗(p1, p2, . . .) such that C∗(p1, p2, . . .)=

C∗(a) and σ(a) (homeomorphic to E) is a subset of the Cantor set. Let 0 :
C∗(a)→ C(σ (a)) be the Gelfand map. Then 0 ◦ ρ : C(K )→ C(σ (a)) is a unital
∗-homomorphism, so there is a continuous function ψ : σ(a)→ K so that

0(ρ( f ))= f ◦ψ

for every f ∈ C(K ). By applying 0−1, we get

ρ( f )= ( f ◦ψ)(a)
for every f ∈ C(K ).

By (7), we can assume (by extending) that ψ : [0, 1] → K. We can find A ∈ B
with 0≤ A ≤ 1 such that π(A)= a. We now define ν : C(K )→ B by

ν( f )= ( f ◦ψ)(A).

Then ν is a unital ∗-homomorphism and, for every f ∈ C(K ), we have

π(ν( f ))= π(( f ◦ψ)(A))= ( f ◦ψ)(a)= ρ( f ).

Hence, ρ = π ◦ ν. This proves (3). �

Let K be a compact metric space and let x0 be any point in K. Let us denote by
C0(K \ {x0}) the C∗-algebra of all continuous functions on K vanishing at x0.

Theorem 6. Let K be a continuous image of [0, 1], n ∈ N. Then the C∗-algebra
C0(K \ {x0})⊗Mn is C∗-W ∗-projective in the nonunital category.

Proof. Since C0(K \ {x0})
∗∗ is a commutative von Neumann algebra,

C0(K \ {x0})
∗∗ ∼= C(X),
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for some extremally disconnected space X. Let i∗ : C0(K \ {x0})→ C(X) be the
canonical embedding into the bidual. It is induced by some surjective continuous
map i : X � K. Since K is a continuous image of [0, 1], there is a surjective
continuous map α : [0, 1]� K. By the universal property of extremally disconnected
spaces (Gleason’s theorem), i factorizes through a continuous map β : X→ [0, 1].

[0, 1]

α
����

K Xi
oooo

β

ff

Let
α∗ : C0(K \ {x0})→ C0(0, 1], β∗ : C0(0, 1] → C0(X)⊂ C(X)

be the ∗-homomorphisms induced by α and β. Let M be a von Neumann algebra,
let B be a C∗-algebra, and let q : B → M be a surjective ∗-homomorphism.
Furthermore, let φ :C0(K\{x0})⊗Mn→M be a ∗-homomorphism. By the universal
property of double duals we can extend φ to a ∗-homomorphism φ̃ : C(X)⊗Mn ∼=

(C0(K \ {x0})⊗Mn)
∗∗
→M.

B

q

��

C0(0, 1]⊗Mn

β∗⊗idMn ((

ψ

kk

M C0(K \{x0})⊗Mn
φ
oo � � i∗⊗idMn

//

α∗⊗idMn

55

C(X)⊗Mn

φ̃

kk

Since C0(0, 1] ⊗ Mn is projective [Loring 1997, Theorem 10.2.1], there is a ∗-
homomorphism ψ : C0(0, 1]⊗Mn→ B such that

q ◦ψ = φ̃ ◦ (β∗⊗ idMn ).

Then

q ◦ψ ◦ (α∗⊗ idMn )= φ̃ ◦ (β∗⊗ idMn ) ◦ (α∗⊗ idMn )= φ̃ ◦ (i∗⊗ idMn )= φ.

Thus ψ ◦ (α∗⊗ idMn ) is a lift of φ. �

We don’t know if the previous result can be generalized to get the following: if
A is C∗-W ∗-projective in the nonunital category, then so is A⊗Mn .

Recent developments in the classification of C∗-algebras show the importance
of the analysis of central sequence algebras. Let ω be a free ultrafilter on N. With
any C∗-algebra A with a faithful tracial state τ one can associate its C∗-central
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sequence algebra Aω ∩ A′ and its W ∗-central sequence algebra Nω
∩ N ′, where N

is the weak closure of A under the GNS representation πτ of A. There is a natural
∗-homomorphism γ : Aω ∩ A′ → Nω

∩ N ′; it was proved in [Sato 2011] and
[Kirchberg and Rørdam 2014] that γ is surjective.

A commonly used tool in the classification of C∗-algebras is the fact that an order
zero map from the matrix algebra Mn to any quotient C∗-algebra lifts (the so-called
projectivity of order zero maps). In particular, the possibility of lifting an order
zero map Mn→ Nω

∩ N ′ to an order zero map Mn→ Aω ∩ A′ is a key ingredient
in obtaining uniformly tracially large order zero maps [Toms et al. 2015]. Below
we prove a stronger statement: one can lift any commuting family of order zero
maps Mn→ Nω

∩ N ′ to a commuting family of order zero maps Mn→ Aω ∩ A′.

Lemma 7. Let d ∈N, k∈N∪{∞}. The C∗-algebra C0([0, 1]k)⊗Mkd is isomorphic
to the universal C∗-algebra with generators en,l

i j , l≤k, i, j≤d , n∈N and relations

0≤ en,l
i i ≤ 1,

(en,l
i j )
∗
= en,l

j i ,

em,l
i j en,l

ks = δ jkem,l
is , m < n,

en,l
i j en,l

ks = δ jken,l
i i en,l

is ,

[en,l
i j , en′,l ′

i ′ j ′ ] = [e
n,l
i j , (e

n′,l ′
i ′ j ′ )

∗
] = 0 when l 6= l ′.

The proof of the lemma is analogous to the proof of Lemma 6.2.4 in [Loring 1997].

Theorem 8. Any commuting family of order zero maps from Mn to Nω
∩ N ′ lifts to

a commuting family of order zero maps from Mn to Aω ∩ A′.

Proof. As was proved in [Winter and Zacharias 2009], with any order zero map
φ : B→ D one can associate a ∗-homomorphism f :C B→ D and vice versa. Here
C B = C0(0, 1]⊗ B is the cone over B. Moreover, it follows from the construction
in [Winter and Zacharias 2009] that order zero maps φi ’s have commuting ranges
if and only if the corresponding fi ’s have commuting ranges. It also follows from
the construction that if for an order zero map φ : A → B/I the corresponding
f : C A→ B/I lifts to a ∗-homomorphism f̃ : C A→ B, then φ lifts to the order
zero map φ̃ corresponding to f̃ . Thus we need to prove that any family of ∗-
homomorphisms fi : C Mn→ Nω

∩ N ′ with pairwise commuting ranges lifts to a
family of ∗-homomorphisms f̃i :C Mn→ Aω∩ A′ with pairwise commuting ranges.
It follows from Lemma 7 that it is equivalent to lifting one ∗-homomorphism from
C0([0, 1]k)⊗Mkd to Nω

∩ N ′, where k is the number of ∗-homomorphisms in the
family. Since [0, 1]k is a continuous image of [0, 1], the statement follows from
Theorem 6. �
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4. W∗-C∗-projectivity and RR0-projectivity

Recall that a C∗-algebra has real rank zero (RR0) if each of its self-adjoint ele-
ments can be approximated by self-adjoint elements with finite spectra. Since a
∗-homomorphic image of a real rank zero C∗-algebra is real rank zero, and since
every von Neumann algebra has real rank zero [Brown and Pedersen 1991], it
follows that every RR0-projective C∗-algebra is W ∗-C∗-projective.

We first prove that in the W ∗-C∗ case we can lift projections. This was proved
in the RR0 case by L. G. Brown and G. Pederson [1991]. We include the proof of
the W ∗-C∗ case because it is much shorter.

Proposition 9. C⊕C is W ∗-C∗-projective.

Proof. Suppose B is a von Neumann algebra, M is a C∗-algebra, and π : B→M
is a unital ∗-homomorphism. Since C⊕C is the unital universal C∗-algebra of one
projection, suppose q ∈M is a projection. By [Loring 1997, Lemma 10.1.12], we
can lift q to b1 and 1−q to b2 in B such that 0≤b j ≤1, π(b1)=q, π(b2)=1−q and
b1b2=b2b1=0. Let p∈B be the range projection for b1. Then pb2=b2 p=0. Thus
b1≤ p and b2≤ 1− p. Hence q ≤π(p) and 1−q ≤ 1−π(p). Hence, π(p)= q . �

Definition 10. Suppose B,M are unital C∗-algebras and π :B→M is a surjective
∗-homomorphism, and suppose S is a C∗-subalgebra of M. We say that γ is a
∗-cross section for π on S if γ : S → B is a ∗-homomorphism and π ◦ γ is the
identity on S. Clearly, every such γ is injective.

Theorem 11. Suppose B is a real rank zero C∗-algebra, M is a C∗-algebra, and
π : B→M is a unital surjective ∗-homomorphism. Suppose {p1, p2, . . .} ⊆M is
a commuting family of projections. Then there is a unital ∗-cross section γ for π
on C∗(p1, p2, . . .). Moreover, if γn : C∗(p1, p2, . . . , pn)→M is a unital ∗-cross
section for π on C∗(p1, p2, . . . , pn), then there is a unital ∗-cross section γn+1

for π on C∗(p1, p2, . . . , pn+1) whose restriction to C∗(p1, . . . , pn) is γn .

Proof. We know that if 0 6= p 6= 1 is a projection in M, there is a projection P ∈ B
with π(P) = p. Clearly 0 6= P 6= 1. Suppose γn : C∗(p1, p2, . . . , pn)→M is a
unital ∗-cross section for π on C∗(p1, p2, . . . , pn). We know C∗(p1, p2, . . . , pn)

is generated by an orthogonal family of projections {q1, . . . , qm} whose sum is 1.
For 1 ≤ k ≤ m, let Qk = γn(qk). Now pn+1 commutes with {q1, . . . , qm}, so
C∗(p1, . . . , pn+1) is generated by the orthogonal family⋃m

k=1
{qk pn+1qk, qk − qk pn+1qk}.

If qk pn+1qk = 0 or qk−qk pn+1qk = 0, there is nothing new to lift. If qk pn+1qk 6= 0
and qk−qk pn+1qk 6= 0, we need to find a lifting of qk pn+1qk in QkBQk . However,
it was proved in [Brown and Pedersen 1991] that QkBQk has real rank 0. Thus
such a lifting is possible. �
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As a corollary we get a sufficient condition for C(K ) to be RR0-projective:

Corollary 12. If K is a totally disconnected compact metric space, then C(K ) is
RR0-projective, and hence W ∗-C∗-projective.

The following corollary uses the fact that if γ :A→B is a unital ∗-homomorphism
and B is a von Neumann algebra, then there is an extension to a weak*-weak*
continuous ∗-homomorphism γ̂ :A∗∗→ B.

Corollary 13. Let K be a compact metric space. The following are equivalent:

(1) C(K ) is W ∗-C∗-projective.

(2) Whenever B is a von Neumann algebra, M is a C∗-algebra, π : B→M is a
surjective ∗-homomorphism and ρ : C(K )→M is a unital ∗-homomorphism,
there is a commutative C∗-subalgebra D of M that contains ρ(C(K )) such
that the maximal ideal space of D is totally disconnected.

(3) Whenever B is a von Neumann algebra, M is a C∗-algebra, π : B→M is a
surjective ∗-homomorphism and ρ : C(K )→M is a unital ∗-homomorphism,
ρ extends to a ∗-homomorphism ρ̂ : C(K )∗∗→M.

Remark 14. Without the separability assumption on C(K ) (i.e., the metrizability
of K ), it is not generally true that C(K ) is W ∗-C∗-projective whenever K is compact
and totally disconnected. For example, let A be the universal C∗-algebra generated
by a mutually orthogonal family {Pt : t ∈ [0, 1]} of projections. The maximal ideal
space of A is the one-point compactification K of the discrete space [0, 1]. If we let
B = B(`2) and M= B(`2)/K(`2), and let π : B→M be the quotient map, then
there is an injective unital ∗-homomorphism ρ :A→M, but there is no injective
unital ∗-homomorphism from A to B since B(`2) does not contain an uncountable
orthogonal family of nonzero projections. Hence C(K ) is not W ∗-C∗-projective
although K is totally disconnected. This shows that an attempt at a transfinite
inductive version of the proof of Theorem 11 is doomed to failure. This also shows
that being W ∗-C∗-projective is not closed under arbitrary direct limits, since A
is the direct limit of the family {C∗({Pt : t ∈ E}) : E ⊆ [0, 1] is countable}. We
doubt that ρ can be extended to a ∗-homomorphism from C(K )∗∗ to M, so the
equivalence of (1) and (3) in Corollary 13 may conceivably be true.

In the case when K is a Peano continuum (that is, a nonempty compact connected
metric space which is locally connected at each point) there is a necessary condition
for C(K ) to be W ∗-C∗-projective.

Proposition 15. Suppose K is a Peano continuum and C(K ) is W ∗-C∗-projective.
Then dimcov(K )≤ 1 (here dimcov is the covering dimension).

Proof. Suppose dimcov K > 1. Then by [Chigogidze and Dranishnikov 2010,
Proposition 3.1], K contains a circle, S1. Let j : C(K )→ C(S1) be the restriction
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map. Let π : B(H)→ B(H)/K (H) be the canonical surjection. Let T ∈ B(H)
be the unilateral shift. Define a ∗-homomorphism ρ : C(S1)→ B(H)/K (H) by
sending the identity function z to π(T ). We claim that ρ ◦ j is not liftable. Indeed
suppose it lifts to a ∗-homomorphism γ : C(K )→ B(H). Let f ∈ C(K ) be any
preimage of z ∈ C(S1) under the map j. Since f is normal, γ ( f ) ∈ B(H) is a
normal preimage of π(T ). Since any preimage of π(T ) has Fredholm index −1
and since any normal Fredholm operator has Fredholm index zero, we come to a
contradiction. �

Below we give a few noncommutative examples and nonexamples of W ∗-C∗-
projective C∗-algebras. The following lemma shows that Murray–von Neumann
equivalent projections can be lifted to Murray–von Neumann equivalent projections
in the W ∗-C∗ case. More simply, it states that partial isometries can be lifted.

Lemma 16. Let B be a unital C∗-algebra, M be a von Neumann algebra and
π :M→ B be a surjective ∗-homomorphism. Let v ∈ B be a partial isometry with
v∗v = p and vv∗ = q. Let X ∈M, ‖X‖ ≤ 1, and let P, Q be projections in M
such that π(P) = p, π(Q) = q and π(X) = v. If V is the partial isometry in the
polar decomposition of P X Q, then π(V )= v.

Proof. Let Y = P X Q. Then the range projection P1 of Y is less than or equal to P
and the range projection of Y ∗ is less than or equal to Q. Moreover, (Y Y ∗)1/2 ≤
P1 ≤ P. Also,

p = π((Y ∗Y )1/2)≤ π(P1)≤ π(P)= p.

If Y = (Y Y ∗)1/2V is the polar decomposition, then

v = pπ(V )= π(P1V )= π(V ). �

Corollary 17. Let T be the Toeplitz algebra. Then T ⊕C is W ∗-C∗-projective.

Proof. T ⊕C is the universal unital C∗-algebra generated by v with the relation
that v is a partial isometry. �

Corollary 18. Mn(C)⊕C is W ∗-C∗-projective.

Proof. It would be equivalent to prove that Mn(C) is W ∗-C∗-projective in the
nonunital category. We will use induction on n. The case when n = 1 amounts to
lifting a projection. Assume the theorem is true for n. Suppose M is a von Neumann
algebra, B is a C∗-algebra and π :M→B is a surjective ∗-homomorphism. Suppose
ρ :Mn(C)→ B is a ∗-homomorphism. It follows from the induction assumption
that there is a ∗-homomorphism

γ0 : C∗({e1k : 2≤ k ≤ n})→M

so that γ0(e jk) = E jk and (π ◦ γ0)(e1k) = ρ(e1k) for 2 ≤ k ≤ n. We then have
E1k E∗1k = γ0(e11) for 2 ≤ k ≤ n. Choose X ∈M so that π(X) = ρ(e1,n+1). If
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we replace X with E11 X
(
1−

∑
1≤k≤n Ekki

)
, and let V be the partial isometry in

the polar decomposition of E11 X
(
1−

∑
1≤k≤n Ekk

)
, we have from Lemma 16 that

π(V )= ρ(e1,n+1), and V V ∗ ≤ E11 and π(V V ∗)= ρ(e11). If we replace E1k with
F1k = V V ∗E1k for 2 ≤ k ≤ n, and define F1,n+1 = V, we obtain a representation
γ :Mn+1(C)→M with γ (e1k)= F1k for 1≤ k ≤ n+ 1 such that π ◦ γ = ρ. �

Lemma 19. Suppose C∗-algebras A and D are unital W ∗-C∗-projective (W ∗-W ∗-
projective respectively) in the nonunital category. Then A⊕ D is W ∗-C∗-projective
(W ∗-W ∗-projective respectively) in the nonunital category.

Proof. Suppose B and M are von Neumann algebras (B is a von Neumann algebra
in the W ∗-W ∗ case respectively) and π : B→M is a surjective ∗-homomorphism.
Let φ : A⊕ D→M be a ∗-homomorphism. Let

p = φ(1A⊕ 0), q = φ(0⊕ 1D).

Define φA : A→ pMp and φD : D→ q Mq by φA(a) = φ(a⊕ 0) and φD(d) =
φ(0 ⊕ d), respectively. It follows from Corollary 12 that we can lift p, q to
projections P, Q in B which are orthogonal to each other. Let ψA : A→ P B P and
ψD : D→ Q B Q be lifts of φA and φD . Define lift ψ of φ by

ψ(a⊕ d)= ψA(a)+ψD(d). �

Combining this lemma with Corollary 18 we obtain the following result:

Corollary 20. If A is a finite-dimensional C∗-algebra, then A ⊕ C is W ∗-C∗-
projective.

Remark 21. The result in Corollary 20 cannot be extended to AF-algebras even in
the W ∗-W ∗ case. Indeed the tracial ultraproduct

∏α
n∈N(M2n (C), τ2n )with respect to

a free ultrafilter α, where τ2n is the normalized trace on M2n (C), is a von Neumann
algebra. Thus π :

∏
n∈NM2n (C)→

∏α
n∈N(M2n (C), τ2n ) is a unital surjective ∗-

homomorphism and the domain and range are both von Neumann algebras. If A is
the CAR algebra, then clearly there is an embedding ρ :A→

∏α
n∈N(M2n (C), τ2n ).

However, A is simple and infinite-dimensional, so there is no embedding from
A⊕C into

∏
n∈NM2n (C) such that ρ = π ◦ τ .

A trace ψ on a unital MF-algebra A is called an MF-trace if there is a free
ultrafilter α on N and a unital ∗-homomorphism π : A→

∏α Mk(C) to the C∗-
ultraproduct of matrices, such that ψ = τα ◦π , where τα({Ak}α)= limk→α τk(Ak)

[Li et al. 2014, Proposition 4].
The ideas in the preceding remark easily extend to the following result:

Proposition 22. If A is a unital MF C∗-algebra and is W ∗-C∗-projective, then A
must be RFD. If the MF-traces are a faithful set on A, i.e., τ(a∗a) = 0 for every
MF trace implies a = 0, and if A is W ∗-W ∗-projective, then A must be RFD.
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The following result shows that without adding C as a direct summand Corollar-
ies 17 and 18 no longer hold:

Proposition 23. T and Mn(C) are not W ∗-C∗-projective.

Proof. The Toeplitz algebra is not W ∗-C∗-projective, since an isometry in Calkin
algebra need not lift to an isometry in B(H). Mn(C) is not W ∗-C∗-projective,
because Mn(C) is a quotient of Mn(C)⊕C and since Mn(C) does not admit any
unital ∗-homomorphisms to C, the identity map on Mn(C) is not liftable. �

Proposition 24. Suppose A is a separable unital C∗-algebra.

(1) If Ext(A) is not trivial, then A is not W ∗-C∗-projective

(2) If Extw(A) is not trivial, then C⊕A is not W ∗-C∗-projective.

Proof. (1) This is obvious.

(2) Suppose that Extw(A) is not trivial. Then there is an injective unital ∗-
homomorphism ρ :A→ B(`2)/K(`2) that is not weakly equivalent to the trivial
element in Extw(A). We prove this by contradiction. Assume there is a nonunital
∗-homomorphism γ :A→ B(`2) such that π ◦ γ = ρ. Then

π(1− γ (1))= 1− ρ(1)= 0.

Thus 1− γ (1) is a finite-rank projection, and if γ0(A)= γ (A)|γ (1)(`2), we have
γ = 0⊕ γ0 relative to `2

= ker γ (1)⊕ γ (1)(`2). Since ρ = π ◦ γ is injective, γ0

must be injective. Choose an isometry V in B(`2) whose range is γ (1)(`2). Then
V ∗γ (·)V is unitarily equivalent to γ0. Thus π(V ) is unitary in B(`2)/K(`2) and
π(V ∗)ρ(·)π(V ) lifts to V ∗γ (·)V =U∗γ0(·)U for some unitary U. This means ρ
is weakly equivalent to the trivial element in Extw(A), which is a contradiction. �

Corollary 25. If n ≥ 2, the Cuntz algebra On is not W ∗-C∗-projective. If n ≥ 3,
C⊕ On is not W ∗-C∗-projective.

Proof. By Theorem V.6.5 of [Davidson 1996], Ext(On)∼= Z, and by Theorem V.6.6
of the same work, Extw(On)∼= Zn−1, when n ≥ 2. �

Remark 26. By Corollary 18 and Proposition 23, if n ≥ 2, Mn(C) is not W ∗-C∗-
projective, but C⊕Mn(C) is W ∗-C∗-projective, and this happily coincides with
the fact that Ext(Mn(C)) is not trivial and Extw(Mn(C)) is trivial.

The following is a consequence of the proof of Theorem 9 in [Loring and Shulman
2014]. It generalizes Olsen’s structure theorem [1971] for polynomially compact
operators.

Theorem 27. Let R ≥ 0 and p ∈ C[x]. The universal C∗-algebra generated by a
such that ‖a‖ ≤ R and p(a)= 0 is RR0-projective and hence W ∗-C∗-projective.
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5. W∗-W∗-projectivity

We begin with the separable unital commutative C∗-algebras.

Theorem 28. Every separable unital commutative C∗-algebra is RR0-AW ∗- pro-
jective. In particular every separable unital commutative C∗-algebra is W ∗-W ∗-
projective.

Proof. Suppose B is a real rank zero C∗-algebra, M is an AW ∗-algebra and
π :B→M is a surjective unital ∗-homomorphism, and suppose that A is a separable
unital commutative C∗-subalgebra of M. Since M is an AW ∗-algebra, every
maximal abelian selfadjoint C∗-subalgebra of M is the C∗-algebra generated by its
projections. Since A is contained in such a maximal algebra and A is separable, it
follows that there is a countable commuting family {p1, p2, . . .} of projections in M
such that A⊂C∗(p1, p2, . . .). By Theorem 11 there is a ∗-cross section γ for π on
C∗(p1, p2, . . .). Clearly, the restriction of g to A is a ∗-cross section of π for A. �

Theorem 29. Let A be a unital C∗-algebra. If A is W ∗-C∗-projective (W ∗-W ∗-
projective respectively) in the nonunital category, then for each n ∈ N, Mn(A) is
W ∗-C∗-projective (W ∗-W ∗-projective respectively) in the nonunital category.

Proof. Our proof is a modification of Loring’s proof [1997] of the fact that the class
of projective C∗-algebras is closed under tensoring with matrices.

Let φ : Mn ⊗ A→ B/I be a ∗-homomorphism and B (and B/I, for the W ∗-
W ∗-projectivity case) be a von Neumann algebra and let π : B→ B/I denote the
canonical surjection. We need to prove that φ lifts. Define j : Mn→ Mn ⊗ A by

j (T )= T ⊗ 1A

and let φ2 = φ ◦ j. Since by Corollary 18 Mn is W ∗-C∗-projective in the nonunital
category, φ2 lifts to ψ : Mn→ B.

Mn
ψ

//

j
��

φ2

((

B

π

��

Mn ⊗ A
φ
// B/I

Let (ei j ) be a matrix unit in Mn . Define a ∗-homomorphism

i : Mn ⊗φ(e11⊗ A)→ φ(Mn ⊗ A)

by i(T ⊗ φ(e11 ⊗ a)) = φ(T ⊗ a). It is obviously surjective. To see that it is
injective, we will use the fact that an ideal in a tensor product C∗-algebra is a
tensor product of ideals. Hence the kernel of i is either 0 or of the form Mn ⊗ J,
where J is an ideal in φ(e11 ⊗ A). Let φ(e11 ⊗ a) ∈ J. Then for each T ∈ Mn ,
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φ(T ⊗a)= T ⊗φ(e11⊗a)= 0. In particular, φ(e11⊗a)= 0. Thus φ(e11⊗a)= 0
and J = 0. So i is an isomorphism. Let

p = φ2(e11), P = ψ(e11),

and let i1 be the inclusion φ(e11⊗A)⊆ pB/I p= P B P/P I P. Then the composition
(idMn ⊗i1) ◦ i−1

◦φ : Mn⊗ A→ Mn⊗ P B P/P I P is of the form idMn ⊗γ , where
γ : A→ P B P/P I P is defined by

γ (a)= pφ(e11⊗ a)p.

Since P B P (and pB/I p, for the W ∗-W ∗-projectivity case) is a von Neumann
algebra, by W ∗-C∗-projectivity (W ∗-W ∗-projectivity) of A, it can be lifted to

idMn ⊗γ̃ : Mn ⊗ A→ Mn ⊗ P B P.

Mn ⊗ P B P

idMn ⊗π |P B P

��

Mn ⊗ A

idMn ⊗γ̃

11

φ
// φ(Mn ⊗ A)

i−1
// Mn ⊗φ(e11⊗ A)

idMn ⊗i1

// Mn ⊗ pB/I p

Now we are going to embed Mn ⊗ P B P back into B and Mn ⊗ pB/I p back into
B/I. Define

α̃ : Mn ⊗ P B P→ B and α : Mn ⊗ pB/I p→ B/I
by

α̃(ei j ⊗ PbP)= ψ(ei1)bψ(e1 j ) and α(ei j ⊗ pπ(b)p)= φ2(ei1)π(b)φ2(e1 j )

respectively, for each b ∈ B. It is straightforward to check that

α ◦ (idMn ⊗i1) ◦ i−1
◦φ = φ

and that the diagram

Mn ⊗ P B P α̃
//

idMn ⊗π |P B P

��

B

π

��

Mn ⊗ pB/I p
α
// B/I

commutes. It follows that α̃ ◦ (idMn ⊗γ̃ ) is a lift of φ. �

Remark 30. We did not consider the C∗-W ∗ case in the theorem because no unital
C∗-algebra is C∗-W ∗-projective in the nonunital category. Otherwise A⊕C would
be unital and C∗-W ∗-projective, which would contradict Proposition 3 since A⊕C

has a nontrivial projection.
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Recall that a C∗-algebra is subhomogeneous if there is an upper bound for the
dimensions of its irreducible representations.

Theorem 31. Let A be a separable subhomogeneous C∗-algebra. Then A is W ∗-
W ∗-projective in the nonunital category.

Proof. Suppose B and M are von Neumann algebras and π : B→M is a surjective
∗-homomorphism. Let φ : A →M be a ∗-homomorphism. If A is nonunital,
we can extend φ to a homomorphism from the unitization of A to M. It implies
that it will be sufficient to prove the theorem under the assumption that A is
unital. Since M ⊆ B(H), by the universal property of the second dual there
exists φ̃ : A∗∗ → B(H) such that φ̃|A = φ and π̃(A∗∗) = π(A)′′. Hence φ̃ is a
∗-homomorphism from A∗∗ to M. It can be easily deduced from some well-known
properties of subhomogeneous algebras (see for instance [Shulman and Uuye 2012],
Lemmas 2.3 and 2.4) that A∗∗ can be written as

A∗∗ =⊕n
k=1 Mk(Dk),

where Dk, k ≤ n, are abelian von Neumann algebras. Let πk : A∗∗→ Mk(Dk) be
the projection on the k-th summand. Let

Fk = {b ∈ Dk | there exists a ∈ A such that b is a matrix element of πk(a)},

for each k ≤ n. Let Ek denote the C∗-subalgebra of Dk generated by Fk , for each
k≤n. Then each Ek is separable and A⊆⊕n

k=1 Mk(Ek)⊆ A∗∗. By Theorems 28, 29
and Lemma 19, φ̃|⊕n

k=1 Mk(Ek) lifts to some ∗-homomorphism ψ : ⊕n
k=1 Mk(Ek)→B.

The restriction of ψ onto A is a lift of φ. �

The following are easy observations.

Proposition 32. Suppose A is a separable unital W ∗-W ∗- projective C∗-algebra.

(1) If A is nuclear and has a faithful trace, then it must be RFD.

(2) If Connes’ embedding problem has an affirmative answer, then every unital
W ∗-W ∗-projective C∗-algebra with a faithful trace is RFD.

The converse of the previous proposition is not true. Indeed in [Hadwin and
Shulman 2018b] we constructed a nuclear RFD C∗-algebra which is not matricially
tracially stable and hence is not W ∗-W ∗-projective. Below we give an example
which is not only nuclear but is even AF. Our arguments of why it is not matricially
tracially stable are much simpler than the ones in [Hadwin and Shulman 2018b].

Theorem 33. There exists an AF RFD C∗-algebra which is not matricially tracially
stable and hence is not W ∗-W ∗-projective (in both unital and nonunital categories).

Proof. Suppose A and B are separable unital AF-C∗-algebras. Suppose A =
C∗(a1, a2, . . .) and B =C∗(b1, b2, . . .) with each an and bn selfadjoint. We can



438 DON HADWIN AND TATIANA SHULMAN

assume that σ(a1)⊂ [0, 1] and σ(b1)⊂ [4, 5]. Then we can find, for each n ∈N, a
finite-dimensional C∗-subalgebra An of A and elements a1,n, . . . , an,n ∈An such
that ‖ak − ak,n‖ < 1/n for 1 ≤ k ≤ n. Similarly, we can find, for each n ∈ N a
finite-dimensional C∗-subalgebra Bn of B and elements b1,n, . . . , bn,n ∈ Bn such
that ‖bk − bk,n‖< 1/n for 1≤ k ≤ n. We can also assume that σ(a1,n)⊂ [−1, 2]
and σ(b1,n) ⊂ [3, 6] for every n ∈ N. We can assume, for each n ∈ N, that
An,Bn ⊂Msn (C) (unital embeddings). For each 1≤ k ≤ n <∞ define

ck,n = a(n)k,n ⊕ bk,n ∈M(n+1)sn (C).

Define ck,n = 0 when 1 ≤ n < k <∞. Let Ck =
∑
⊕

n∈N ck,n ∈
∏

n∈NM(n+1)sn (C)

and define the C∗-algebra C as the C∗-algebra generated by C1,C2, . . . and J =∑
⊕

n∈N M(n+1)sn (C). Clearly, C is RFD and

C/J ∼= C∗(a1⊕ b1, a2⊕ b2, . . .)⊆A⊕B.

However, if f : R→ R is continuous and f = 0 on [0, 1] and f = 1 on [2, 3],
we have f (a1 ⊕ b1) = 0⊕ 1. Thus 0⊕ 1 ∈ C∗(a1 ⊕ b1, a2 ⊕ b2, . . .) and hence
C∗(a1⊕ b1, a2⊕ b2, . . .)=A⊕B. Since J and C/J are AF, C must be AF. Now,
to get an example that we wanted, suppose A = B = M2∞ with trace τ . Let
π = π1 ⊕ π2 : C→ A⊕ B be the map whose kernel is J . Then ρ = τ ◦ π2 is a
tracial state on C. Note that since J ⊂ C, the only irreducible finite-dimensional
representations of C are (unitarily equivalent to) the coordinate projections onto
M(n+1)sn (C) and, for each of these representations the trace of the image of f (C1)=∑
⊕

n∈N 0(n)⊕1 is at most 1/2. However, ρ( f (C1))= 1. Thus ρ is not a weak*-limit
of finite-dimensional traces. By [Hadwin and Shulman 2018b, Theorem 3.10], C is
not matricially tracially stable. �
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LOWER SEMICONTINUITY OF THE ADM MASS IN
DIMENSIONS TWO THROUGH SEVEN

JEFFREY L. JAUREGUI

The semicontinuity phenomenon of the ADM mass under pointed (i.e., local)
convergence of asymptotically flat metrics is of interest because of its con-
nections to nonnegative scalar curvature, the positive mass theorem, and
Bartnik’s mass-minimization problem in general relativity. We extend a
previously known semicontinuity result in dimension three for C2 pointed
convergence to higher dimensions, up through seven, using recent work of
S. McCormick and P. Miao (which itself builds on the Riemannian Penrose
inequality of H. Bray and D. Lee). For a technical reason, we restrict to
the case in which the limit space is asymptotically Schwarzschild. In a
separate result, we show that semicontinuity holds under weighted, rather
than pointed, C2 convergence, in all dimensions n ≥ 3, with a simpler proof
independent of the positive mass theorem. Finally, we also address the two-
dimensional case for pointed convergence, in which the asymptotic cone
angle assumes the role of the ADM mass.

1. Introduction

Motivated by the Bartnik minimal mass extension conjecture in general relativity
[1989; 1997; 2002], as well as the study of Ricci flow on asymptotically flat
manifolds [Dai and Ma 2007; Oliynyk and Woolgar 2007], in [Jauregui 2018]
the author established the following result regarding how the ADM mass behaves
under pointed convergence of a sequence of asymptotically flat 3-manifolds of
nonnegative scalar curvature. Briefly, the ADM mass cannot increase in a local C2

limit:

Theorem 1 [Jauregui 2018]. Let (Mi , gi , pi ) be a sequence of pointed asymptoti-
cally flat 3-manifolds without boundary, such that each (Mi , gi ) has nonnegative
scalar curvature and contains no compact minimal surfaces. If (Mi , gi , pi ) con-
verges in the pointed C2 Cheeger–Gromov sense to a pointed asymptotically flat
3-manifold (N , h, q), then

(1) mADM(N , h)≤ lim inf
i→∞

mADM(Mi , gi ).

MSC2010: 53C20, 53C80, 83C99.
Keywords: scalar curvature, mass in general relativity.

441

http://msp.org/pjm/
http://dx.doi.org/10.2140/pjm.2019.301-2
http://dx.doi.org/10.2140/pjm.2019.301.441


442 JEFFREY L. JAUREGUI

We recall the relevant definitions in Section 3; for now we note that pointed
Ck Cheeger–Gromov convergence essentially means Ck convergence of the metric
tensors on compact subsets, modulo diffeomorphisms. Examples are given in
[Jauregui 2018] in which strictness holds in (1).

Theorem 1 is intimately connected to scalar curvature and to the positive mass
theorem (PMT) [Schoen and Yau 1979a; Witten 1981]. In [Jauregui 2018] it was
shown that (1) can fail without assuming nonnegative scalar curvature (and the
absence of compact minimal surfaces). Somewhat surprisingly, a simple blow-
up example in [Jauregui 2018] shows that Theorem 1 actually implies the PMT.
However, to prove Theorem 1, either the PMT itself, or a stronger result, is required.
The key estimate in the proof of Theorem 1 was the lower bound

(2) mADM ≥ m H (6)

of the ADM mass in terms of the Hawking mass of an outward-minimizing surface6,
established by G. Huisken and T. Ilmanen [2001]. Note that it is well known that (2)
implies the PMT.

Two major questions were left unsettled in [Jauregui 2018]. First, to what
extent does this lower semicontinuity property of the ADM mass hold for weaker
convergence than C2? Subsequently the author and D. Lee proved in [Jauregui and
Lee 2017] that the theorem continues to hold if only pointed C0 convergence is
assumed. Second, does Theorem 1 generalize to higher dimensions? The primary
concern of the present paper is to address the latter question.

Unfortunately, a bound directly analogous to (2) is unknown beyond dimension
three: Huisken–Ilmanen’s proof in n = 3 uses “Geroch monotonicity” of the Hawk-
ing mass, which crucially relies on the Gauss–Bonnet theorem in one dimension
lower. Generally, the missing link in establishing Theorem 1 in higher dimensions
has been a useful quantitative lower bound for the ADM mass in terms of the
geometry of an outward-minimizing surface. Fortunately, a recent result of S. Mc-
Cormick and P. Miao [2017] provides such an estimate (see Theorem 7 below) that
is sufficient for our purposes. Their work uses the Riemannian Penrose inequality
in higher dimensions, due to Bray and Lee [2009] (which itself was a generalization
of Bray’s original proof in dimension three [2001]). Our main result is:

Theorem 2. Theorem 1 is true with “3” replaced by “n”, where 3≤n≤7, provided
the limit (N , h) is asymptotically Schwarzschild.

The Riemannian manifolds (Mi , gi ) need not be asymptotically Schwarzschild
even if their limit (N , h) is.

The restriction in Theorem 2 of n ≤ 7 is primarily due to the fact that it is the
highest dimension in which the Riemannian Penrose inequality is currently known.
It was pointed out in [Bray and Lee 2009] that even the positive mass theorem



LOWER SEMICONTINUITY OF THE ADM MASS 443

for n ≥ 8 is insufficient to automatically extend the Riemannian Penrose inequality
to n ≥ 8. We strongly conjecture that the n ≤ 7 restriction is unnecessary, and
that the asymptotically Schwarzschild hypothesis can be replaced with asymptotic
flatness; see Remark D.

Remark A. It is reasonable to attempt to extend Theorem 1 to spin manifolds in
higher dimensions using Witten’s spinor technique in his proof of the PMT [1981].
However, as pointed out to the author by Bray, it is not clear how to make effective
use of the hypothesis of no compact minimal surfaces in the spinor argument, and
it was shown in [Jauregui 2018] that (1) can fail without this hypothesis.

For the purpose of telling a more complete story, we also include two other
related results. First, assuming weighted (rather than pointed) C2 convergence, we
prove lower semicontinuity of the ADM mass in all dimensions n ≥ 3 (Theorem 13
below). Weighted convergence assumes global control on the asymptotics of the
metrics, in contrast to pointed convergence. In this case, with a stronger hypothesis
than in Theorems 1 and 2, the absence of compact minimal surfaces is unnecessary
and the proof is easier. However, the weighted result does not recover nor rely on
the positive mass theorem. Prior results for weighted convergence were known; see
Section 6 (in particular Remark E) for details.

Second, it was suggested by E. Woolgar that the author investigate the lower
semicontinuity of “mass” in dimension two. This is carried out in Section 7 for
pointed C2 convergence, where the asymptotic cone angle replaces the ADM mass;
see Theorem 14.

2. Motivation and examples

In this section we describe several examples to motivate the lower semicontinuity
phenomenon for the ADM mass.

2.1. Lower semicontinuity of mass in Newtonian gravity. We begin here with a
general discussion of why lower semicontinuity of the total mass is plausible from
the point of view of Newtonian gravity. Consider a matter distribution on Rn

described by a continuous, integrable mass density function ρ ≥ 0. The total
Newtonian mass is simply given by the integral

m(ρ)=
∫

Rn
ρ dx1

· · · dxn.

Now, if {ρi }
∞

i=1 is a sequence of such matter distributions that converges pointwise
to ρ, then by Fatou’s lemma,

lim inf
i→∞

m(ρi )≥ m(ρ).

Any drop in the total Newtonian mass can be viewed as mass escaping out to infinity
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in the limit. Such an argument does not apply to the context of general relativity,
because the ADM mass is not known (or expected) to be given as the integral of a
locally defined, nonnegative, geometric/physical quantity.

Convergence of ρi to ρ in Newtonian gravity is analogous to C2 convergence
of the Riemannian metrics in general relativity, as the scalar curvature represents
energy density and is given by two derivatives of the metric. The C0 convergence
in [Jauregui and Lee 2017] can then be viewed as a general relativistic analog of
convergence of the Newtonian gravitational potentials ui → u, where 1ui = 4πρi

and 1u = 4πρ.

2.2. Blow-up example. In [Jauregui 2018], the author gave the example of a fixed
asymptotically flat n-manifold (M, g) of nonnegative scalar curvature and con-
sidered the sequence of homothetic rescalings {(M, i2g, p)} for p ∈ M fixed and
i = 1, 2, . . . . This sequence converges in the pointed C2 Cheeger–Gromov sense
to Euclidean Rn (which has zero ADM mass), and indeed the statement of lower
semicontinuity of mass implies that the ADM mass of (M, g) is nonnegative. In
other words, the positive mass theorem is recovered.

The example in Section 2.1 suggests that from a Newtonian point of view, the
mass-drop phenomenon can be completely accounted for by matter escaping off to
infinity. But by choosing (M, g) here to be scalar-flat (i.e., vacuum) with positive
ADM mass, the example of {(M, i2g, p)} converging to Euclidean space shows that
the mass can drop by an infinite amount in the limit with no matter fields present.
This can be interpreted as the energy of the gravitational field escaping to infinity.

2.3. Escaping point example. Similar to the previous example, begin with a fixed
asymptotically flat n-manifold (M, g). Now consider a sequence of points {pi } in M
escaping to infinity. By asymptotic flatness, the sequence {(M, g, pi )} converges
in the pointed C2 Cheeger–Gromov sense to Euclidean Rn. Again the statement
of lower semicontinuity of ADM mass here recovers the positive mass theorem;
and again by choosing (M, g) to be scalar-flat with positive ADM mass we can
interpret the mass drop as gravitational energy escaping to infinity.

2.4. Lower semicontinuity of mass and Ricci flow. To the author’s knowledge,
the ADM mass drop phenomenon under pointed convergence was first observed
by T. Oliynyk and Woolgar in their study of Ricci flow on rotationally symmetric,
asymptotically flat spaces [2007]; see also the work of X. Dai and L. Ma, who
first showed that the ADM mass is constant along Ricci flow, thereby arguing an
asymptotically flat Ricci flow cannot converge uniformly to Euclidean space [Dai
and Ma 2007]. Under natural hypotheses, Oliynyk and Woolgar proved the long-
time existence of Ricci flow on asymptotically flat, rotationally symmetric spaces,
with pointed Ck Cheeger–Gromov convergence to Euclidean space as t → ∞.
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Moreover, the ADM mass is not only monotone but is in fact constant along the
Ricci flow. In particular, if the initial space has positive ADM mass, then the ADM
mass must drop to zero in the limit.

In light of this discussion, the author suggested in [Jauregui 2018] that using
Theorem 1 (or its higher-dimensional analog) would be necessary in any proof of
the PMT that involved convergence of the Ricci flow to Euclidean space. Since
Theorem 1 already subsumes the PMT, this seemed to suggest that an independent
Ricci flow proof of the PMT was unlikely. Nevertheless, such a proof has very
recently been given by Y. Li in [2018]. His argument circumvents this apparent
circular logic by establishing lower semicontinuity of the ADM mass directly for the
case of a convergent Ricci flow (i.e., the technique does not apply to general pointed
C2 Cheeger–Gromov convergence). We generalize Li’s argument to weighted C2

convergence in Section 6.

3. Background

We begin with the definition of an asymptotically flat manifold (with one end).
Many slight variants appear in the literature; the version below is commonly used.

Definition 3. A smooth, connected Riemannian n-manifold (M, g), with n ≥ 3,
possibly with compact boundary, is asymptotically flat (AF) if there exists a compact
set K ⊂ M and a diffeomorphism 8 : M \ K → Rn

\ B, for a closed ball B, such
that in the “asymptotically flat” coordinates x = (x1, . . . , xn) given by 8, we have

(3) gi j = δi j + O(|x |−τ ), ∂k gi j = O(|x |−τ−1), ∂k∂`gi j = O(|x |−τ−2),

for some constant τ > n−2
2 (the order), and the scalar curvature of g is integrable.

(Indices i, j, k, ` above run from 1 to n, and ∂ denotes partial differentiation in the
coordinate chart.)

For example, for a real number m > 0, the Schwarzschild metric

gi j =

(
1+

m
2|x |n−2

) 4
n−2

δi j

on Rn minus a ball about the origin is asymptotically flat of order n− 2.
We will also need two classes of asymptotically flat manifolds with more restricted

asymptotics at infinity:

Definition 4. An asymptotically flat Riemannian n-manifold (M, g) is asymptot-
ically Schwarzschild if there exists an “asymptotically Schwarzschild coordinate
system” (x1, . . . , xn) on M \ K, i.e.,

(4) gi j =

(
1+

m
2|x |n−2

) 4
n−2

δi j + hi j ,
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for some real constant m, where

(5) hi j = O(|x |1−n), ∂khi j = O(|x |−n), ∂k∂`hi j = O(|x |−n−1).

Note that an asymptotically Schwarzschild Riemannian n-manifold is AF of
order n− 2.

Definition 5. An asymptotically flat Riemannian n-manifold (M, g) is harmon-
ically flat at infinity (HF) if there exists a “harmonically flat coordinate system”
(x1, . . . , xn) on M \ K, i.e.,

gi j =U
4

n−2 δi j ,

on M \ K for some function U, where 1U = 0 and U (x)→ 1 as |x | →∞. (Here
1 is the Euclidean Laplacian on Rn.)

It is well known that the harmonic function U appearing in Definition 5 admits
an expansion at infinity of the form

(6) U (x)= 1+
a
|x |n−2 + O∞(|x |−n+1),

where the notation Ok(|x |`) denotes an expression that is O(|x |`) for |x | large
and for which the γ th partial derivative (γ being a multi-index with |γ | ≤ k) is
O(|x |`−|γ |). The fact that 1U = 0 implies that g as above has zero scalar curvature
outside of K. Note that HF manifolds are necessarily asymptotically Schwarzschild,
and that the Schwarzschild metric itself is HF.

Next, we recall the definition of ADM mass.

Definition 6. The ADM mass [Arnowitt et al. 1961] (cf. [Bartnik 1986; Chruściel
1986]) of an asymptotically flat manifold (M, g) of dimension n is the real number

mADM(M, g)=
1

2(n− 1)ωn−1
lim

r→∞

∫
Sr

n∑
i, j=1

(∂i gi j − ∂ j gi i )
x j

r
d A,

where d A is the induced volume form on the coordinate sphere

Sr = {|x | = r}

with respect to the Riemannian metric δi j , all in an AF coordinate chart.

It is straightforward to verify that for an HF manifold, the ADM mass is given
by the value 2a, where a is the constant appearing in (6), and for an asymptotically
Schwarzschild manifold, the ADM mass is given by the constant m appearing in (5).

Recall that if (M, g) is asymptotically flat with boundary ∂M, then we say ∂M
is outward-minimizing if

|S| ≥ |∂M |
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for all surfaces S enclosing ∂M, where | · | denotes the hypersurface area (with
respect to g). The following theorem was recently proved by McCormick and Miao
[2017].

Theorem 7 [McCormick and Miao 2017]. Let (M, g) be an AF manifold of dimen-
sion 3≤ n ≤ 7, with compact, connected boundary 6 that is outward-minimizing.
Assume that the scalar curvature of (M, g) is nonnegative. Let H ≥ 0 be the mean
curvature of 6 (in the direction pointing into M), let ρ be the scalar curvature of 6
with respect to the induced Riemannian metric, and suppose that

min
6
ρ >

n−2
n−1

max
6

H 2.

Then

(7) mADM(M, g)≥ 1
2

(
|6|

ωn−1

)n−2
n−1

(
1− n−2

n−1
max6 H 2

min6 ρ

)
.

To simplify notation later, we make the following definition.

Definition 8. Let S be a smooth, compact hypersurface in a Riemannian manifold
(M, g) of dimension n ≥ 3. Define

Fg(S)=
1
2

(
|S|
ωn−1

)n−2
n−1

(
1− n−2

n−1
·

maxS H 2

minS ρ

)
,

where |S|, H, and ρ are the area, mean curvature, and scalar curvature of 6 with
respect to the Riemannian metric induced by g.

We conclude this section with the definition of convergence used in Theorems 1
and 2.

Definition 9. Fix a nonnegative integer `. A sequence of complete, connected,
pointed Riemannian n-manifolds (Mi , gi , pi ) converges in the pointed C` Cheeger–
Gromov sense to a complete, connected, pointed Riemannian n-manifold (N , h, q)
if for every r > 0 there exists a domain � containing the metric ball Bh(q, r)
in (N , h), and there exist (for all i sufficiently large) smooth embeddings

8i :�→ Mi

such that 8i (�) contains the metric ball Bgi (pi , r), and the Riemannian metrics
8∗i gi converge in C` norm to h as tensors on �.

Note that no Mi need be diffeomorphic to N in the above definition, and that the
asymptotics of Mi can be wildly different from those of N in the noncompact case.
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4. The mass of asymptotically Schwarzschild metrics

In this section we prove that the ADM mass of an asymptotically Schwarzschild
manifold can be recovered from the r→∞ limit of the expression Fg(Sr ), a key
ingredient in the proof of Theorem 2. Before doing so (in Lemma 11), we first
verify this for HF metrics in Lemma 10.

Remark B. For an asymptotically flat manifold (M, g) of dimension 3 ≤ n ≤ 7,
the inequality

mADM(M, g)≥ lim sup
r→∞

Fg(Sr )

follows from Theorem 7. However, equality need not hold. Such an example,
pointed out to the author by McCormick, can be found by considering an AF
manifold (M, g) of nonnegative scalar curvature and strictly positive ADM mass
that contains an isometric copy of half of a Euclidean space. Such spaces were
constructed by Carlotto and Schoen [2016]. For r sufficiently large, Sr intersects
the Euclidean region in M, which gives Fg(Sr )≤ 0.

Lemma 10. If (M, g) is an HF manifold, then

(8) mADM(M, g)= lim
r→∞

Fg(Sr ),

where Fg is given in Definition 8, and Sr is the coordinate sphere {|x | = r} in a
harmonically flat coordinate system.

Except for the calculations (9) at the end of the following proof, the proof of
Lemma 11 will be independent of Lemma 10.

Proof. The proof involves straightforward computations of the asymptotic behavior,
for large r , of the area, mean curvature, and scalar curvature of Sr . Let U be the
harmonic function as in Definition 5, with expansion (6).

First we compute the area of Sr :

|Sr |g =

∫
Sr

U
2(n−1)

n−2 d A

=

∫
Sr

(
1+ 2a(n−1)

(n−2)rn−2 + O(r1−n)

)
d A

= ωn−1rn−1
(

1+ 2a(n−1)
(n−2)rn−2

)
+ O(1),

where d A is the area form on Sr induced by δ. In particular,

1
2

(
|Sr |g

ωn−1

)n−2
n−1
=

1
2

rn−2
(

1+ 2a
rn−2

)
+ O(r−1).
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Second we compute the mean curvature. Recall that the mean curvature of Sr

with respect to δi j is n−1
r . From a well-known formula relating the mean curvatures

of conformally related Riemannian metrics, letting Hr represent the mean curvature
of Sr with respect to g, we have

Hr =U−
2

n−2 ·
n−1

r
+

2(n−1)
n−2

·U−
n

n−2 · ν(U )

=

(
1+ a

rn−2 + O(r1−n)

)− 2
n−2
·

n−1
r

+
2(n−1)

n−2

(
1+ a

rn−2 + O(r1−n)

)− n
n−2

(
−

a(n−2)
rn−1 + O(r−n)

)
=

(
1− 2a

(n−2)rn−2 + O(r1−n)

)
·

n−1
r

+
2(n−1)

n−2

(
1− an

(n−2)rn−2 + O(r1−n)

)(
−

a(n−2)
rn−1 + O(r−n)

)
=

n−1
r
−

2a(n−1)2

(n−2)rn−1 + O(r−n),

where we used the fact that the δ-unit normal ν to Sr equals ∂
∂r . Thus,

H 2
r =

(n− 1)2

r2 −
4a(n− 1)3

(n− 2)rn + O(r−n−1).

Third, we compute the scalar curvature of Sr with respect to g|T Sr . Recall that if
g2= e2ψg1 are conformally related Riemannian metrics on a manifold of dimension
n− 1, then their scalar curvatures are related by

Rg2 = e−2ψ(Rg1 − 2(n− 2)1g1ψ − (n− 3)(n− 2)|dψ |2g1
).

In particular, with g2 = g|T Sr , g1 = δ|T Sr , and U
4

n−2 = e2ψ on Sr , we have

ρ =U−
4

n−2

(
(n−1)(n−2)

r2 −
41rU

U
+

4|∇rU |2

(n−2)U 2

)
,

where 1r and ∇r are the Laplacian and (tangential) gradient on Sr with the Rie-
mannian metric induced from δ, and | · |2 is taken with respect to δ. Now, we
address the Laplacian term. A well known formula for smooth functions f on Rn is

1 f =16 f +Hess( f )(ν, ν)+ H∂ν( f ),

where 6 is a smooth hypersurface with unit normal ν, mean curvature H in the
direction of ν, and induced Laplacian 16 . Applying this to f = U and 6 = Sr ,
we have

0=1rU +Hess(U )(∂r , ∂r )+
n−1

r
·
∂U
∂r
.
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By explicit calculation, the leading (i.e., O(r−n)) terms of Hess(U )(∂r , ∂r ) and
n−1

r ·
∂U
∂r cancel, implying that

1rU = O(r−n−1).

Next, for the term |∇rU |, since 1+ a/(rn−2) is constant on Sr , we see from the
expansion of U that

|∇rU |2 = O(r−2n).

Using these expansions, along with the expansion for U, we arrive at

ρ =

(
1+ a

rn−2 + O(r1−n)

)− 4
n−2

(
(n−1)(n−2)

r2 + O(r−n−1)

)
=
(n−1)(n−2)

r2 −
4a(n− 1)

rn + O(r−n−1).

Putting it all together, we have

(9) Fg(Sr )=

(
1
2

rn−2
(

1+ 2a
rn−2

)
+ O(r−1)

)
×

(
1− n−2

n−1
·

(n−1)2

r2 −
4a(n−1)3
(n−2)rn + O(r−n−1)

(n−1)(n−2)
r2 −

4a(n−1)
rn + O(r−n−1)

)

=

(
1
2

rn−2
+ a+ O(r−1)

)(
1−

1− 4a(n−1)
(n−2)rn−2 + O(r−n+1)

1− 4a
(n−2)rn−2 + O(r−n+1)

)

=

(
1
2

rn−2
+ a+ O(r−1)

)(
4a

rn−2
+ O(r−n+1)

)
= 2a+ O(r−1).

Since the ADM mass of g equals 2a, the proof is complete. �

The next lemma is a generalization of the previous one:

Lemma 11. If (M, g) is an asymptotically Schwarzschild manifold, then

mADM(M, g)= lim
r→∞

Fg(Sr ),

where Sr is the coordinate sphere {|x | = r} in an asymptotically Schwarzschild
coordinate system.

Proof. This follows from Lemma 15 in the Appendix and (9). �

5. Proof of Theorem 2

The method of proof of Theorem 2 is similar to the proof of Theorem 1 in [Jauregui
2018].
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Let mi = mADM(Mi , gi ), and note that mi ≥ 0 by the positive mass theorem in
dimension 3 ≤ n ≤ 7 ([Schoen and Yau 1979a; 1979b], cf. Section 4 of [Schoen
1989]). If mADM(N , h)= 0, the claim (1) follows trivially, so we may assume it is
strictly positive.

Let ε > 0. Fix an asymptotically Schwarzschild coordinate system (x1, . . . , xn)

on (N , h), and let Sr denote the coordinate sphere {|x | = r}, a smooth, compact
hypersurface in N for r sufficiently large. Let Br denote the bounded open region
in N that Sr encloses.

By Lemma 11 and the hypothesis that (N , h) is asymptotically Schwarzschild
of positive ADM mass, we may choose a number r1 > 0 sufficiently large so that

mADM(N , h) < Fh(Sr1)+
ε

2
, and(10)

Fh(Sr1) > 0.(11)

By asymptotic flatness of h, we may increase r1 if necessary, preserving (10)
and (11), to arrange that the mean curvature of Sr with respect to h is strictly
positive for all r ≥ r1, and that hypersurface areas measured with respect to h and
the Euclidean metric δ differ by at most a factor of 2 on N \ Br1 (i.e., the respective
Hausdorff (n−1)-measures are uniformly equivalent by factors of 2).

We apply the definition of pointed C2 Cheeger–Gromov convergence. First, take
a number r2 > 0 so that the metric ball Bh(q, r2) contains B33r1 . (The value 33r1

is chosen because later we will need a point in B33r1 \ Br1 that is distance 16r1

from both the inner and outer boundary.) Then there exists a domain U ⊂ N, with
U ⊃ Bh(q, r2) ⊃ B33r1 , and smooth embeddings 8i : U → Mi , for i ≥ some i0,
with 8i (U )⊃ Bgi (pi , r2), such that

(12) hi :=8
∗

i gi → h in C2 on U.

(Below, we will repeatedly use the fact that 8i : (U, hi )→ (8i (U ), gi ) is trivially
an isometry.) Taking i to be at least some i1 ≥ i0, we can be sure that hypersurface
areas measured with respect to hi and h differ by at most a factor of 2 on U, by C0

convergence. Taking i to be at least some i2 ≥ i1, we can arrange that the mean
curvatures of Sr with respect to hi are strictly positive for all r ∈ [r1, 33r1], using
C1 convergence of hi to h on U.

Next, let Si = 8i (Sr1), a smooth compact hypersurface in Mi . We want to
apply Theorem 7 to the AF manifold-with-boundary obtained by removing 8i (Br1)

from Mi (whose boundary is Si ). To do so, we must verify that Si is outward-
minimizing in (Mi , gi ). (This is not at all obvious, since Si need not even lie in the
asymptotically flat end of (Mi , gi ).) This issue was handled in [Jauregui 2018] via
a monotonicity formula for minimal surfaces in a Riemannian manifold. However,
we will instead use the more robust argument in [Jauregui and Lee 2017], using the
notion of almost-minimizing currents.
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Lemma 12. For i ≥ i2, Si is (strictly) outward-minimizing in (Mi , gi ).

Proof of Lemma 12. It is well known from standard results in geometric measure
theory (see [Huisken and Ilmanen 2001] for instance) that there exists a compact
hypersurface S̃i enclosing Si that has the least hypersurface area (with respect to gi )
among all compact hypersurfaces in Mi enclosing Si . Moreover, S̃i has at least
C1,1 regularity, and S̃i \ Si , if nonempty, is a smooth minimal hypersurface. (This
uses n ≤ 7.) We complete the proof of the lemma by arguing that S̃i = Si , assuming
henceforth that i ≥ i2.

If S̃i were to possess a connected component disjoint from Si , then that component
would be a compact minimal hypersurface in (Mi , gi ), contrary to the hypothesis
of Theorem 2. Thus, every connected component of S̃i intersects Si .

Next, if S̃i happens to be contained in the compact region 8i (B33r1) and hence
in 8i (B33r1 \ Br1), there exists some point p ∈ S̃i at which the function

r ◦8−1
|S̃i

achieves its maximum on S̃i . Say this maximum value is r∗ ∈ [r1, 33r1]. If r∗ > r1,
then S̃i is smooth and minimal (with respect to gi ) near p and is tangent to 8i (Sr∗).
However, this contradicts the standard comparison principle for mean curvature,
as 8i (Sr∗) has strictly positive mean curvature with respect to gi (because Sr∗ has
strictly positive mean curvature with respect to hi ). Thus, r∗ = r1, and so S̃i = Si ,
as claimed.

The only remaining case is that S̃i possesses a connected component, say S̃′i , that
is not contained in 8i (B33r1 \ Br1), but that intersects Si =8i (Sr1). Let

Ti =8
−1
i (S̃′i ∩8i (B33r1 \ B̄r1)) ⊂ B33r1 \ B̄r1 ⊂ N .

Note that Ti is a smooth hypersurface in the AF end of N, so that we may regard
Ti ⊂ Rn with ∂Ti ⊂ Sr1 ∪ S33r1 . By the connectedness of S̃′i and the continuity of r ,
there exists some point qi ∈ Ti ∩ S17r1 , and the Euclidean distance from qi to ∂Ti

is 16r1. Viewing Ti naturally as an (n−1)-dimensional integral current in Rn, we
claim that Ti is γ -almost-minimizing for γ = 16 (and will verify this later). Recall
this means that given any ball B in Rn that does not intersect ∂Ti , and any integral
current T with the same boundary as the restriction TixB, we have

|TixB|δ ≤ γ |T |δ

for some constant γ ≥ 1. (Here we are using | · |δ to denote both the Euclidean
hypersurface area and the more general current mass.) The following fact is a
natural generalization of the classical monotonicity formula for minimal surfaces to
the class of γ -almost-minimizing currents (see [Bray and Lee 2009] for instance):
for 0≤ s < dist(qi , ∂Ti )= 16r1,

|TixB(qi , s)|δ ≥ γ 2−nωn−1sn−1.
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Taking the limit s↗ 16r1, we have

|TixB(qi , 16r1)|δ ≥ γ
2−nωn−1(16r1)

n−1
= 16ωn−1(r1)

n−1,

taking γ = 16. Using the factor-of-two area comparisons between δ and h and
between h and hi on U \ Br1 for i ≥ i2, we then have

|TixB(qi , 16r1)|hi ≥
1
4 · 16ωn−1(r1)

n−1.

Applying 8i , it follows that |S̃′i ∩8i (B33r1)|gi ≥ 4ωn−1(r1)
n−1. Since S̃i leaves

8i (B33r1), we obtain a strict inequality below:

(13) |S̃i |gi ≥ |S̃
′

i |gi > 4ωn−1(r1)
n−1.

On the other hand, since S̃i by definition has at most as much gi -area as Si ,

|S̃i |gi ≤ |Si |gi = |Sr1 |hi ≤ 4|Sr1 |δ = 4ωn−1(r1)
n−1,

producing a contradiction with (13).
We now prove that Ti is γ -almost-minimizing in Rn with γ = 16, which will

complete the proof of Lemma 12. Since Ti is area-minimizing with respect to hi in
B33r1 \ Br1 , we know that

|TixB|hi ≤ |T |hi

for any integral current T supported in B33r1 \ Br1 , with ∂T = ∂(TixB), where B is
a Euclidean ball in B33r1 \ Br1 . For i ≥ i2, since the Hausdorff (n−1)-measures of
h and hi are uniformly equivalent by factors of two on U, this implies

|TixB|h ≤ 4|T |h

for such B and T. Since Ti is contained outside Sr1 , we can use the comparison of
areas between δ and h to see that

|TixB|δ ≤ 16|T |δ

for such B and T. However, in the definition of γ -almost-minimizing, one may with-
out loss of generality consider competitors T supported in B̄, since B̄ is convex. It
follows that Ti is 16-almost-minimizing, and the proof of Lemma 12 is complete. �

We continue with the proof of Theorem 2. Observe that Fg(S) varies continuously
with respect to C2 perturbations of g on any neighborhood of S, since the area,
mean curvature, and scalar curvature depend continuously on g and its first and
second derivatives. Then by the C2 convergence in (12), we may restrict to i at
least as large as some i3 ≥ i2 so that

(14) Fh(Sr1)≤ Fhi (Sr1)+
ε

2
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and that

(15) Fhi (Sr1) > 0

(since Fh(Sr1) > 0 by (11)). Lemma 12 and (15) show that Theorem 7 may be
applied to Mi minus the open region 8i (Br1), which has (connected) boundary Si .
Thus:

(16) Fhi (Sr1)= Fgi (Si )≤ mi .

Then for all i ≥ i3, we may combine (10), (14), and (16) to arrive at

mADM(N , h) < mi + ε.

Now, taking lim infi→∞ proves Theorem 2, since ε > 0 was arbitrary.

Remark C. The above proof generalizes the C2 lower semicontinuity result from
n = 3 in [Jauregui 2018] to 3 ≤ n ≤ 7. By contrast, extending the C0 lower
semicontinuity result in [Jauregui and Lee 2017] to higher dimensions would be
much more difficult. In the C0 case, the dimension three hypothesis is relied on
to a greater extent. First, the Hawking mass estimate (2) of Huisken and Ilmanen,
valid only in dimension three, is used to ensure monotonicity under mean curvature
flow of a certain quantity (whose details we omit here) defined by Huisken. The
author is not aware of such a monotone quantity in higher dimensions. Second,
in [Jauregui and Lee 2017], use is made of B. White’s regularity theory for the
weak (level set) version of mean curvature flow that is especially nice in ambient
dimension three [2000].

Remark D. As mentioned in the introduction, we strongly conjecture that the
hypothesis that the limit (N , h) is asymptotically Schwarzschild in Theorem 2 (as
opposed to asymptotically flat) is unnecessary. We note this generalization would
follow by establishing a density result of the following form: Given ε > 0 and a
sequence (Mi , gi , pi ) of AF manifolds of nonnegative scalar curvature converging
in the pointed C2 Cheeger–Gromov sense to an AF manifold (N , h, q), construct an
HF perturbation h̄ of h (with |mADM(N , h̄)−mADM(N , h)|< ε) and AF metrics ḡi

on Mi of nonnegative scalar curvature, with |mADM(Mi , ḡi )−mADM(Mi , gi )|< ε,
such that (Mi , ḡi , pi )→ (N , h̄, q) in the pointed C2 Cheeger–Gromov sense. Such
a result would immediately generalize Theorem 2 to remove the restriction that
(N , h) is asymptotically Schwarzschild, since HF manifolds are such.

6. Lower semicontinuity for weighted C2 convergence in all dimensions

In this section we study the behavior of the ADM mass under weighted C2 conver-
gence. This corresponds to a finer topology than that of pointed C2 Cheeger–Gromov



LOWER SEMICONTINUITY OF THE ADM MASS 455

convergence. In particular it is easier here to establish semicontinuity of the ADM
mass and to obtain a stronger result: Theorem 13 is valid in all dimensions n ≥ 3,
requires no hypothesis on minimal surfaces, and does not rely on (nor recover) the
positive mass theorem.

To describe the setup, let M be a smooth n-manifold that admits an AF metric.
Fix a compact set K ⊂ M and an AF coordinate system on M \ K (for some AF
metric). For an integer k ≥ 0 and a real number τ > 0, let Ck

−τ (M \ K ) denote the
class of Ck functions f : M \ K → R for which the quantity

‖ f ‖Ck
−τ (M\K )

=

∑
0≤|γ |≤k

sup
x∈M\K

|x ||γ |+τ |∂γ f (x)|

is finite, where the partial derivatives are taken with respect to the coordinate chart,
and γ represents multi-indices. Thus, functions in Ck

−τ (M \K ) decay as O(r−τ ) or
faster as r→∞, with successively faster decay up through k-th-order derivatives.
Define Ck

−τ (M) to be the set of Ck functions f : M→R with f |M\K ∈Ck(M \K ),
equipped with the norm given as the sum of ‖ f ‖Ck

−τ (M\K )
and the Ck norm of f |K .

Note that if g is an AF metric on g of order τ obeying the decay conditions (3)
in the fixed coordinate chart, then

(17) gi j − δi j ∈ C2
−τ (M \ K ).

For k ≥ 2 and τ > 0, we let Metk
−τ (M) denote the set of Ck Riemannian met-

rics g on M satisfying (17) in the fixed coordinate chart. (The ADM mass of
g ∈Metk

−τ (M) is well defined if τ > n−2
2 and the scalar curvature of g is integrable

[Bartnik 1986; Chruściel 1986].) We say a sequence of Riemannian metrics {g`}∞`=1
in Metk

−τ (M) converges to g ∈Metk
−τ (M) as `→∞ if ‖g`i j − gi j‖Ck

−τ (M\K )
→ 0

for all i and j and the tensors g`|K converge in Ck to g|K as `→∞.

Theorem 13. Suppose {g`}∞`=1 converges to g as asymptotically flat Riemannian
metrics in Met2

−τ (M), where τ > n−2
2 . Then

(18) lim
`→∞

(
mADM(M, g`)− 1

2(n−1)ωn−1

∫
M

R(g`) dVg`

)
= mADM(M, g)− 1

2(n−1)ωn−1

∫
M

R(g) dVg,

where dVg` and dVg are the volume measures of g` and g. Moreover, if there exists
a compact set K ⊂ M such that R(g`)≥ 0 on M \ K for all `, then

(19) lim inf
`→∞

mADM(M, g`)≥ mADM(M, g).

Remark E. Our (18) is well known to experts as the statement of the continuity of
the Regge–Teitelboim Hamiltonian [1974]. This is related to Lemma 9.4 in [Lee and
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Parker 1987], which gives continuity of the ADM under weighted C1,α convergence
if the scalar curvatures converge in L1. After posting this paper we became aware
of Theorem 14 of [McFeron and Székelyhidi 2012], which implies Theorem 13;
this result of D. McFeron and G. Székelyhidi requires local C2 convergence and a
uniform weighted C1,α bound. Our proof below is a generalization of that of Y. Li
[2018] (see the proof of Theorem 1.2 therein), who studied the behavior of the
ADM mass and integral of scalar curvature in the case of a convergent Ricci flow.

Proof. Let g0 be a background Riemannian metric on M whose expression in M \K
in the given AF coordinate chart is δi j . Let div0 be the divergence operator on
tensors and 10 the Laplacian on functions with respect to g0. Define the continuous
operator D :Met2

−τ (M)→ C0
−τ−2(M) by

D(g)= div0(div0 g)−10(trg0(g)).

The significance of D is the formula for the ADM mass of g ∈Met2
−τ (M) (provided

τ > n−2
2 and the scalar curvature of g is integrable):

(20) mADM(g)=
1

2(n−1)ωn−1

∫
M
D(g) dV0,

which follows immediately from the divergence theorem. Here, dV0 is the volume
measure of g0.

By the Met2
−τ (M) convergence of g` to g, we have D(g`)→D(g) in C0

−τ−2(M).
However, since τ + 2 is generally less than the O(r−n) threshold for integrability,
we cannot immediately apply the dominated convergence theorem. (And since we
have no control on the sign of D(g`), we cannot apply Fatou’s lemma.)

We proceed instead by considering the difference between D(·) and R(·) (a well-
known trick), where R :Met2

−τ (M)→ C0
−τ−2(M) is the scalar curvature operator.

Working in the fixed chart on M \ K, for any Riemannian metric h ∈Met2
−τ (M)

with Christoffel symbols 0k
i j , we have

D(h)= ∂i∂ j hi j − ∂ j∂ j hi i ,

R(h)= h jk(∂i0
i
jk − ∂k0

i
i j +0

m
jk0

i
im −0

m
i j0

i
km).

By direct computation, D(g`)− R(g`) is O(r−2−2τ ), where O(r−2−2τ ) here is
uniform in ` and moreover goes to zero in C0

−2−2τ (M) as `→∞. Since 2+2τ > n,
this O(r−2−2τ ) error term is uniformly bounded by an integrable function on M.
Then by the dominated convergence theorem and the pointwise convergence of
D(g`)− R(g`) to D(g)− R(g),

lim
`→∞

∫
M
(D(g`)− R(g`)) dVg` =

∫
M
(D(g)− R(g)) dV .

Together with (20), this proves (18).
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For the last claim, assume R(g`)≥ 0 for all ` on M \ K, and let

µ= lim inf
`→∞

mADM(M, g`).

If µ=+∞, the claim follows trivially. Suppose µ is finite. Pass to a subsequence
{(M, g`(k))}k for which

lim
k→∞

mADM(M, g`(k))= µ.

By the first part of the theorem, the sequence∫
M

R(g`(k)) dVg`(k)

then converges, and moreover

(21) µ=mADM(M,g)+
1

2(n−1)ωn−1

(
lim

k→∞

∫
M

R(g`(k))dVg`(k)−

∫
M

R(g)dVg

)
.

By the (weighted) C2 convergence of g`(k) to g as k →∞, we have pointwise
convergence of the scalar curvatures and volume forms. In particular,∫

K
R(g`(k)) dVg`(k)→

∫
K

R(g) dVg

as k→∞. Then, by Fatou’s lemma and the hypothesis R(g`(k))≥ 0 on M \ K, the
expression in parentheses in (21) is nonnegative. This completes the proof if µ is
finite.

Finally, suppose µ = −∞. Then by (18), a subsequence {(M, g`(k))}k has its
integral of scalar curvature converging to −∞. Since the scalar curvatures are
nonnegative outside the compact set K, the integrals of the scalar curvatures on
K also converge to −∞. This contradicts the fact that these integrals converge to∫

K R(g) dVg. �

Remark F. Interestingly, Theorem 13 implies that for the case of weighted C2

convergence, the mass drop is accounted for completely by the total matter (i.e.,
the integral of scalar curvature) escaping off to infinity, much like in the example
in Section 2.1 from Newtonian gravity. This contrasts with the case of pointed C2

Cheeger–Gromov convergence, in which the ADM mass can drop within the class
of scalar-flat metrics (e.g., the examples in Sections 2.2 or 2.3, choosing (M, g) to
be scalar-flat with positive ADM mass).

Remark G. Note that the lower semicontinuity of the ADM mass with respect
to weighted C2 convergence does not imply the positive mass theorem as in the
blow-up example or escaping point example with pointed convergence in Section 2.
In those cases, the metrics do not converge to Euclidean space in a weighted sense.
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6.1. Example: mass drop with weighted convergence. We conclude this section
by describing an example of AF metrics gi , with nonnegative scalar curvature,
converging in Met2

−τ (M) with τ > n−2
2 for which the ADM mass drops. Physically,

the construction involves considering a sequence of shells of matter, of fixed total
mass, at progressively larger radii. For n ≥ 3, let ρ : Rn

→ R be a smooth, radially
symmetric, nonnegative function supported in the annulus between radii 1

2 and 1,
with

∫
Rn ρ = 1. For i = 1, 2, . . ., define a sequence of smooth functions

ρi (x)= i−nρ(x/ i),

which also satisfy
∫

Rn ρi = 1 and are supported in the annulus between radii i
2 and i .

By elliptic PDE theory (or ODE theory), there exists a unique smooth solution
(for each i) to the linear elliptic problem:{

−1vi = ρi on Rn

vi → 0 at infinity.

Recognizing vi (x)= i2−nv1(x/ i), it is easy to see that vi → 0 in C2
−τ (M) for any

τ < n− 2 as i→∞. Fix τ ∈
( n−2

2 , n− 2
)
.

For i sufficiently large, ui := 1 + vi is positive, and the Riemannian metric
gi := u4/(n−2)

i δ is asymptotically flat. Note that the scalar curvature of gi

Ri =−
4(n−1)

n−2
u
−

n+2
n−2

i 1ui =
4(n−1)

n−2
u
−

n+2
n−2

i ρi ,

is integrable because it has compact support.
Now, gi converges to the Euclidean metric in Met2

−τ (M) as i →∞, and each
gi has nonnegative scalar curvature. We show now (using the divergence theorem)
that the ADM mass of gi is a positive constant, independent of i :

mADM(gi )=−
2

(n−2)ωn−1
lim

r→∞

∫
Sr

ν(ui ) d A =− 2
(n−2)ωn−1

∫
Rn
1ui dV

=
2

(n−2)ωn−1

∫
Rn
ρi dV = 2

(n−2)ωn−1
,

where d A and dV are the hypersurface area and the volume forms with respect to
the Euclidean metric. However, the ADM mass of the limit, Euclidean Rn, vanishes.

7. Two-dimensional case of semicontinuity of mass

In two dimensions, a natural replacement for asymptotically flat manifolds is the
class of asymptotically conical surfaces, with the asymptotic cone angle playing
the role of mass. The author thanks Woolgar for his suggestion to investigate the
semicontinuity of mass in this setting.
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Following [Isenberg et al. 2013], for α > 0, let

gα = dr2
+α2r2dθ2,

a smooth Riemannian metric on R2
\ {0} describing a cone. Note that gα has van-

ishing Gauss curvature. Define a connected two-dimensional Riemannian manifold
(M, g) to be asymptotically conical with cone angle 2πα > 0 if there exists a
compact set C ⊂M such that M \C is diffeomorphic to the complement of a closed
ball in R2, on which g− gα = O2(r−τ ) for some constant τ > 0. In particular, the
Gauss curvature of g is O(r−2−τ ) and hence integrable.

We recall here that the integral of the Gauss curvature captures the cone angle.
To see this, let Br be the compact region bounded by the coordinate circle 0r in
(M, g) for r large. By the Gauss–Bonnet formula,

(22)
∫

Br

K d A = 2πχ(Br )−

∫
0r

κg ds,

where κg is the geodesic curvature of 0r with respect to g. By the O2(r−τ ) decay
of g to gα, we have

lim
r→∞

∫
0r

κg ds = lim
r→∞

∫
0r

κgα ds = 2πα,

the latter equality given by direct calculation, where κgα is the geodesic curvature
of 0r with respect to gα . Taking the limit r→∞ in (22) (and noting that χ(Br ) is
eventually a constant, χ(M)), we have

(23)
∫

M
K d A = 2π(χ(M)− 1)+ 2π(1−α).

Note that if K ≥0, it follows that χ(M)>0, and using the fact that M is topologically
the connect sum of R2 and a compact, connected surface, it follows that χ(M)= 1
and that M itself is topologically R2.

We define the mass of an asymptotically conical surface to be

mcone(M, g)= 1−α,

which we note is a dimensionless quantity. The positive mass theorem is then
immediate: K ≥ 0 implies mcone ≥ 0, and equality holds if and only if K ≡ 0
and M is homeomorphic to R2, which holds if and only if (M, g) is isometric to
the Euclidean plane.

Below is the statement of C2 pointed lower semicontinuity of the mass in two
dimensions (i.e., upper semicontinuity of the cone angle). Note that no hypothesis
on closed geodesics (the analogs of compact minimal hypersurfaces) is necessary.
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Theorem 14. Suppose (Mi , gi , pi ) converges in the pointed C2 Cheeger–Gromov
sense to (N , h, q) as pointed asymptotically conical Riemannian 2-manifolds. Sup-
pose each (Mi , gi ) has nonnegative Gauss curvature. Then

(24) mcone(N , h)≤ lim inf
i→∞

mcone(Mi , gi ).

An example for which strict inequality holds in (24) can be found using the
blow-up or escaping point examples in Sections 2.2 and 2.3, beginning with an
asymptotically conical surface with nonnegative Gauss curvature and α < 1.

Proof. Let ε > 0. By the C2 convergence, h itself has nonnegative Gauss curva-
ture Kh , so in particular χ(N )= 1. Then by (23),

mcone(N , h)= 1
2π

∫
N

Kh d Ah .

Since Kh is integrable, we may choose r > 0 sufficiently large so that the coordinate
ball Br ⊂ N satisfies

mcone(N , h) < 1
2π

∫
Br

Kh d Ah +
ε

2
.

Choosing U ⊃ Br and obtaining appropriate embeddings 8i :U → Mi such that
hi :=8

∗

i gi converges in C2 to h, we may take i sufficiently large so that

(25) 1
2π

∫
Br

Kh d Ah −
ε

2
<

1
2π

∫
Br

Khi d Ahi =
1

2π

∫
8i (Br )

Kgi d Agi .

Since (Mi , gi ) has nonnegative Gauss curvature, the right-hand side in (25) is an
underestimate for mcone(Mi , gi ). Thus,

mcone(N , h) < mcone(Mi , gi )+ ε

for i sufficiently large. From this, the result follows. �

We leave it as an open problem to study the behavior of the cone angle un-
der weaker forms of convergence, such as pointed C0 Cheeger–Gromov, pointed
Gromov–Hausdorff, or pointed Sormani–Wenger intrinsic flat convergence [Sormani
and Wenger 2011].

Appendix: Geometry of asymptotically Schwarzschild metrics

The purpose of this appendix is to prove the following asymptotic estimates for
large coordinate spheres in an asymptotically Schwarzschild manifold. These were
used in the proof of Lemma 11.

Lemma 15. Let (M, g̃) be an asymptotically Schwarzschild manifold of dimension
n ≥ 3 and ADM mass m. Let Sr be the coordinate sphere of large radius r in M. Let
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ρ̃ be the scalar curvature of Sr with respect to the metric induced from g̃, and let H̃
be the mean curvature of Sr with respect to g̃. Then:

ρ̃ =
(n− 1)(n− 2)

r2 −
2(n− 1)m

rn + O(r−n−1).(26)

H̃ =
n− 1

r
−
(n− 1)2m
(n− 2)rn−1 + O(r−n).(27)

Proof. Let g be the Schwarzschild metric of mass m, and let h be as in (5), i.e.,

g =
(

1+
m

2rn−2

) 4
n−2

δ, g̃ = g+ h,

in the end of M.
We first address the scalar curvature of Sr . Let γ and γ̃ be the Riemannian metrics

on Sr induced by g and g̃, respectively. The coordinate sphere Sr has constant
scalar curvature with respect to the metric induced by δ equal to (n−1)(n−2)/(r2).
Since the conformal factor relating g to δ is constant on Sr , the scalar curvature of
(Sr , γ ) can be found by rescaling:

(28) ρ=
(

1+ m
2rn−2

)− 4
n−2
·
(n−1)(n−2)

r2
=
(n−1)(n−2)

r2
−

2(n−1)m
rn

+O(r−2(n−1)).

We proceed to estimate the scalar curvature of (Sr , γ̃ ) as follows. Introduce spherical
coordinates (r, φ1, . . . , φn−1) on the asymptotically flat end of M :

x1
= r cos(φ1),

x2
= r sin(φ1) cos(φ2),
...

xn−1
= r sin(φ1) sin(φ2) · · · cos(φn−1),

xn
= r sin(φ1) sin(φ2) · · · sin(φn−1).

We use Greek indices for the directions tangent to Sr , i.e., φα for α = 1, . . . , n− 1
for the coordinates on Sr and ∂α = ∂

∂φα
for their derivatives. Note that δ(∂α, ∂β)

is O(r2).
First, express γ and γ̃ in spherical coordinates on Sr :

(29) γαβ = g(∂α, ∂β), γ̃αβ = g̃(∂α, ∂β)= γαβ + hαβ,

where hαβ = h(∂α, ∂β) is O(r3−n) by (5). Both γαβ and γ̃αβ are O(r2). Also, we
have the inverse metrics

γ αβ = O(r−2),(30)

γ̃ αβ = γ αβ + O(r−n−1).(31)
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Note that the derivatives tangent to Sr satisfy

∂µγαβ = O(r2),(32)

∂µhαβ = O(r3−n),

∂µγ̃αβ = O(r2),(33)

with the same orders for second derivatives. Similarly,

∂µγ
αβ
= O(r−2),(34)

∂µγ̃
αβ
= O(r−2).(35)

Next, let 0 and 0̃ denote the Christoffel symbols of (Sr , γ ) and (Sr , γ̃ ), respec-
tively, and define

9
µ
αβ = 0̃

µ
αβ −0

µ
αβ .

By (30) and (32), we have

(36) 0
µ
αβ = O(1).

Using (34) as well,

(37) ∂ν0
µ
αβ = O(1).

Next, we need decay on 9 and ∂9. Using (29)–(31),

9
µ
αβ = γ̃

µν(∂β γ̃αν + ∂αγ̃βν − ∂ν γ̃αβ)− γ
µν(∂βγαν + ∂αγβν − ∂νγαβ)

= O(r−2)(∂βhαν + ∂αhβν − ∂νhαβ)+ O(r−n−1)(∂β γ̃αν + ∂αγ̃βν − ∂ν γ̃αβ).

Since hαβ and ∂µhαβ are O(r3−n), and also by (33), we have

9
µ
αβ = O(r1−n),

and a similar calculation, using (35), shows

∂ν9
µ
αβ = O(r1−n).

Finally:

ρ̃ = γ̃ βµ
(
∂α0̃

α
βµ− ∂µ0̃

α
αβ + 0̃

ν
βµ0̃

α
αν − 0̃

ν
αβ 0̃

α
µν

)
= (γ βµ+ O(r−n−1))

×
[
∂α(0

α
βµ+9

α
βµ)− ∂µ(0

α
αβ +9

α
αβ)

+ (0νβµ+9
ν
βµ)(0

α
αν +9

α
αν)− (0

ν
αβ +9

ν
αβ)(0

α
µν +9

α
µν)
]

= ρ+ O(r−n−1),

having used (30), (31), (36), and (37). Combining this with (28), (26) follows.
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For the second part of the proof, we must compute the mean curvature of large
coordinate spheres Sr with respect to g̃. We approach this through the first variation
of area. Let ω0, ω, and ω̃ be the area forms of Sr induced by δ, g and g̃, respectively.
The respective mean curvature vectors H0, H, H̃ of Sr with respect to these metrics
are characterized by the first variation of area formulas as follows:

DXω0 = δ(X,−H0)ω0 = δ
(

X, n−1
r
· ∂r

)
ω0,(38)

DXω = g(X,−H)ω,(39)

DX ω̃ = g̃(X,−H̃)ω̃,(40)

where DX denotes an infinitesimal deformation of Sr in the direction of X, where X
is a tangent vector field to M along Sr .

We again use spherical coordinates as in the first part of the proof. Note that
(φα) give coordinates on Sr that are orthogonal with respect to δ, and hence with
respect to the conformal metric g. In addition to the estimates of γαβ, hαβ and their
tangential derivatives used in the first part of the proof, we also need estimates on
the radial derivatives. By the decay of g and h, as well as by (30), we obtain

∂rγαβ = O(r1), ∂rγ
αβ
= O(r−3), ∂r hαβ = O(r2−n).

We begin by computing the mean curvature H of Sr with respect to g; this is
well known, but we include it for completeness. The area forms ω0 and ω on Sr

are related by

ω =
(

1+ m
2rn−2

) 2(n−1)
n−2

ω0.

Then, using (38), elementary calculations show

(41) Drω=
2(n−1)

n−2

(
1+ m

2rn−2

) 2(n−1)
n−2 −1

·

(
(2−n)m

2rn−1

)
ω0+

(
1+ m

2rn−2

)2(n−1)
n−2 Drω0

=

(
1+ m

2rn−2

)2(n−1)
n−2
·

[
n−1

r
−

m(n−1)
rn−1

(
1+ m

2rn−2

)−1
]
ω0,

where Dr = D∂r . Now, using (39), we have

(42) Drω = g(∂r ,−H)ω

=

(
1+ m

2rn−2

) 2n
n−2 Hω0,

where H = |H|g. Now, combining (41) and (42), elementary calculations show

(43) H = n−1
r
−
(n−1)2m
(n−2)rn−1 + O(r−n).
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Now, we proceed to estimate the mean curvature with respect to g̃. Define a
function 8> 0 on the asymptotically flat end of M so that

(44) ω̃ =
√
8ω on Sr ,

that is,

8=
det(γ̃αβ)
det(γαβ)

.

Using Jacobi’s formula for the derivative of the determinant, along with the known
decay of γαβ , and γ̃αβ and their derivatives, we have the following asymptotics of8:

8= 1+ O(r1−n),(45)

∂µ8= O(r1−n),(46)

∂r8= O(r−n).(47)

In order to compute H̃ , we compute tangential and radial variations of ω̃ begin-
ning with (44):

(48) Dµω̃ =
1
2(∂µ8)8

−1/2ω+
√
8Dµω

=
1
2(∂µ8)8

−1/2ω+
√
8g(∂µ,−H)ω

= O(r1−n)ω,

where we have used the fact that H is g-orthogonal to Sr , as well as (39) and
(45)–(46). Next, for the radial directions:

(49) Dr ω̃ =
1
2(∂r8)8

−1/2ω+
√
8g(∂r ,−H)ω

= g(∂r ,−H)ω+ O(r−n)ω,

having used (45), (47), and H = O(r−1). The goal is to combine the last two
statements with (40). Specifically, we estimate (40) as follows:

DX ω̃ = (g+ h)(X,−H̃)
√
8ω

= g(X,−H̃)ω+ O(r−n)|X |gω,

having used the decay of h, (45), and |H̃|g = O(r−1). Define Y = H̃ − H . Then
applying (49) and the last equation (with X = ∂r ) and applying (48) and the last
equation (with X = ∂µ) produces

g(∂r ,Y)= O(r−n),(50)

g(∂µ,Y)= O(r1−n).(51)
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By expanding |Y |2g in the g-orthogonal basis (∂r , ∂µ) of T M along Sr , and using
(50)–(51), we obtain

(52) |Y |2g = O(r−2n).

Finally, letting H̃ = |H̃|g̃, we use the triangle inequality to show

|H̃ − H | ≤
∣∣|H̃|g̃ − |H|g̃∣∣+ ∣∣|H|g̃ − |H|g∣∣
≤ |Y |g̃ +

∣∣|H|g̃ − |H|g∣∣
= (g(Y ,Y)+ h(Y ,Y))

1
2 + |(g(H, H)+ h(H, H))

1
2 − g(H, H)

1
2 |

= |Y |g + |Y |g O(r1−n)+ H · O(r1−n)

= O(r−n),

by (52). Combining this with (43), (27) follows. �
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BOUNDARY REGULARITY FOR ASYMPTOTICALLY
HYPERBOLIC METRICS WITH SMOOTH WEYL CURVATURE

XIAOSHANG JIN

We study the regularity of asymptotically hyperbolic metrics in general di-
mensions. By carefully constructing harmonic coordinates near the bound-
ary at infinity, a method pioneered by Anderson, we show that, for m ≥ 3, a
Cm,α asymptotically hyperbolic metric that satisfies the asymptotic Einstein
condition ‖E(g+)‖g+ =‖Ricg++ng+‖g+ = o(ρ2) is in fact Cm+2,α, provided
that its Weyl curvature is Cm,α and the metric on the boundary that repre-
sents its conformal infinity is Cm+2,α.

1. Introduction

It is well known that there are very close connections between the hyperbolic
space Hn+1 and its boundary. In recent years, however, many mathematicians tend
to be interested in conformally compact Einstein manifolds with negative scalar
curvature instead of hyperbolic space. The physics community has also become
interested in the compact Einstein manifolds since the introduction of the AdS/CFT
correspondence proposed by Maldacena in the theory of quantum gravity in theoretic
physics. In this paper, we mainly discuss the boundary regularity problem when
the Weyl curvature of the compactification has some regularity.

Let M be the interior of a compact (n+1)-dimensional manifold M with nonempty
boundary ∂M. We say a complete metric g+ on M is Cm,α(or W k,p) conformally
compact if there exists a defining function ρ on M such that the conformally
equivalent metric

g = ρ2g+

can extend to a Cm,α(or W k,p) Riemannian metric on M . The defining function is
smooth on M and satisfies

(1-1)


ρ > 0 in M,
ρ = 0 on ∂M,
dρ 6= 0 on ∂M.

Here Cm,α and W k,p are the usual Hölder space and the Sobolev space.
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The induced metric h = g|∂M is called the boundary metric associated to the
compactification g. The defining function is unique up to a multiplication by a
positive function on M . So the conformal class [g] is uniquely determined by g+,
and the conformal class [h] is uniquely determined by (M, g+). We call [h] the
conformal infinity of g+. We are interested in Einstein manifolds, which means the
metric g+ also satisfies

(1-2) E(g+)= Ricg++ ng+ = 0.

The boundary regularity problem was first raised by Fefferman and Graham in
1985. Namely, given a conformally compact Einstein manifold (M, g+) and its
compactification g, if the boundary metric h is in Cm,α, is there a Cm,α compactifi-
cation of g+? In fact, Fefferman and Graham noticed that if dim M = n+ 1 is odd,
the boundary regularity in general breaks down at order n. When dim M = n+ 1
is even, the Cm,α compactification should exist. M. T. Anderson [2003; 2008],
solved the problem in dimension 4 by using the Bach equation in dimension 4.
He only assumed the original compactification g is in W 2,p for some p > 4. I’m
not sure whether the W 2,p condition is good enough for the manifold to improve
the boundary regularity. Helliwell [2008] solved the issue in all even dimensions
by following Anderson’s method. He considered the Fefferman–Graham ambient
obstruction tensor instead of the Bach tensor in higher dimensions. Helliwell
assumed the compactification g is at least in Cn,α for a (n+1) smooth manifold. It
means the original compactification is C3,α for a smooth manifold of dimension 4.

In this paper, we follow Anderson’s approach to study the boundary regularity in
general dimensions. As observed in [Fefferman and Graham 1985], if dim M=n+1
is odd, there are log terms in the asymptotic expansion of g near ∂M at the order n.
If we add a condition of g, the log term may be ruled out. By studying (3-8), we find
that if the Weyl curvature and scalar curvature of g are smooth enough near boundary,
the log term may not exist. In [Jin 2017] and [Shi and Tian 2005], (2-5) tells us that
in harmonic coordinates, the regularity of a metric can be improved to two orders
higher than the regularity of its Weyl curvature locally in the sense of conformal
transformation. Our main aim is to extend the result to the manifolds with boundary.

At the end of this paper, we prove that the regularity of defining function is
the same as the new structure on M for Einstein case. This extends the result in
[Helliwell 2008], where it was proved that the regularity of defining functions is
the same as the original compactification.

The equation (2-5) holds for all manifolds, not just for Einstein manifolds. We
don’t need to use the Einstein equation in the interior of M . We focus on metrics
that satisfy the condition of that Einstein equation vanishing to finite order near
boundary, that is

(1-3) ‖E(g+)‖g+ = ‖Ricg++ ng+‖g+ = o(ρ2).
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The main result is as follows:

Theorem 1.1. Let (M, g+) be a conformally compact (n+1)-manifold with a Cm,α

conformal compactification g = ρ2g+ in a given C∞ atlas {yβ}nβ=0 of M near ∂M
(m ≥ 3, 0< α < 1). ‖Ricg++ ng+‖g+ = o(ρ2). ρ is a C∞ defining function of yβ.
If the boundary metric h = g|∂M ∈ Cm+2,α(∂M) and the Weyl curvature W of g is
in Cm,α(M) in the atlas yβ, then there exists atlas {xβ} of M near ∂M and in the
atlas {xβ}, g+ has a Cm+2,α compactification g̃ = ρ̃2g+ with boundary metric h.
The atlas {xβ} forms a Cm+3,α structure of M. Furthermore, if g+ is Einstein, ρ̃ is
a Cm+2,α function in x-coordinates.

Remark 1.2. If dim M = n+ 1 is even, (M, g+) is Einstein and m+ 2 ≥ n, then
the defining function in Theorem 1.1, ρ̃, is a Cm+3,α function in x-coordinates.

In [Chruściel et al. 2005], Chruściel, Delay, Lee and Skinner showed a good result
of the boundary regularity of conformal compact Einstein manifolds. They proved
that if the boundary metrics are smooth, the C2 conformally compact Einstein
metrics have conformal compactifications that are smooth up to the boundary in
the sense of C1,λ diffeomorphism in dimension 3 and all even dimensions, and
polyhomogeneous in odd dimensions greater than 3. The C2 condition is of course
weaker than the Cn,α condition in Helliwell’s paper. I think the C2 condition is
probably sharp. However, their result only holds for the smooth case. It is unknown
whether their method can be used to prove the finite boundary regularity. In this
paper, by assuming a condition of Weyl tensors, we solve the finite regularity
problem for a conformal compact manifold, which is not Einstein, only satisfies
(1-3). Furthermore, by observing a calculation in Section 3B we find that the
log term of the formal power series of a Weyl tensor vanishes if and only if the
obstruction tensor of the metric vanishes. So if we assume the Weyl tensors are in
Cn−2 in Theorem A in [Chruściel et al. 2005] when n+1 is odd and greater than 3,
we can obtain an extended smooth result. That is:

Remark 1.3. Let (M, g+) be a conformally compact Einstein (n + 1)-manifold
with a C2 conformal compactification g = ρ2g+. If the boundary metric h = g|∂M

is smooth, then for any λ > 0, there exists R > 0 and a C1,λ diffeomorphism
8 : M R→ M such that

8∗g+ = ρ−2(dρ2
+G(ρ)),

where M R = ∂M×[0, R], {G(ρ) : 0<ρ ≤ R} is a one-parameter family of smooth
Riemannian metrics on ∂M.

If dim M is even or equal to 3, then 8∗g+ is conformally compact of class C∞.
If dim M is odd and greater than 3, the Weyl tensors of ρ28∗g+ are of class

Cn−2, then 8∗g+ is conformally compact of class C∞.
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The outline of this paper is as follows. In Section 2, we introduce the constant
scalar curvature compactification and construct a kind of harmonic coordinates
near ∂M. The regularity of the metric does not change in the above two steps. We
also study the relationship between Ricci curvature and Weyl curvature for constant
scalar curvature.

In Section 3, we provide some literature reviews concerning the study of confor-
mally compact Einstein manifolds and asymptotically hyperbolic metrics satisfy-
ing (1-3), including the change of curvature under conformal transformation, the
existence and regularity of geodesic defining function. We also show the reason
why the boundary regularity in general breaks down at order n when dim M = n+1
is odd. Then after some simple computations, we get that the Weyl curvature has
an influence on the regularity in geodesic coordinates. Besides, for conformally
compact Einstein manifolds, by calculating the formal power series of the Weyl
tensor in geodesic coordinates, we obtain that the obstruction tensor of the conformal
metric vanishes if and only if the formal power series of the Weyl tensor doesn’t
contain an xn−2 log x term. This improves Theorem A in [Chruściel et al. 2005].

Section 4 is dedicated to the derivation of some boundary conditions, including
the Dirichlet conditions for gi j and Ricci curvature, and the Neumann conditions
for g0β. We use the geodesic defining function as a transition tool to calculate the
Dirichlet conditions for Ricci curvature. The regularity will drop one order when
we change the defining function into geodesic defining function. The geodesic
compactification ought to be at least C2 so that we can calculate some curvature
tensor. That’s why we need m ≥ 3 in Theorem 1.1. Then with the property of
harmonic coordinates, we obtain the Neumann condition for g0β.

Finally, in Section 5, we use the theory of elliptic system to prove Theorem 1.1.
We improve the regularity of the conformal metric and defining function in the new
coordinates.

2. Basic geometry equations in harmonic coordinates

In this section, we discuss some basic geometry equations for the manifold (M, g).
Before doing that, we choose an appropriate conformal compactification to make
the scalar curvature constant near boundary and to construct harmonic coordinates
for the metric.

2A. Constant scalar curvature compactification.

Lemma 2.1. Let (M, g+) be a conformally compact n-manifold. M has a C2,α

conformal compactification g = ρ2g+ and h = g|∂M is the boundary metric. Then
there exists a C2,α constant scalar curvature compactification ĝ = ρ̂2g+ with
boundary metric h.
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Proof. We only need to solve a Yamabe problem with Dirichlet data. Let ĝ =
u4/(n−2)g; then we consider the equation

(2-1)


1gu− n−2

4(n−1)
Su+ n−2

4(n−1)
λu(n+2)/(n−2)

= 0,

u > 0 in M,
u ≡ 1 on ∂M .

Let λ=−1; from [Ma 1995] we know that the equation always has a C2,α solution.
Then ĝ = u4/(n−2)g is also in C2,α. The boundary metric h is not changed since
u ≡ 1 on ∂M. �

By the standard theory for elliptic equations, if g is in Cm,α(M) for some
α ∈ (0, 1), any such solution u is in Cm,α(M). Then ρ̂ = u2/(n−2)ρ and ĝ are also
in Cm,α. The Weyl tensor Ŵ = u4/(n−2)W of ĝ are in Cm,α. In the following, we
don’t distinguish g and ĝ. When we refer to the compactification g, we mean that
the scalar curvature S of g is constant.

2B. The harmonic coordinates near boundary. We call the coordinates {xβ}nβ=0
harmonic coordinates with respect to g when 1gxβ = 0 for 0≤ β ≤ n. We are now
going to construct harmonic coordinates near ∂M which are also harmonic when
restricted on (∂M, h). In the following, if there are no special instructions, any use
of indices will follow the convention that Roman indices will range from 1 to n,
while Greek indices range from 0 to n.

Firstly, for any point p ∈ ∂M, there is smooth structure {yβ}. It is easy to
construct harmonic coordinates {x i

} with respect to (∂M, h). When h is in Cm+2,α,
we have that x i are Cm+3,α(∂M) functions of yβ. Then

hi j = h
(
∂

∂x i ,
∂

∂x j

)
∈ Cm+2,α(∂M).

Then by solving a local Dirichlet problem: 1gx i
= 0, with the boundary con-

dition x i as above, we can extend x i to M . Similarly, we can choose a harmonic
defining function x0 which satisfies 1gx0

= 0, x0
|∂M = 0. Then {xβ}nβ=0 form

harmonic coordinates with respect to g in a neighborhood of ∂M. When g is in
Cm,α, xβ are Cm+1,α functions of yβ. Then

gαβ = g
(
∂

∂xα
,
∂

∂xβ

)
∈ Cm,α(M).

Therefore when we change the coordinates {yβ} to {xβ}, the regularities of g,
the Weyl tensor on M and h on ∂M are unchanged.
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2C. Geometry equations. Now we study the relationship between Weyl tensors
and Ricci tensors. For any (n+1)-manifold, 0≤ i, j, k, l, h,m ≤ n, we have

(2-2) Ri jkl =
1

n−1
(Rik g jl + R jl gik − R jk gil − Ril g jk)

−
S

n(n−1)
(gik g jl − gil g jk)+Wi jkl .

On the other hand, we have the second Bianchi identity for g.

0= Bian(g,Ric)= g jh(R jk,h −
1
2 R jh,k

)
When the scalar curvature S is constant, we get

(2-3) g jh R jk,h = 0.

From (2-2) and (2-3), we have

Rik,l − Ril,k =
n−1
n−2

g jh Wi jkl,h .

It follows
glt Rik,lt − glt Ril,kt =

n−1
n−2

glt g jh Wi jkl,ht .

Note that
Ril,kt = Ril,tk +Ric ∗Rm, glt Ril,tk = (glt Ril,t)k = 0.

Where Ric ∗Rm refers to a bilinear form of Ri j and Ri jkl . We finally get

(2-4) glt Rik,lt = g ∗Ric ∗Rm+ g ∗ g ∗ (∂2W +0 ∗ ∂W +0 ∗0 ∗W + ∂0 ∗W ).

If g ∈ Cm,α, in harmonic coordinates {xβ}, (2-4) can be written in the form:

(2-5) gγ τ ∂

∂xγ
∂

∂xτ
Rαβ = Q(g, ∂g, ∂2g,W, ∂W, ∂2W ),

where Q is a polynomial. Even when m = 3, we can define the first and second
covariant derivatives of curvature in the sense of distribution (see [Jin 2017; Shi
and Tian 2005]). In this case (2-5) still holds. For more details about geometric
equations, see [Petersen 1998].

3. The conformal infinity of asymptotically hyperbolic metrics

We will discuss some background material for conformally compact metrics in this
section. Just as in the definition in introduction, we let ρ be a defining function
for M, and set

g = ρ2g+.

We assume ρ is Cm,α on M in the initial atlas {yβ}, and that m, α are defined as in
Theorem 1.1. We have that g+ satisfies

E(g+)= Ricg++ ng+, ‖E(g+)‖g+ = o(ρ2).
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The curvature of g can be expressed as the following formulas:

Kab =
K+ab+|∇ρ|

2

ρ2 −
1
ρ
[D2ρ(ea, ea)+ D2ρ(eb, eb)].(3-1)

Ric=−(n− 1)D2ρ

ρ
+

[
n(|∇ρ|2−1)

ρ2 −
1ρ

ρ

]
g+ E(g+),(3-2)

S =−2n1ρ
ρ
+ n(n+ 1) |∇ρ|

2
−1

ρ2 + trg E(g+).(3-3)

Here D2 is the Hessian. E(g+) satisfies ‖trg E(g+)‖ = ‖E(g+)‖g = o(1), which
implies the tensor E = E(g+) vanishes on ∂M.

When g is at least C2 in M , |∇ρ|→ 1 as ρ→ 0, and |K+ab+1|=O(ρ2). Hence
a C2 conformally compact Einstein manifold is asymptotically hyperbolic. On ∂M,
we have |∇ρ| = 1. Let D2ρ|∂M = A denote the second fundamental form of ∂M
in (M, g). The equation (3-2) further implies that ∂M is umbilic, i.e., A = λh, for
some function λ on ∂M, see Lemma 4.2.

3A. Geodesic conformal compactification. As noted in the introduction, defining
functions are unique only up to multiplication by positive functions on M . From
the formulas (3-2) and (3-3), we can see that it is special if the defining function r
and its compactification g = r2g+ satisfies

|∇r |g ≡ 1

in a neighborhood of ∂M. Such defining functions are called geodesic defining
functions. In fact, the defining functions always exist and were first introduced by
Graham and Lee [1991].

Lemma 3.1. Let g be a C2 conformal compactification of (M, g+), g = ρ2g+.
h = g|∂M is the boundary metric. Then g+ has a unique geodesic conformal
compactification with the same boundary metric h.

Proof. Let r = uρ, g = r2g+. The lemma is equivalent to the equation:

(3-4)

{
2(∇ρ)(log u)+ ρ|∇ log u|2g =

1−|∇ρ|2g
ρ

,

u ≡ 1 on ∂M .

By general theory of first order partial differential equations, we know that it has a
unique positive solution in a collar neighborhood U of ∂M. �

However, that g may not be as smooth as g. When g is in Cm,α, we only have
u ∈Cm−1,α, hence g is only a Cm−1,α conformal compactification. Here we refer the
reader to [Lee 1995, Lemma 5.1] for more details concerning the Hölder regularity.

It is obvious that when ‖Ricg++ ng+‖g+ = o(ρ2) for the defining function ρ, we
also have ‖Ricg++ ng+‖g+ = o(r2) for the geodesic defining function.
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In the following of this section, we assume g+ is Einstein, i.e.,

E(g+)= Ricg++ ng+ = 0.

Under this condition, the terms E(g+) and trg E(g+) in (3-2) and (3-3) do not exist.
When M has a C2 geodesic conformal compactification g, it is very convenient

for us to do some calculations. From (3-2) and (3-3), we know that the second
fundamental form A given by A = D2r = 0 on ∂M, i.e., ∂M is totally geodesic
in M . The Gauss lemma implies that g can split in U,

g = dr2
+ gr

for a 1-parameter family gr of metrics on ∂M.
Now we choose the local coordinates (r, x1, x2, . . . , xn) near ∂M to study the

regularity of g near the boundary ∂M. Using (3-2) and the Gauss–Codazzi equation,
we finally get

(3-5) r∂2
r gi j − (n− 1)∂r gi j − gkl∂r gkl gi j − rgkl∂r gkl∂r gi j

+
r
2

gkl∂r gik∂r g jl − 2rRic(gr )i j = 0.

Here Ric(gr )i j denotes the Ricci tensor for the induced metric on level sets of r .
We assume that g is smooth enough so that we could make its expansion from (3-5).
Let r = 0, we can derive that ∂r g(0) = 0. By using mathematical induction, we
differentiate (3-5) p− 1 times with respect to r

(3-6) r∂ p+1
r gi j + (p− n)∂ p

r gi j − gkl(∂ p
r gkl)gi j

= Q1(g−1, ∂q
r g, ∂q

r g∂2
s g)+ r Q2(g−1, ∂q

r g, ∂ p
r g, ∂ p−2

r ∂2
s g).

Here q < p and ∂s g is the differential of g with respect to x i (1≤ i ≤ n). Q1, Q2

are the third polynomials.
Setting r = 0, (3-6) implies that ∂ p

r g(0)= 0 when p is odd and that ∂ p
r g(0) is

uniquely determined by each step when p is even. However, this will break down
when p = n and n+ 1 is odd. In this case we only have gkl(∂n

r gkl)= 0 at r = 0. It
gives no further information at this order. To be specific, ∂r g(0)= ∂3

r g(0)= · · · =
∂n−1

r g(0)= 0, which means

∂n−1
r g(r)= O(1).

Let’s consider (3-6) when p = n− 1,

(3-7) ∂n
r gi j =

∂n−1
r gi j−gkl(∂n−1

r gkl)gi j+Q1

r
+ Q2.

If ∂n−1
r g(r) 6= O(r), there will be the log term in the expansion for gr . Note that

∂n−1
r g(r)= O(r) is the necessary condition to ensure g is n-th differentiable.
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3B. Weyl tensor in geodesic coordinates. In this subsection we shall show that if
the Weyl tensor W of g is (n−2)-th differentiable, then ∂n−1

r g(r)= O(r) holds.
We begin with (2-4) by taking x l

= r, 1≤ i, k ≤ n.
In the coordinates (r, x1, x2, . . . , xn), we have

Rik,r = ∂
3
r g+ ∂r g ∗ ∂2

r g ∗ g+ ∂r g ∗ ∂r g ∗ ∂r g ∗ g+ ∂r P + ∂r g ∗ P,

Rir,k = ∂r P ∗ P + ∂r g ∗ ∂2
r g ∗ g+ ∂r g ∗ ∂r g ∗ ∂r g ∗ g+ ∂r g ∗ g ∗Ric.

Here P = P(g, ∂x i g, ∂2
x i g) is a polynomial for 1≤ i ≤ n. From (2-4) we have:

(3-8) ∂3
r g= ∂r g∗∂2

r g∗g+∂r g∗∂r g∗∂r g∗g+∂r P ∗ P+∂r g∗g∗Ric+g∗∇W .

We already know that ∂r g = ∂3
r g = · · · ∂n−3

r = O(r). Then differentiating (3-8)
n− 4 times with respect to r , we get that each term on the right-hand side is O(r)
apart from g ∗∇W. The left side is ∂n−1

r g = O(1). Hence ∂n−3
r W = O(1). When

W ∈Cn−2, we get that ∂n−3
r W = O(r). So the left-hand side is ∂n−1

r g= O(r). This
gives the necessary condition that g has Cn regularity or higher.

We calculate the formal power series of Weyl tensor in geodesic coordinates. We
have g = dr2

+ gr . From (3-6), (3-7) and [Graham 2000], when n is odd,

(3-9) gr = h+ g(2)r2
+ (even powers of r)+ g(n−1)rn−1

+ g(n)rn
+ · · · .

When n is even,

(3-10) gr = h+ g(2)r2
+ (even powers of r)+ g(n)rn

+ f rn log r + · · · ,

where g(2i) and f are two tensors on ∂M and f is trace free and determined by h
locally. We now consider the case when n is even. If f = 0, g is at least in Cn.
Let 1≤ i, j ≤ n.

(3-11) Wir jr = Rir jr −
1

n−1
(Rik + Rrr gi j )+

S
n(n−1)

gi j

The formal power series of the Weyl tensor contain r and log r and we only need to
check the coefficients of rn−2 log r . A short calculation reveals that the coefficients
of rn−2 log r of Rir jr are

coeff(Rir jr )=−
n(n−1)

2
fi j .

And also
coeff(Ri j )=−

n(n−1)
2

fi j ,

coeff(Rrr )=−
n(n−1)

2
hst fst ,

coeff(S)=−n(n−1)
2

2hst fst .
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When coeff(Wir jr )= 0, by (3-11) we finally derive

(3-12) fi j −
1
n
(hst fst)hi j = 0.

Since f is trace free, f ≡ 0. This gives the n-th regularity of g. From Theorem A
in [Chruściel et al. 2005], we know the log term is the only obstruction of the
smoothness, and hence Remark 1.3 holds.

4. The boundary condition

In this section, we derive a boundary problem for g and Ricci curvature of a
conformal compact Einstein manifold in the harmonic coordinates as defined in
Section 2. The compactification we use here will not be a geodesic compactification,
but rather one which has constant scalar curvature. We do it locally, that is, for
any p ∈ ∂M, there is a neighborhood V which contains p and local atlas {xβ}. Let
D=V ∩∂M be the boundary portion. W ∈Cm,α(V ), g ∈Cm,α(V ), h ∈Cm+2,α(D).
We will give the Dirichlet and Neumann boundary conditions of g and Ric(g) on D.

4A. Dirichlet boundary conditions on gi j .

(4-1) gi j = hi j .

4B. Dirichlet boundary conditions on Ri j . We claim that

(4-2) Ri j =
n−1
n−2

(Rich)i j +

(
1

2n
S− 1

2(n−2)
Sh

)
hi j +

n−1
2n2 H 2hi j .

Here Rich and Sh are the Ricci curvature and scalar curvature of (∂M, h), and H is
the mean curvature, H = gi j Ai j . We use the following three lemmas to prove (4-2).

Lemma 4.1. Let g = r2g+ be a C2 geodesic compactification of (M, g+) with
boundary metric h on ∂M. Then on ∂M,

S = n
n−1

Sh .(4-3)

Ri j =
n−1
n−2

(Rich)i j −
1

2(n−1)(n−2)
Shhi j .(4-4)

Proof. Since we only need to study the Ricci curvature on T ∂M, we can choose
the coordinates (r, x1, . . . , xn) in V where (x1, . . . , xn) are harmonic with respect
to h when restricted on D. We have g = dr2

+ gr , i.e.,

gri = gri
= 0, grr = grr

= 1.
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Since the second fundamental form A = D2r vanishes on ∂M,

(4-5) Ri j = gαβRiαβ j

= gkl((Rh)ikl j + Ail Ak j − Ai j Akl)+ Rirr j

= (Rh)i j + Rirr j .

Taking the trace for i, j, we get

(4-6) Rrr =
1
2(S− Sh).

For Rirr j , we have:

(4-7) Rirr j = g(∇∂i∇∂r ∂r , ∂ j )− g(∇∂r∇∂i ∂r , ∂ j )− g(∇[∂r ,∂i ]∂r , ∂ j )

=−∂r g(∇∂i ∂r , ∂ j )+ g(∇∂i ∂r ,∇∂r ∂ j )

=−∂r Ai j .

From (3-2) and (3-3),

Ri j =−(n− 1)
Ai j

r
−
1r
r

gi j + Ei j ,(4-8)

S =−2n1r
r
+ trg E .(4-9)

The tensor E and trg E vanish on the boundary, hence on ∂M,

(4-10) S =−2n∂r1r.

Taking the trace on (4-8),

S− Rrr =−(n− 1)H
r
− n1r

r
+ gi j Ei j .

By l’Hôspital’s rule, with r→ 0,

∂r Ai j |r=0 =−
1

n−1
(Ri j + ∂r1rgi j )|r=0,(4-11)

∂r1r |r=0 =−
1
n
(S− Rrr + (n− 1)∂r H)|r=0.(4-12)

At last, we only need to calculate ∂r H |r=0.

(4-13) ∂r H |r=0 = ∂r (gi j Ai j )|r=0 = (∂r gi j )Ai j |r=0+ gi j (∂r Ai j )|r=0

= 0+ gi j (−Rirr j )=−Rrr .

Combining the formulas above, we finally conclude (4-3) and (4-4). �

Lemma 4.2. Let g = ρ2g+ be a C3,λ conformal compactification and g = r2g+ be
the C2,λ geodesic conformal compactification of (M, g+) with the same boundary
metric g|∂M = g|∂M = h. If r = uρ, A = D2ρ, then A|∂M =−ur h.
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Proof. We begin with the coordinates (r, x1, x2, . . . , xn). On ∂M, 0= Ai j =−0
r
i j .

The connection ∇ and ∇ of g and g have the following relationship:

0r
i j = 0

r
i j −

1
u
(δr

j ui + δ
r
i u j − gi j ur )=

1
u

ur hi j .

We have g = u−2g, gradg = u2 gradg.

(4-14)

Ai j = D2ρ(∂i , ∂ j )= g(∇∂i∇ρ, ∂ j )=−g(∇ρ,∇∂i ∂ j )

=−0r
i j g(∇ρ, ∂r )=−0

r
i j g(∇ρ, ∂r )

=−0r
i j g
(
∇

(
r
u

)
, ∂r

)
=−0r

i j g
(

u∇r−r∇u
u2 , ∂r

)
=−0r

i j g(∇r,∇r)=−ur hi j . �

Lemma 4.2 tells us ur =−H/n. Since u|∂M ≡ 1, we get

∇u =−H
n
∇r.

Lemma 4.3. We define g, g as in Lemma 4.2. Then on ∂M,

(4-15)

Rir =−
n−1

n
∂H
∂xi

,

Rrr =
1
2(S− Sh)−

n−1
2n

H 2,

Ri j = Ri j +

(
1

2n
(S− S)

)
hi j +

n−1
2n2 H 2hi j .

Proof. By the standard formulas for conformal changes of the metric g = u−2g, the
Ricci curvature of g and g are related by

Ric= Ric+ (n− 1)D2u
u
+

(
1u
u
+

n|∇u|2g
u2

)
g,

Since

1u = div∇u = div
(
−

H
n
∇r
)
=−

∂r H
n
,

D2u(∂i , ∂ j )= 0,

D2u(∂i , ∂r )= uir =−
1
n
∂H
∂xi

,

D2u(∂r , ∂r )=−
∂r H

n
=1u;
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then on ∂M,

Rir = Rir −
n−1

n
∂H
∂xi
=−

n−1
n

∂H
∂xi

,

Rrr = Rrr + n1u+ H 2

n
,

Ri j = Ri j +

(
1u+ H 2

n

)
hi j .(4-16)

Therefore
S = S+ 2n1u+ n+1

n
H 2.

This implies

(4-17) 1u = 1
2n

(
S− S− n+1

n
H 2
)
.

Lemma 4.3 follows from (4-16) and (4-17). �

Finally, Lemmas 4.1 and 4.3 imply the formula (4-2).

4C. Neumann boundary conditions on g0α. We use the harmonic coordinates
{xβ}nβ=0 as defined in Section 2. Let N = ∇x0/|∇x0| be the unit norm vector
on ∂M. In coordinates {xβ}nβ=0 ,

N = (g00)−1/2g0β∂β .

These are the Neumann conditions:

N (g00)=−2Hg00.(4-18)

N (g0i )=−Hg0i
+

1
2(g

00)−1/2giβ∂βg00.(4-19)

Proof. Let {ei }
n
i=1 be the orthonormal basis at a given point p ∈ ∂M.

(4-20) 0=1xα = div∇xα =
n∑

i=1

g(∇ei∇xα, ei )+ g(∇N∇xα, N )

Write ∇xα = (∇xα)T + (∇xα)N, where

(∇xα)T =∇h xα, (∇xα)N
= g(∇xα, N )N = (g00)−1/2g0αN .

We have

0=1h x j
= div∇h x j

=

n∑
i=1

h(∇h
ei (∇x j )T , ei )=

n∑
i=1

g(∇ei (∇x j )T , ei ),

which also holds for j = 0 as x0
≡ 0 on ∂M. Then (4-20) turns into

(4-21)
n∑

i=1

g(∇ei ((g00)−1/2g0αN ), ei )+ g(∇N∇xα, N )= 0
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The first term is just (g00)−1/2g0α
n∑

i=1
A(ei , ei ) = H(g00)−1/2g0α and the second

term is

(4-22) g(∇N∇xα, N )= 1
|∇x0|2

g(∇∇x0∇xα,∇x0)

=
1

|∇x0|2
[∇x0(g(∇xα,∇x0))− g(∇xα,∇∇x0∇x0)]

=
1

|∇x0|2
[∇x0(g0α)− g(∇x0,∇∇xα∇x0)]

=
1
|∇x0|

N (g0α)−
1

2|∇x0|2
∇xα(g00)

We know |∇x0
| = (g00)1/2, then (4-21) is just

(4-23) Hg0α
+ N (g0α)− 1

2(g
00)−1/2

∇xα(g00)= 0.

Letting α = 0, we have N (g00)=−2Hg00. Letting α = i , we have

N (g0i )=−Hg0i
+

1
2(g

00)−1/2giβ∂βg00. �

4D. Dirichlet boundary conditions on Rαβ . We already know the formulas of Ri j

on ∂M and the mixed components Rri and Rrr of Ricci Curvature in the coordinates
(r, x1, x2, . . . , xn) in Section 4B. That is,

Rir =−
n−1

n
∂H
∂xi

,

Rrr =
1
2(S− Sh)−

n−1
2n

H 2.

Now we study the the mixed components R0i and R00 of Ricci Curvature in the
harmonic coordinates (x0, x1, . . . , xn). In fact, as the vector N = ∇x0/|∇x0| is
also the unit norm vector on ∂M with respect to g, we have N =∇r =∇r . That is,
∇r = (g00)−1/2g0β∂β . Then

R0i =−(g00)−1/2 n−1
n

∂H
∂xi
−

g0 j

g00 Ri j(4-24)

R00 =
1

(g00)2

(
g0i g0 j Ri j + g00

(
1
2(S− Sh)−

n−1
2n

H 2
))

(4-25)

4E. Neumann boundary conditions on R0i . The Dirichlet conditions for R0i in
(4-24) are not good because there are still second order differential terms of metric
on the right side. Now we consider the differential terms of Ricci curvature.

Since the scalar curvature is constant, with the second Bianchi identity, we have

0= 1
2 S,α = gηβRηα,β = gηβ∂βRαη− gηβ0ταβRητ .
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Then

g0β∂βR0α =−g jβ∂βR jα + gηβ0ταβRητ .

Letting α = i , we get

(4-26) N (R0i )= (g00)−1/2(−g jβ∂βR j i + gηβ0τiβRητ ).

5. Proof of the main theorem

In this section, we prove the main theorem. Suppose m ≥ 3 and α ∈ (0, 1). For
any point p ∈ ∂M, we select the harmonic coordinates {xβ}nβ=0 in its neighbor-
hood V. Let D = V ∩ ∂M be the boundary portion. Now we have g ∈ Cm,α(V ),
h ∈ Cm+2,α(D), the Weyl tensor W ∈ Cm,α(V ).

5A. Regularity of the metric.

Step 1 (regularity of the Ricci curvature). We begin with the elliptic equation (2-5),
with the right side of (2-5) in Cm−2,α.

On ∂M, we already derived the formulas of Rαβ in Section 3. We have H=gi j Ai j ,
where Ai j =

1
2(g

00)1/2g0β(∂βgi j−∂i gβ j−∂ j gβi )∈Cm−1,α(D). Then the Dirichlet
condition of Ri j and R00 given by (4-4) and (4-25) shows that

Ri j ∈ Cm−1,α(D), R00 ∈ Cm−1,α(D).

By standard elliptic regularity theory,

Ri j ∈ Cm−1,α(V ), R00 ∈ Cm−1,α(V ).

Then by the Neumann boundary conditions on R0i given by (4-26), we also have
R0i ∈ Cm−1,α(V ) since N (R0i ) ∈ Cm−2,α(D).

In the following, we prove that gαβ ∈ Cm+1,α(V ) when Rαβ ∈ Cm−1,α(V ). If it
holds, we can get that gαβ ∈ Cm+2,α(V ) by repeating the steps.

Step 2 (regularity of gi j ). In harmonic coordinates, from [DeTurck and Kazdan
1981], we have

1gi j =−2Ri j + Q(g, ∂g).

Here Q contains a quadratic term of g and ∂g. Hence 1gi j ∈ Cm−1,α(V ), together
with the boundary condition gi j = hi j ∈ Cm+2,α(D). From the standard elliptic
theory in [Gilbarg and Trudinger 1977], we conclude that gi j ∈ Cm+1,α(V ).

Step 3 (regularity of g0β). In Section 4, we obtain the Neumann boundary conditions
of g0β which are expressed by mean curvature H. Since H ∈ Cm−1,α(D), we can’t
improve the regularity of g0β with this condition. Now we are going to calculate



482 XIAOSHANG JIN

the oblique derivative of g0β on ∂M. As g0αgαβ = δ0
β ,

(5-1)

0= N (g0αgαβ)= N (g00g0β)+ N (g0 j g jβ)

= g00 N (g0β)+ g0βN (g00)+ g jβN (g0 j )+ g0 j N (g jβ)

= g00 N (g0β)+ g0β(−2Hg00)

+ g jβ
( 1

2(g
00)−1/2g jτ∂τ g00

− Hg0 j)
+ g0 j N (g jβ)

= g00 N (g0β)− 2Hg0βg00

+
1
2(g

00)−1/2(δτβ − g0βg0τ )∂τ g00
− H(−g0βg00)+ g0 j N (g jβ)

= g00 N (g0β)+
1
2(g

00)−1/2∂βg00
+ g0 j N (g jβ)− Hδ0

β .

Letting β = 0, we get

(5-2) g00 N (g00)+
1
2(g

00)−1/2∂0g00
+ g0 j N (g0 j )− H = 0.

Letting β = i , we get

(5-3) g00 N (g0i )+
1
2(g

00)−1/2∂i g00
+ g0 j N (gi j )= 0.

Now we consider the elliptic system of g00, g01, g02, . . . , g0n:

(5-4)


1g00

= Q(g, ∂g,Ric),

1g01 =−
1
2 R01+ Q(g, ∂g),

...

1g0n =−
1
2 R0n + Q(g, ∂g).

Through the formulas (4-18), (5-3), the expression of H and the regularities of gi j ,
we obtain the boundary condition:

(5-5)


N (g00)− 2Pgi j∂i g0 j ∈ Cm,α(D),

N (g01)+
1

2P ∂1g00
∈ Cm,α(D),

...

N (g0n)+
1

2P ∂ng00
∈ Cm,α(D),

where P = (g00(x))3/2. We are going to prove:

Lemma 5.1. Let u0
= g00, ui

= g0i , i = 1, 2, . . . , n. The equations (5-4) can be
written as the formula

Lαβuβ(x)= fα(x), x ∈ V .

The boundary conditions (5-5) can be written as

Bαβuβ(x)= gα(x), x ∈ D.
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Then the operator L is proper elliptic and the boundary operator B satisfies the
complementing condition with respect to the system (L , B).

Proof. For any n+1 vector ξ = (ξ0, ξ1, . . . , ξn), we consider the principal part of L

(5-6) L ′αβ(x, ξ)=


gαβξαξβ 0 · · · 0

0 gαβξαξβ · · · 0
...

...
. . .

...

0 0 · · · gαβξαξβ


Then

Lαβ(x, ξ)= det(L ′αβ(x, ξ))= |ξ |
2(n+1)
g .

For any ξ 6= 0, Lαβ(x, ξ) 6= 0, so L is elliptic.
For each pair of ξ and ξ ′ of linearly independent vectors, the equation

Lαβ(x, ξ + zξ ′)= 0

is equivalent to

(z2
· |ξ ′|2g + 2< ξ, ξ ′ >g z+ |ξ |2g)

n+1
= 0.

It has n+ 1 roots with positive imaginary part and n+ 1 with negative imaginary
part. So L is proper elliptic.

For any x0 ∈ D, let n = (1, 0, . . . , 0) denote the unit normal at x0 and ξ =
(0, ξ1, . . . , ξn) denote any nonzero real vector tangent to D at x0. Let z+s (x0, ξ), s=
0, 1, . . . , n be the roots of Lαβ(x0, ξ + zn)= 0 with positive imaginary part.

Define

L+0 (x0, ξ ; z)=
n∏

s=0

(z− z+s (x0, ξ).

Let Lαβ(x0, ξ + zn) be matrix adjoint to L ′αβ(x0, ξ + zn). Now we define

Qrβ = B ′rα(x0, ξ + zn) · Lαβ(x0, ξ + zn)

as polynomials in z, where B ′rα is the principal part of B.
Then B satisfies the complementing condition with respect to the system (L , B)

if and only if the rows of the Q matrix are linearly independent modulo L+0 (x0, ξ ; z),
that is, the polynomial

n∑
r=0

Cr Qrβ(x0, ξ ; z)≡ 0 (mod L+0 )

only if Cr are all 0.
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By a direct computation, we can derive zs=
√
−1(|ξ |h/

√
g00) for s=0, 1, . . . , n.

Then

L+0 (x0, ξ ; z)=
(

z−
√
−1 |ξ |h√

g00

)n+1

.

From the above, we can get

L ′αβ(x0, ξ + zn)= |ξ + zn|2g · δαβ = (z
2g00
+ |ξ |2h) · δαβ .

Its adjoint matrix is

Lαβ(x0, ξ + zn)= (z2g00
+ |ξ |2h)

n
· δαβ .

The principal part of B is

(5-7) B ′αβ(x, ξ)=


z −2Pgi1ξi −2Pgi2ξi · · · −2Pginξi

1
2P ξ1 z 0 · · · 0
1

2P ξ2 0 z · · · 0
...

...
...

. . .
...

1
2P ξn 0 0 · · · z


Then

(5-8)
n∑

r=0

Cr Qrβ =

n∑
r=0

Cr B ′rα · L
αβ

=

n∑
r=0

Cr B ′rα · (z
2g00
+ |ξ |2h)

n
· δαβ

=

n∑
r=0

Cr B ′rβ · (z
2g00
+ |ξ |2h)

n

≡ 0
(

mod
(

z−
√
−1 |ξ |h√

g00

)n+1)
.

This implies

(5-9) z−
√
−1 |ξ |h√

g00
|

n∑
r=0

Cr B ′rβ

for any 0≤ β ≤ n.
When β ≥ 1, (5-9) implies

z−
√
−1

|ξ |h√
g00 |

C0

2P
ξβ +Cβz.
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Then

(5-10) Cβ =−
C0
√

g00ξβ

2P|ξ |h ·
√
−1
.

When β = 0, (5-9) implies

z−
√
−1 |ξ |h√

g00
|C0z− 2PC1gi1ξi − 2PC2gi2ξi − · · ·− 2PCnginξi .

With (5-10), we have

(5-11) z−
√
−1 |ξ |h√

g00
|C0z+ C0

√
g00|ξ |h
√
−1

.

By a linear transformation, we can make g00(x0) 6= 1, for all x0 ∈ D. Then (5-11)
shows that C0 = 0, and (5-10) implies Cr = 0, r = 1, 2, . . . , n. �

Lemma 5.1 and Theorem 6.3.7 in [Morrey 1966] tell us that g00, g01, . . . , g0n

are all in Cm+1,α. Then the boundary condition (5-2) can be written as

g00 N (g00)= Q(g, ∂g00, ∂g0i , ∂gi j ) ∈ Cm,α(D).

With the elliptic equation

1g00 =−2R00+ Q(g, ∂g) ∈ Cm−1,α(V ),

we finally derive g00 ∈ Cm+1,α.
Now we know that g ∈ Cm+1,α. Back to step 1, we have Ai j ∈ Cm,α(D), thus

Rαβ ∈ Cm,α(V ). Repeating the steps above, we can get gαβ ∈ Cm+2,α(V ). Then
we complete the proof.

5B. Regularity of the structure and the defining function. We already proved
that g is in Cm+2,α in structure {xβ}. It is trivial to show that {xβ} is a Cm+3,α

structure of M .
In Section 2, we obtain that u is in Cm,α(y) if the scalar curvature is constant.

When we change the y-coordinates to harmonic coordinates x, we notice that xβ

are Cm+1,α functions of yβ. So the defining function ρ ∈ Cm,α(x). Since the initial
compactification g is smooth in M and the initial defining function is smooth in
y-coordinates, then ρ ∈ C∞(x) in M.

For any p ∈ ∂M, consider the neighborhood V of p and D = ∂M ∩ V. By a
linear transformation, we can assume that at p, gαα = 1, gi j = g02 = g03 = · · · =

g0n = 0(i 6= j), g01 =−δ for some δ > 0 and 1− δ is a very small positive number.
When g+ is Einstein, from (3-2) and (3-3),

Ric− Sg
n+1

=−(n− 1)D2ρ

ρ
+

n−1
n+1

1ρ

ρ
g.
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In local coordinates, acting on (∂/∂x0, ∂/∂x1), we have

(5-12) 1ρ− (n+ 1) · g−1
01 · D

2ρ

(
∂

∂x0 ,
∂

∂x1

)
=

n+1
n−1

· g−1
01 · ρ

(
Ric01−

Sg01
n+1

)
If 1− δ is small enough, we can find that the left-hand side of (5-12) is a uni-
formly elliptic operator on ρ locally. Since ρR01 ∈ Cm,α(M), ρ|D ≡ 0, so in V,
ρ ∈ Cm+2,α(x).

To prove Remark 1.2, we only need to show that ρR01 ∈ Cm+1,α(M). When
dim M =n+1 is even, we can define the obstruction tensor Oi j , in local coordinates:

(5-13) Oi j =1
(n+1)/2−2(P k

i j,k − P k
ik, j )+ Qn,

where Pi j is defined by Pi j =
1
2 Ri j −

S
12 gi j and Qn denotes quadratic and higher

terms in metric involving at most n-th derivatives. Oi j is conformally invariant of
weight 2− n and if gi j is conformal to an Einstein metric, then Oi j = 0 (see more
in [Graham and Hirachi 2005]).

Since the scalar curvature of (M, g) is constant, (5-13) can be written in the form:

(5-14) 1(n+1)/2−1 Ri j = Qn.

Now we consider the function ρR01. Through a direct computation, 1(ρRi j ) =

ρ1Ri j + Q2
3. Here Q2

3 denotes quadratic and higher terms in the metric involving
at most 3-rd derivatives and in ρ involving at most 2-nd derivatives.

Then we use iterative method to obtain that 1k(ρRi j ) = ρ1
k Ri j + Q2k

2k+1 for
1≤ k ≤ (n+ 1)/2− 1. Letting k = (n+ 1)/2− 1, we have an elliptic equation of
second order with Dirichlet boundary condition:

(5-15)
{
1(1(n+1)/2−2(ρR01))= Qn−1

n in M,
1(n+1)/2−2(ρR01)|∂M = Qn−3

n−2.

Since g and ρ are all in Cm+2,α, m+ 2≥ n, we have

1(n+1)/2−2(ρR01) ∈ Cm+2−(n−2),α(M).

Then we consider the equation

(5-16)
{
1(1(n+1)/2−3(ρR01)) ∈ Cm+2−(n−2),α(M)
1(n+1)/2−3(ρR01)|∂M = Qn−5

n−4 ∈ Cm+2−(n−4),α(∂M)

So we have 1(n+1)/2−3(ρR01) ∈ Cm+2−(n−4),α(M)
If we keep using the equation, we finally get ρR01 ∈ Cm+1,α(M), which implies

ρ ∈ Cm+3,α(M) by (5-12).
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GEOMETRIC TRANSITIONS AND SYZ MIRROR SYMMETRY

ATSUSHI KANAZAWA AND SIU-CHEONG LAU

We prove that generalized conifolds and orbifolded conifolds are mirror
symmetric under the SYZ program with quantum corrections. Our work
mathematically confirms the gauge-theoretic assertion of Aganagic–Karch–
Lüst–Miemiec, and also provides a supportive evidence to Morrison’s con-
jecture that geometric transitions are reversed under mirror symmetry.

1. Introduction

Morrison [1999] proposed that geometric transitions are reversed under mirror
symmetry. A geometric transition is a birational contraction followed by a complex
smoothing, or in the reverse way, applied to a Kähler manifold (see the nice review
[Rossi 2006]) . We will denote a geometric transition by X̂ 99K X  X̃ , where
X̂ 99K X is a birational contraction and X  X̃ is a smoothing. The conjecture can
be formulated as follows.

Conjecture 1.1 [Morrison 1999]. Let X̂ and X̃ be Calabi–Yau manifolds, and
suppose they are related by a geometric transition X̂ 99K X  X̃ . Suppose Y1 and
Y2 are the mirrors of X̂ and X̃ respectively. Then there exists a geometric transition
Y2 99K Y  Y1 relating Y1 and Y2.

The present paper investigates mirror symmetry for geometric transitions of two
specific types of local singularities, namely generalized conifolds and orbifolded
conifolds. Let us first recall mirror symmetry for a conifold. A conifold is an
isolated singularity defined by {xy− zw = 0} ⊂ C4. It is an important singularity
appearing in algebraic geometry and also plays a special role in superstring theory.
A folklore mirror symmetry for the conifold [Morrison 1999; Szendrői 2004] that
the deformed conifold is mirror symmetric to the resolved conifold can be refined
in the framework of SYZ mirror symmetry as follows.

Theorem 1.2 (conifold case of Theorem 3.1). Let X̂ := OP1(−1)⊕2
\ D be the

resolved conifold with a smooth anticanonical divisor D removed, and

X̃ := {(x, y, z, w) ∈ C4
| xy− zw = 1} \ ({z = 1} ∪ {w = 1})

MSC2010: 14J33, 53D37.
Keywords: SYZ, mirror symmetry, conifold transition, open Gromov-Witten invariants.
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the deformed conifold with the anticanonical divisor {z = 1} ∪ {w = 1} removed.
Then X̂ and X̃ are SYZ mirror to each other.

Although removing the divisors certainly does not affect the local geometry of
the singularity, it is important when we discuss, for example, wrapped Fukaya
categories and homological mirror symmetry.1

We now focus on two natural generalizations of the conifold: generalized coni-
folds and orbifolded conifolds. For integers k, l ≥ 1, a generalized conifold is given
by

G]

k,l := {(x, y, z, w) ∈ C4
| xy− (1+ z)k(1+w)l = 0}

and an orbifolded conifold is given by

O]

k,l := {(u1, v1, u2, v2, z) ∈ C5
| u1v1− (1+ z)k = u2v2− (1+ z)l = 0}.

(We have made a change of coordinates, namely z 7→ 1+ z and w 7→ 1+w, for
later convenience.) They reduce to the conifold when k = l = 1. The punctured
generalized conifold is defined as Gk,l :=G]

k,l \DG , where DG := {z= 0}∪{w= 0}
is a normal-crossing anticanonical divisor of G]

k,l , and the punctured orbifolded
conifold as Ok,l :=O]

k,l \DO , where DO := {z=0} is a smooth anticanonical divisor
of O]

k,l . As is the case of the conifold, their symplectic structures and complex
structures are governed by the crepant resolutions and deformations respectively.
The main theorem of the present paper is the following.

Theorem 3.1. The punctured generalized conifold Gk,l is mirror symmetric to the
punctured orbifolded conifold Ok,l in the sense that the deformed punctured gener-
alized conifold G̃k,l is SYZ mirror symmetric to the resolved punctured orbifolded
conifold Ôk,l , and the resolved punctured generalized conifold Ĝk,l is SYZ mirror
symmetric to the deformed punctured orbifolded conifold Õk,l .

G̃k,l
OO

SY Z
��

Gk,loo

OO

M S
��

Ĝk,loo

OO

SY Z
��

Ôk,l // Ok,l // Õk,l .

According to Theorem 3.1 the mirror duality of the conifold is purely caused
by the fact that the conifold can be seen as either a generalized or an orbifolded
conifold. The mirror duality of G]

k,l and O]

k,l has previously been studied by the
physicists Aganagic, Karch, Lust and Miemiec in [Aganagic et al. 2000], where they
use gauge theory and brane configurations. Our work mathematically confirms their
gauge-theoretic assertion, and also provides a supportive evidence to Morrison’s
conjecture that geometric transitions are reversed under mirror symmetry.

1We are grateful to Murad Alim for informing us about the importance of this issue.
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In the present paper, we use the framework introduced by the second author
with Chan and Leung [Chan et al. 2012] for defining SYZ mirror pairs. Namely,
generating functions of open Gromov–Witten invariants of fibers of a Lagrangian
fibration were used to construct the complex coordinates of the mirror. The essential
ingredient is wall-crossing of the generating functions, which was first studied by
Auroux [2007]. We can also bypass symplectic geometry and employs the Gross–
Siebert program [2011] which uses tropical geometry instead for defining mirror
pairs. This tropical approach was taken by Castaño-Bernard and Matessi [2014]
in the study of conifold transitions for compact Calabi–Yau varieties. Although
our work has some overlap with theirs, the methods and interests are quite differ-
ent. They deal with simultaneous multiple conifold transitions while we discuss
orbifold/generalized conifolds transitions. In this paper tropical geometry is not
directly needed since symplectic geometry can be handled directly.

One crucial feature of the present work is the involutive property of SYZ mirror
symmetry. Namely, taking SYZ mirror twice gets back to itself, which we believe
is an important point but often overlooked in literatures. We exhibit this feature by
carrying out the SYZ construction for all the four directions in Theorem 3.1, namely
from Ĝk,l to Õk,l , and from Õk,l back to Ĝk,l ; from G̃k,l to Ôk,l , and from Ôk,l

back to G̃k,l . The SYZ construction from Ĝk,l to Õk,l is a bit tricky and we will
discuss it in details. We will employ the various techniques developed in [Auroux
2007; Chan et al. 2012; Abouzaid et al. 2016; Lau 2014].

Another interesting feature is the dependence of the choice of a Lagrangian
fibration, namely a Lagrangian fibration has to be “compatible” with the choice of
an anticanonical divisor, in the sense that the anticanonical divisor is the preimage
of the boundary of the base of the Lagrangian fibration, in order to obtain the
corresponding mirror. For example, Ĝk,l admits two different Lagrangian fibrations:
the Gross fibration and a “doubled” Gross fibration. The former is not compatible
with the anticanonical divisor DG , and does not produce the orbifold conifold as its
SYZ mirror. Choosing appropriate Lagrangian fibrations is a key step in our work.

Lastly, Theorem 3.1 not only unveils a connection between geometric transitions
and SYZ mirror symmetry, but also yields many interesting problems and conjec-
tures that naturally extend what is known for the conifolds. In fact, based on the
local models studied in this paper, the second author recently confirmed Morrison’s
conjecture for a class of geometric transitions of the Schoen’s Calabi–Yau threefolds
[Lau 2018].

Structure of paper. Section 2 introduces generalized conifolds and orbifolded
conifolds and basic properties thereof. Section 3 begins with a review on the
Lagrangian torus fibrations and the SYZ program. Then we prove the main theorem



492 ATSUSHI KANAZAWA AND SIU-CHEONG LAU

(Theorem 3.1) by carrying out the SYZ constructions. Section 4 discusses global
geometric transitions and provides a few examples.

2. Generalized and orbifolded conifolds

In this section, we introduce two natural generalizations of the conifold, namely
generalized conifolds and orbifolded conifolds. These two singularities possess
interesting geometries and were studied by physicists in the context of gauge theory,
for instance in [Katz et al. 1997; Aganagic et al. 2000; Miemiec 2000].

Generalized conifolds G]

k,l . A toric Calabi–Yau manifold is a semi-projective toric
manifold with trivial canonical bundle. In dimension three, they can be described
by a lattice polytope 1 ⊂ R2 whose vertices lie in the lattice Z2

⊂ R2. Its fan is
produced by taking the cone over 1× {1} ⊂ R3. A crepant resolution of a toric
Calabi–Yau threefold corresponds to a subdivision of 1 into standard triangles,2

which gives a refinement of the fan. For instance, the total space of the canonical
bundle KS of a smooth toric surface S is a toric Calabi–Yau threefold. In this
situation, the surface S is the toric variety P1 whose fan polytope is 1.

The condition that a toric Calabi–Yau threefold contains no compact 4-cycles is
equivalent to the condition that the polytope 1 contains no interior lattice points.
The lattice polygons without interior lattice point are classified, up to the action of
GL(2,Z), into two types:

(1) triangle with vertices (0, 0), (2, 0), (0, 2),

(2) trapezoid 1k,l with vertices (0, 0), (0, 1), (k, 0), (l, 1) for k ≥ l ≥ 0 with
(k, l) 6= (0, 0) (Figure 1, left).

The former is the quotient of C3 by the subgroup (Z2)
2
⊂ SL(3,C) generated

by the two elements diag(−1,−1, 1) and diag(1,−1,−1). In this paper, we are
interested in the latter, which corresponds to the generalized conifold Gk,l for
k ≥ l ≥ 1. We do not consider the case l = 0, where the toric singularity essentially
comes from the Ak-singularity in 2 dimensions.3 The dual cone of the cone over

(0,0)

(0,1) (2,1)

(4,0)
(0,0)

(0,1) (l,1)

(k,0)

(a) (b)

Figure 1. Left: trapezoid 1k,l . Right: crepant resolution Ĝ]

4,2.

2 A standard triangle in R2 is isomorphic to the convex hull of (0, 0), (1, 0), (0, 1) under the
Z2 oGL(2,Z)-transformation.

3 Mirror symmetry of this class of singularities is discussed in [Szendrői 2004, Section 5].



GEOMETRIC TRANSITIONS AND SYZ MIRROR SYMMETRY 493

the trapezoid 1k,l is spanned by the vectors

(1) ν1 := (1, 0, 0), ν2 := (0,−1, 1), ν3 := (−1, l − k, k), ν4 := (0, 1, 0)

with relation ν1− kν2+ ν3− lν4 = 0. In equation the generalized conifold G]

k,l is
given by

G]

k,l := {xy− zkwl
= 0} ⊂ C4.

The coordinates x, y, z, w correspond to the dual lattice points ν1, ν3, ν2, ν4 re-
spectively. For (k, l) 6= (1, 1), the generalized conifold G]

k,l is a quotient of the
conifold (which is given by (k, l)= (1, 1)) and has a 1-dimensional singular locus.
A punctured generalized conifold is Gk,l :=G]

k,l\DG , where DG={z=1}∪{w=1}
is an anticanonical divisor of G]

k,l . A crepant resolution Ĝk,l of Gk,l is called a
resolved generalized conifold. We observe that

Ĝk,l = Ĝ]

k,l \ DĜ,

where DĜ is an anticanonical divisor of Ĝ]

k,l , and it uniquely corresponds to
a maximal triangulation of the trapezoid 1k,l (Figure 1, right). The resolved
generalized conifold Ĝk,l is endowed with a natural symplectic structure as an open
subset of a smooth toric variety Ĝ]

k,l .

Proposition 2.1. There are
(k+l

k

)
distinct crepant resolutions of Gk,l (or equiva-

lently G]

k,l).

Proof. There is a bijection between the crepant resolutions of Gk,l and the maximal
triangulations of 1k,l . The assertion easily follows by induction with the relation(k+l+1

k+1

)
=
(k+l

k

)
+
(k+l

k+1

)
. �

We may also smooth out the punctured generalized conifold Gk,l by deforming
the equation. The deformed generalized conifold G̃k,l is defined as

G̃k,l :=

{
(x, y, z, w) ∈ C2

× (C \ {1})2
∣∣ xy−

k∑
i=0

l∑
j=0

ai, j ziw j
= 0

}
for generic ai, j ∈ C. The symplectic structure of G̃k,l is given by the restriction of
the standard symplectic structure on C2

× (C \ {1})2. We observe that the complex
deformation space has dimension (k+1)(l+1)−3 because three of the parameters
can be eliminated by rescaling z, w and rescaling the whole equation. On the
other hand, the Kähler deformation space has dimension (k+ 1)+ (l + 1)− 3, the
number of linearly dependent lattice vectors in the polytope. It is the number of the
exceptional P1s’ and a Kähler form is parametrized by the area of these.
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Orbifolded conifolds O]

k,l . Let X] be the conifold {xy − zw = 0} ⊂ C4. For
k ≥ l ≥ 1, the orbifolded conifold O]

k,l is the quotient of the conifold X] by the
abelian group Zk ×Zl , where Zk and Zl respectively act by

(x, y, z, w) 7→ (ζk x, ζ−1
k y, z, w), and (x, y, z, w) 7→ (x, y, ζl z, ζ−1

l w)

where ζk , ζl are primitive k-th and l-th roots of unity respectively (assume k and l
relatively prime for simplicity [Aganagic et al. 2000]). Alternatively the orbifolded
conifold O]

k,l is realized as a hypersurface in C5:

O]

k,l = {u1v1 = zk, u2v2 = zl
} ⊂ C5.

The orbifolded conifold O]

k,l is an example of a toric Calabi–Yau threefold and
the corresponding polytope is given by the rectangle �k,l with the vertices (0, 0),
(k, 0), (0, l), (k, l) (Figure 2, left).

The dual cone of the cone over the rectangle �k,l is spanned by the following
vectors

v1 := (1, 0, 0), v2 := (0,−1, l), v3 := (−1, 0, k), v4 := (0, 1, 0)

with relation lv1− kv2+ lv3− kv4 = 0.

A punctured orbifolded conifold is Ok,l := O]

k,l \ DO , where DO = {z = 1} is a
smooth anticanonical divisor of O]

k,l . Then a resolved orbifolded conifold Ôk,l is
defined to be a crepant resolution of Ok,l . As before,

Ôk,l = Ô]

k,l \ DÔ ,

where DÔ is a smooth anticanonical divisor of the toric crepant resolution Ô]

k,l ,
and it corresponds to a maximal triangulation of the trapezoid �k,l (Figure 2, right).
It has a canonical symplectic structure as an open subset of a smooth toric variety
Ô]

k,l . In contrast to Proposition 2.1, it is a famous open problem to find the number
of the crepant resolutions of the orbifolded conifold O]

k,l [Kaibel and Ziegler 2003].
The punctured orbifolded conifold Ok,l can also be smoothed out by deforming the

(0,0) (5,0)

(0,3) (5,3)

(0,0) (k,0)

(0,l) (k,l)

(a) (b)

Figure 2. Left: rectangle �k,l . Right: crepant resolution Ô]

5,3.
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defining equations. Thus the deformed orbifolded conifold Õk,l is given by

Õk,l :=

{
(u1, v1, u2, v2, z) ∈ C4

× (C \ {1})
∣∣ u1v1 =

k∑
i=0

ai zi , u2v2 =
l∑

j=0
b j z j

}
for generic coefficients ai , b j ∈C. The symplectic structure of Õk,l is the restriction
of the standard symplectic structure on C4

× (C \ {1}). The complex deformation
space of Õk,l has dimension (k + 1)+ (l + 1)− 3, while the Kähler deformation
space has dimension (k+ 1)(l + 1)− 3. Therefore the naive dimension counting
is compatible with our claim that these two classes of singularities are mirror
symmetric. We will formulate this mirror duality in a rigorous manner by using
SYZ mirror symmetry in the next section.

3. SYZ mirror construction

The Strominger–Yau–Zaslow (SYZ) conjecture [Strominger et al. 1996] provides
a foundational geometric understanding of mirror symmetry. It asserts that, for
a mirror pair of Calabi–Yau manifolds X and X∨, there exist Lagrangian torus
fibrations π : X → B and π∨ : X∨→ B which are fiberwise-dual to each other.
In particular, it suggests an intrinsic construction of the mirror X∨ by fiberwise
dualizing a Lagrangian torus fibration on X . This is motivated by T-duality studied
by string theorists.

The SYZ program has been carried out successfully in the semi-flat case [Leung
2005] in which the discriminant locus of the fibrations is empty. When singular
fibers are present, quantum corrections by open Gromov–Witten invariants of the
fibers are necessary, and they exhibit wall-crossing phenomenon. Wall-crossing of
open Gromov–Witten invariants was first studied by Auroux [2007]. Later on Chan
et al. [2012] gave an SYZ construction of mirrors with quantum corrections, which
will be used in this paper. In algebro-geometric context, the Gross–Siebert program
[2011] gives a reformulation of the SYZ program using tropical geometry, which
provides powerful techniques to compute wall-crossing and scattering order-by-
order. In this paper we will use the symplectic rather than the tropical approach.

We will shortly give a quick review of the setting of [Chan et al. 2012] for SYZ
with quantum corrections. We say that X is SYZ mirror symmetric to Y if Y is
produced from X as a SYZ mirror manifold by this SYZ mirror construction. The
later parts of this section prove the following main theorem.

Theorem 3.1. The punctured generalized conifold Gk,l is mirror symmetric to
the punctured orbifolded conifold Ok,l in the sense that the deformed generalized
conifold G̃k,l is SYZ mirror symmetric to the resolved orbifolded conifold Ôk,l , and
the resolved generalized conifold Ĝk,l is SYZ mirror symmetric to the deformed
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orbifolded conifold Õk,l :

G̃k,l
OO

SY Z
��

Gk,loo

OO

M S
��

Ĝk,loo

OO

SY Z
��

Ôk,l // Ok,l // Õk,l .

This mathematically confirms the gauge-theoretic assertion of the string theorists
Aganagic, Karch, Lüst and Miemiec [Aganagic et al. 2000] and also provides a
supportive evidence to Morrison’s conjecture [1999] from the view point of SYZ
mirror symmetry.

SYZ construction with quantum corrections. In this subsection we review the
SYZ construction with quantum corrections given in [Chan et al. 2012]. We add a
clarification that we only use transversal disc classes (Definition 3.5) in the definition
of the mirror space.

Let π : X → B be a proper Lagrangian torus fibration of a Kähler manifold
(X, ω) such that the base B is a compact manifold with corners, and the preimage
of each codimension-one facet of B is a smooth irreducible divisor denoted as Di

for 1≤ i ≤ m. We assume that the regular Lagrangian fibers of π are special with
respect to a nowhere-vanishing meromorphic volume form � on X whose pole
divisor is the boundary divisor D :=

∑m
i=1 Di (and hence D is an anticanonical

divisor). We denote by B0 ⊂ B the complement of the discriminant locus of π , and
we assume that B0 is connected.4 We always denote by Fb a fiber of π at b ∈ B0.

Lemma 3.2 (Maslov index of disc classes [Auroux 2007, Lemma 3.1]). For a disc
class β ∈ π2(X, Fb) where b ∈ B0, the Maslov index of β is µ(β)= 2D ·β.

Definition 3.3 [Chan et al. 2012]. The wall H of a Lagrangian fibrartion π : X→ B
is the set of point b ∈ B0 such that Fb := π

−1(b) bounds non-constant holomorphic
disks with Maslov index 0.

The complement of H ⊂ B0 consists of several connected components, which we
call chambers. Over different chambers the Lagrangian fibers behave differently in
a Floer-theoretic sense. Away from the wall H , the one-point open Gromov–Witten
invariants are well-defined using the machinery of Fukaya–Oh–Ohta–Ono:

Definition 3.4 (open Gromov–Witten invariants [Fukaya et al. 2009]). For b in
B0 \ H and β in π2(X, Fb), let M1(β) be the moduli space of stable discs with
one boundary marked point representing β, and [M1(β)]

virt be the virtual fun-
damental class of M1(β). The open Gromov–Witten invariant associated to β

4When the discriminant locus has codimension-two, B0 is automatically connected. Although the
Lagrangian fibrations of G̃k,l we study have codimension-one discriminant loci, B0 is still connected.
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is nβ :=
∫
[M1(β)]virt ev∗[pt], where ev :M1(β)→ Fb is the evaluation map at the

boundary marked point and [pt] is the Poincaré dual of the point class of Fb.

We will restrict to disc classes which are transversal to the boundary divisor D
when we construct the mirror space (while for the mirror superpotential we need to
consider all disc classes).

Definition 3.5 (transversal disc class). A disc class β ∈ π2(X, Fb) for b ∈ B0 is
said to be transversal to the boundary divisor D, which is denoted as β t D, if all
stable discs in M1(β) intersect transversely with the boundary divisor D.

Due to dimension reason, the open Gromov–Witten invariant nβ is non-zero
only when the Maslov index µ(β)= 2. When β is transversal to D or when X is
semi-Fano, namely c1(α) = D · α ≥ 0 for all holomorphic sphere classes α, the
number nβ is invariant under small deformation of complex structure and under
Lagrangian isotopy in which all Lagrangian submanifolds in the isotopy do not
intersect D nor bound non-constant holomorphic disc with Maslov index µ(β) < 2.

A procedure realizing the SYZ program based on symplectic geometry was
proposed in [Chan et al. 2012] as follows:

(i) Construct the semi-flat mirror X∨0 of X0 := π
−1(B0) as the space of pairs

(b,∇) where b ∈ B0 and ∇ is a flat U(1)-connection on the trivial complex
line bundle over Fb up to gauge. There is a natural map π∨ : X∨0 → B0 given
by forgetting the second coordinate. The semi-flat mirror X∨0 has a canonical
complex structure [Leung 2005] and the functions e−

∫
β
ω Hol∇(∂β) on X∨0 for

disc classes β ∈ π2(X, Fb) are called semi-flat complex coordinates. Here
Hol∇(∂β) denotes the holonomy of the flat U(1)-connection ∇ along the path
∂β ∈ π1(Fb).

(ii) Define the generating functions of open Gromov–Witten invariants for 1≤ i≤m

(2) Zi (b,∇) :=
∑

β∈π2(X,Fb)
β·Di=1,βtD

nβe−
∫
β
ω Hol∇(∂β),

for (b,∇) ∈ (π∨)−1(B0 \ H), which serve as quantum corrected complex
coordinates. The function Zi can be written in terms of the semi-flat complex
coordinates, and hence they generate a subring C[Z1, . . . , Zm] in the function
ring5 over (π∨)−1(B0 \ H).

5In general we need to use the Novikov ring instead of C since Zi could be a formal Laurent series.
In the cases that we study later, Zi are Laurent polynomials whose coefficients are convergent, and
hence the Novikov ring is not necessary.
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(iii) Define the SYZ mirror of X with respect to the Lagrangian torus fibration π
to be the pair (X∨,W ) where X∨ := Spec (C[Z1, . . . , Zm]) and

W =
∑

β∈π2(X,Fb)

nβe−
∫
β
ω Hol∇(∂β).

Moreover, X∨ is defined as the SYZ mirror of a non-compact Calabi–Yau
manifold Y if it is obtained from the above construction for a compactification of Y .
It is expected that different compactifications would result in the same SYZ mirror.
In this paper we fix one compactification as an initial data for the SYZ construction.

In the following sections we will apply the above recipe to the generalized
conifolds and orbifolded conifolds. We will carry out in detail the SYZ construction
from Ĝk,l to Õk,l which is the most interesting case (see immediately below), in
which we construct a doubled version of the Gross fibration [Goldstein 2001; Gross
2001] and compute the open Gromov–Witten invariants. The other cases, namely
the SYZ constructions from Õk,l to Ĝk,l , from Ôk,l to G̃k,l , and from Ĝk,l to Õk,l ,
are essentially obtained by applying the techniques developed in [Lau 2014; Chan
et al. 2012; Abouzaid et al. 2016], and so we will be brief. In fact G]

k,l and O]

k,l
are useful testing grounds for the SYZ program and we shall illustrate how these
various important ideas fit together by examining them.

SYZ from Ĝk,l to Õk,l . We first construct the SYZ mirror of the resolved general-
ized conifold Ĝk,l . While the resolved generalized conifold Ĝ]

k,l is a toric Calabi–
Yau threefold, we will not use the Gross fibration because it is not compatible
with the chosen anticanonical divisor DG and hence do not produce the resolved
orbifolded conifold Õk,l as the mirror. We will instead use a doubled version of the
Gross fibration explained below.

The fan of Ĝ]

k,l is given by the cone over a triangulation depicted in Figure 1,
right. We label the divisors corresponding to the rays generated by (i, 0, 1) to
be Di for 0 ≤ i ≤ k, and those corresponding to the rays generated by ( j, 1, 1)
to be Dk+1+ j for 0 ≤ j ≤ l. Each divisor Di corresponds to a basic disc class
βi ∈ π2(X, L) where L denotes a moment-map fiber [Chan et al. 2012].

Let us first compactify the resolved generalized conifold Ĝk,l as follows. We
add the rays generated by (0, 0,−1), (0,−1,−1), (1, 0, 0) and (−1, 0, 0), and the
corresponding cones, to the fan of Ĝ]

k,l . Let us denote the resulting toric variety by
Ĝk,l

∗ (and we fix a toric Kähler form on it). Let Dz=∞, Dw=∞, Dξ=0 and Dξ=∞
be the corresponding additional toric prime divisors and βz=∞, βw=∞, βξ=0 and
βξ=0 be the additional basic disc classes respectively.

Note that Ĝk,l
∗ is in general not semi-Fano since there could be holomorphic

spheres with the Chern class c1 < 0 supported in the newly added divisors (or in
other words the fan polytope of Ĝk,l

∗ may contain a interior lattice point). However
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since we only need to consider transversal disc classes (Definition 3.5) in the
definition of X∨, these holomorphic spheres do not enter into our constructions.

We now construct a special Lagrangian fibration and apply the SYZ construction
on Ĝk,l

∗. Consider the Hamiltonian T 1-action on Ĝk,l
∗ corresponding to the vector

(1, 0, 0) in the vector space which supports the fan. Denote by πT 1 : Ĝk,l
∗
→R the

moment map associated to this Hamiltonian T 1-action, whose image is a closed
interval I . Let θ be the angular coordinate corresponding to the Hamiltonian T 1-
action. Recall that x, y, z, w are toric functions corresponding to the lattice points
ν1, ν3, ν2, ν4 (in the vector space which supports the moment polytope) defined by
(1). Note that z = 0 on the toric divisors D0, . . . , Dk , while w = 0 on the toric
divisors Dk+1, . . . , Dk+l+1. Moreover the pole divisors of z and w are Dz=∞ and
Dw=∞ respectively.

The toric Kähler form on Ĝk,l
∗ can be written as

ω := dπT 1 ∧ dθ +
√
−1

c1(1+ |z|2)2
dz ∧ dz̄+

√
−1

c2(1+ |w|2)2
dw∧ dw̄

for some c1, c2 ∈ R>0. We define a T 3-fibration π : Ĝk,l
∗
→ B := [−∞,∞]2× I

by

π(x, y, z, w)= (b1, b2, b3)= (log |z− 1|, log |w− 1|, πT 1(x, y, z, w)).

We also define a nowhere-vanishing meromorphic volume form by

� := d log x ∧ d log(z− 1)∧ d log(w− 1).

The pole divisor D of � is given by the union

D = Dz=1 ∪Dw=1 ∪Dz=∞ ∪Dw=∞ ∪Dξ=0 ∪Dξ=∞

whose image under π is the boundary of B (Dz=1 and Dw=1 denotes the divisors
{z = 1} and {w = 1} respectively). Using the method of symplectic reductions
[Goldstein 2001], we obtain the following.

Proposition 3.6. The T 3-fibration π defined above is a special Lagrangian fibration
with respect to ω and �.

Proof. Consider the symplectic quotient of the Hamiltonian T 1-action: M̃ :=
π−1

T 1 ({b3})/T 1 for certain b3 ∈ R. Since the toric coordinates z and w are invariant
under the T 1-action, they descend to the quotient M̃ . This gives an identification
of M̃ with P1

×P1. The induced symplectic form on the quotient M̃ is given by

ω̃ =

√
−1

c1(1+ |z|2)2
dz ∧ dz̄+

√
−1

c2(1+ |w|2)2
dw∧ dw̄

=

√
−1|z−1|2

c1(1+|z|2)2
dlog(z−1)∧dlog(z−1)+

√
−1|w−1|2

c2(1+|w|2)2
dlog(w−1)∧dlog(w−1),
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C2

(z,w)

Gk,l

(|z-1|,|w-1|)

R>0
2

xy=0

T1

Figure 3. Conic fibration after resolution.

where
√
−1 =

√
−1. The induced holomorphic volume form �̃, which is the

contraction of � by the vector field induced from the T 1-action, equals to

�̃= d log(z− 1)∧ d log(w− 1).

It is clear that ω̃ and Re(�̃) restricted on each fiber of the fibration (|z−1|, |w−1|)
are both zero. Hence the fibers of the map (|z− 1|, |w− 1|) are special Lagrangian
in M̃ . By [Goldstein 2001, Lemma 2], we therefore conclude that the fibers of π
are special Lagrangian. �

We may think of this fibration as the combination of a conic bundle (Figure 3)
and the moment map πT 1 associated to the lift of (x, y)-coordinates (Figure 4,
left). The latter measures the volumes of the exceptional curves P1 of the crepant
resolution Ĝk,l→ Gk,l .

Proposition 3.7. The discriminant locus of the fibration π is the union of the
boundary ∂B together with the lines {b1= 0, b3= si }

k
i=1∪{b2= 0, b3= t j }

l
j=1⊂ B

for si , t j ∈ R with Crit(πT 1)= {s1, . . . , sk, t1, . . . , tl}.

Proof. The first and second coordinates of π are b1= log |z−1| and b2= log |w−1|
respectively, which degenerates over the boundaries b1 = log |z − 1| = ±∞ or
b2= log |w−1| =±∞. The third coordinate πT 1 degenerates at those codimension-
two toric strata whose corresponding 2-dimensional cones in the fan contain the
vector (1, 0, 0). These cones are either [i − 1, i] × {0} × R for 1 ≤ i ≤ k or
[ j − 1, j] × {1} × R for 1 ≤ j ≤ l. The corresponding images under πT 1 are

(0,0)

(0,1)
(2,1)

(4,0)

(0,0)

(0,1)
(2,1)

(4,0)

(a) (b)

Figure 4. Left: moment map πT 1 . Right: crepant resolution.
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isolated points s1, . . . , sk or t1, . . . , tl respectively. Moreover z = 0 on a toric
strata corresponding to a cone [i − 1, i] × {0} ×R, while w = 0 on a toric strata
corresponding to a cone [ j − 1, j]× {1}×R. Hence b1 = 1 or b2 = 1 respectively,
and the discriminant locus is as stated above. �

Proposition 3.8. The wall H of the fibration π is given by the union of two vertical
planes given by b1 = 0 and b2 = 0.

Proof. Suppose a fiber Fr bounds a non-constant holomorphic disc u of Maslov
index 0. By the Maslov index formula in Lemma 3.2, the disc does not intersect the
boundary divisors {z= 0} nor {w= 0}. Thus the functions (z−1)◦u and (w−1)◦u
can only be constants. If both the numbers z ◦u and w ◦u are non-zero, the fiber of
(z, w) is just a cylinder, and a fiber of b3 defines a non-contractible circle in this
cylinder, which topologically does not bound any non-trivial disc. Thus either z = 0
or w= 0 on the disc, which implies that b1= log |z−1| = 0 or b2= log |w−1| = 0.
In these cases Fr intersects a toric divisor and bounds holomorphic discs in the
toric divisor. �

Figure 5, left, illustrates the wall stated in the above proposition.
From now on we fix the unique crepant resolution of Gk,l such that s1 < . . . <

sk < t1 . . . < tl holds (Figure 4, right). For other crepant resolution the construction
is similar (while the SYZ mirrors have different coefficients, namely the mirror
maps are different). Such a choice is just for simplifying the notations and is not
really necessary (see also Remark 3.13).

We then fix the basis

(3) {Ci }
k−1
i=1 ∪ {C0} ∪ {Ei }

l−1
i=1

of H2(Ĝk,l) (Figure 5, right), where Ci for 1 ≤ i ≤ k − 1 is the holomorphic
sphere class represented by the toric 1-stratum corresponding to the 2-cone by
{(0, 1), (i, 0)}; C0 corresponds to the 2-cone generated by {(0, 1), (k, 0)}; Ei cor-
responds to the 2-cone generated by {(i, 1), (k, 0)}. The image of a holomorphic
sphere in Ci under the fibration map lies in {0} ×R× [si , si+1]; the image of C0

lies in {0}× {0}× [sk, t1], and the image of Ei lies in R×{0}× [ti , ti+1].

Ck-1

D

E1

(a) (b)

Figure 5. Left: walls. Right: holomorphic spheres.
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Fix the contractible open subset

U := B0 \ {(b1, b2, b3) | b1 = 0 or b2 = 0, b3 ∈ [s1,+∞)} ⊂ B0

over which the Lagrangian fibration π trivializes. For b = (b1, b2, b3) with b1 > 0
and b2 > 0, we use the Lagrangian isotopy

(4) L t
= {log |z− t | = b1, log |w− t | = b2, πT (x, y, z, w)= b3}

for t ∈ [0, 1] to link a moment-map fiber (when t = 0) with a Lagrangian torus
fiber Fb of π (when t = 1). Then for a general base point b′ ∈U , we can link the
fibers Fb and Fb′ by a Lagrangian isotopy induced by a path joining b and b′ in the
contractible set U (and the isotopy is independent of choice of the path). Through the
isotopy disc classes bounded by a moment-map fiber L can be identified with those
bounded by Fb, that is, π2(Ĝk,l

∗
, Fb)∼= π2(Ĝk,l

∗
, L). Note that this identification

depends on choice of trivialization, and henceforth we fix such a choice. The two
vertical walls {b1 = 0} and {b2 = 0} divides the base B = [−∞,∞]2× I into four
chambers. Lagrangian torus fibers over different chambers have different open
Gromov–Witten invariants.

Theorem 3.9. Denote by L a moment-map fiber of Ĝk,l
∗ and by Fb a Lagrangian

torus fiber of π at b ∈ B0. Let β ∈ π2(Ĝk,l
∗
, Fb) with β t D.

(1) Over the chamber C++ := {b1 > 0, b2 > 0}, we have nFb
β = nL

β .

(2) Over the chamber C+− := {b1 > 0, b2 < 0}, we have nFb
β = 0 unless β = βk+1,

βξ=0, βξ=∞, βz=∞, βw=∞ + (β j − βk+1)+ α for k + 1 ≤ j ≤ k + l + 1 and
α ∈ H c1=0

2 being a class of rational curves which intersect the open toric orbit
of the toric divisor D j , or β = βi + α for 0 ≤ i ≤ k and α ∈ H c1=0

2 being a
class of rational curves which intersect the open toric orbit of the toric divisor
Di . Moreover

nFb
βk+1
= nFb

βξ=0
= nFb

βξ=∞
= nFb

βz=∞
= 1, nFb

βw=∞+(β j−βk+1)+α
= nL

β j+α

for k+ 1≤ j ≤ k+ l + 1, and

nFb
βi+α
= nL

βi+α

for 0≤ i ≤ k.

(3) Over the chamber C−+ := {b1 < 0, b2 > 0}, we have nFb
β = 0 unless β = β0,

βξ=0, βξ=∞, βw=∞, βz=∞+(βi−β0)+α for 0≤ i ≤ k and α ∈ H c1=0
2 being a

class of rational curves which intersect the open toric orbit of the toric divisor
Di , or β = β j + α for k + 1 ≤ j ≤ k + l + 1 and α being a class of rational
curves which intersect the open toric orbit of the toric divisor D j . Moreover

nFb
β0
= nFb

βξ=0
= nFb

βξ=∞
= nFb

βw=∞
= 1, nFb

βz=∞+(βi−β0)+α
= nL

βi+α
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for 0≤ i ≤ k, and
nFb
β j+α
= nL

β j+α

for k+ 1≤ j ≤ k+ l + 1.

(4) Over the chamber C−− := {b1 < 0, b2 < 0}, we have nFb
β = 0 unless β = β0,

βk+1, βξ=0, βξ=∞, βz=∞+ (βi −β0)+α for 0≤ i ≤ k and α ∈ H c1=0
2 being a

class of rational curves which intersect the open toric orbit of the toric divisor
Di , or βw=∞ + (β j − βk+1)+ α for k + 1 ≤ j ≤ k + l + 1 and α ∈ H c1=0

2
being a class of rational curves which intersect the open toric orbit of the toric
divisor D j . Moreover

nFb
β0
= nFb

βk+1
= nFb

βξ=0
= nFb

βξ=∞
= 1, nFb

βz=∞+(βi−β0)+α
= nL

βi+α

for 0≤ i ≤ k, and

nFb
βw=∞+(β j−βk+1)+α

= nL
β j+α

for k+ 1≤ j ≤ k+ l + 1.

Proof. The open Gromov–Witten invariants nβ is non-zero only when β has Maslov
index 2, and so we can focus on µ(β)= 2 with β t D.

For a fiber F(b1,b2,b3) with b1 > 0 and b2 > 0, F(b1,b2,b3) is Lagrangian isotopic
to a moment-map fiber L through L t defined by (4). Moreover each L t does not
bound any holomorphic disc of Maslov index 0 because for every t ∈ [0, 1], the
circles |z− t | = b1 and |w− t | = b2 never pass through z= 0 and w= 0 respectively.
Thus the open Gromov–Witten invariants of L and that of F(b1,b2,b3) are the same.

Now consider the chamber C+−. First we use the Lagrangian isotopy

L1,t
= {log |z− 1| = b1, log |w− t | = b2, πT (x, y, z, w)= b3}

for t ∈ [1, R] which identifies F(b1,b2,b3) with L1,R for R� 0. L1,t never bounds
any holomorphic disc of Maslov index 0, since for every t ∈ [1, R], the circles
|z− 1| = b1 and |w− t | = b2 never pass through z = 0 and w = 0 respectively.

Then we take the involution ι : Ĝk,l
∗
→ Ĝk,l

∗ defined as identity on z, πT 1, θ

and mapping w 7→ Rw
w−R . This involution maps the fiber L1,R to the Lagrangian

L ′ = {log |z− 1| = b1, log |w− R| = 2(log R)− b2, πT (x, y, z, w)= b3}

which can again be identified with the fiber F(b1,2(log R)−b2,b3) with b1 > 0 and
2(log R)− b2 > 0. Also ι tends to the negative identity map as R tends to infinity.
Hence for R� 0, the pulled-back complex structure by ι is a small deformation of
the original complex structure, and hence the open Gromov–Witten invariants of
F(b1,b2,b3) remain invariant. Now using Case 1 the open Gromov–Witten invariants
of F(b1,2(log R)−b2,b3) can be identified with a moment-map fiber L .
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By considering the intersection numbers of the disc classes and the divisors,
one can check that the disc classes βi for 0 ≤ i ≤ k, βk+1, βξ=0, βξ=∞, βz=∞,
(β j −βk+1) for k+ 1≤ j ≤ k+ l+ 1, and all rational curve classes α are invariant
under the involution. Moreover βk+1 and βw=∞ are switched under the involution.
Putting all together, we obtain a complete relation between open Gromov–Witten
invariants of F(b1,b2,b3) and that of L , and this gives the formulae in Case 2.

Cases 3 and 4 are similar. For Case 3 we use the Lagrangian isotopy

L t,1
= {log |z− t | = b1, log |w− 1| = b2, πT (x, y, z, w)= b3}

for t ∈ [1, R] and the involution defined as identity on w,πT 1, θ and mapping
z 7→ Rz

z−R . For Case 4 we use the Lagrangian isotopy

L t
= {log |z− t | = b1, log |w− t | = b2, πT (x, y, z, w)= b3}

for t ∈ [1, R] and the involution defined as identity on πT 1, θ and mapping z 7→ Rz
z−R ,

w 7→ Rw
w−R . �

We can compute the the open Gromov–Witten invariants of the moment-map
fiber, using the open mirror theorem [Chan et al. 2016, Theorem 1.4 (1)]. The result
is essentially the same as the one in [Lau et al. 2012, Theorem 4.2] for the minimal
resolution of An-singularities as follows.

Theorem 3.10. Let L be a regular moment-map fiber of Ĝk,l , and consider a disc
class β ∈π2(X, L). The open Gromov–Witten invariant nL

β equals to 1 if β=βp+α

for 0≤ p ≤ k+ l + 1, where α is a class of rational curves which takes the form

α =


∑k−1

i=1 si Ci when 1≤ p ≤ k− 1,∑l−1
i=1 si Ei when k+ 2≤ p ≤ k+ l,

0 when p = 0, k, k+ 1 or k+ l + 1,

and {si }
m−1
i=1 (where m equals to k in the first case and l in the second case) is an

admissible sequence with center p in the first case, which means that

(1) si ≥ 0 for all i and s1, sm−1 ≤ 1;

(2) si ≤ si+1 ≤ si + 1 when i < p, and si ≥ si+1 ≥ si − 1 when i ≥ p,

and with center p− k− 1 in the second case. For any other β, nL
β = 0.

Proof. We will prove the assertion by using the open mirror theorem. Recall the
curve classes Ci , C0 and E j introduced in (3) for 1≤ i ≤ k−1 and 1≤ j ≤ l−1. Ci

and Ei are (−2, 0)-curves, while C0 is a (−1,−1)-curve. The intersection numbers
with the toric prime divisors D j are as follows:

(1) Ci ·Di−1=Ci ·Di+1= 1;Ci ·Di =−2; and Ci ·D j = 0 for all j 6= i−1, i, i+1;
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(2) C0 · Dk = C0 · Dk+1 =−1;C0 · Dk−1 = C0 · Dk+2 = 1; and C0 · D j = 0 for all
j 6= k− 1, k, k+ 1, k+ 2;

(3) Ei · Dk+i−1 = Ei · Dk+i+1 = 1; Ei · Dk+i = −2; and Ei · D j = 0 for all
j 6= k+ i − 1, k+ i, k+ i + 1.

Let qCi , qC0, q Ei be the corresponding Kähler parameters and q̌Ci , q̌C0, q̌ Ei be
the corresponding complex parameters. They are related by the mirror map:

qCi = q̌Ci exp
(
−

k+1+l∑
j=0

(Ci ·D j )g j (q̌)
)
= q̌Ci exp

(
−(gi−1(q̌)+gi+1(q̌)−2gi (q̌))

)
,

qC0 = q̌C0 exp
(
−

k+1+l∑
j=0

(C0 ·D j )g j (q̌)
)
= q̌C0 exp

(
−(gk−1(q̌)+gk+1(q̌))

)
,

q Ei = q̌ Ei exp
(
−

k+1+l∑
j=0

(Ei ·D j )g j (q̌)
)

= q̌ Ei exp
(
−(gk+i−1(q̌)+ gk+i+1(q̌)− 2gk+i (q̌))

)
.

The functions gi (q̌) are attached to the toric prime divisor Di for 0≤ i ≤ k+ l + 1.
We have g0= gk = gk+1= gk+l+1= 0. Moreover for 1≤ i ≤ k−1, gi only depends
on the variables q̌Cr for 1≤ r ≤ k− 1; for k+ 2≤ i ≤ k+ l, the function gi only
depends on the variables q̌ Er for 1≤ r ≤ l − 1. Explicitly gi is written in terms of
hypergeometric series:

gi (q̌) :=
∑

d·Di<0
d·Dr≥0

for all r 6=i

(−1)(Di ·d)(−(Di · d)− 1)!∏
p 6=i (Dp · d)!

q̌d

where for 1 ≤ i ≤ k − 1, the summation is over d =
∑k−1

r=1 n j C j (n j ∈ Z≥0) with
d · Di < 0 and d · Dp ≥ 0 for all p 6= i ; for k+2≤ i ≤ k+ l, the summation is over
d =

∑l−1
r=1 n j E j (n j ∈ Z≥0) with d satisfying the same condition. Then the open

mirror theorem [Chan et al. 2016, Theorem 1.4 (1)] states that∑
α

nβi+αqα(q̌)= exp gi (q̌).

Note that for 1≤ i ≤ k−1, the function gi takes exactly the same expression as that
in the toric resolution of Ak−1-singularity; for 1 ≤ i ≤ l − 1, the function gi+k+1

takes exactly the same expression as that in the toric resolution of Al−1-singularity.
Thus the mirror maps for qCi and q Ei coincide with that for Ak−1-resolution and
Al−1-resolution respectively. Moreover the above generating function of open
Gromov–Witten invariants coincide. Then result follows from the formula for open
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Gromov–Witten invariants in An-resolution given in [Lau et al. 2012, Theorem
4.2]. �

Remark 3.11. Theorem 3.10 can also be proved by comparing the disc moduli for
Ĝk,l and resolution of Ak- and Al-singularities, which involves details of obstruction
theory of disc moduli space. Here take the more combinatorial approach using open
mirror theorems.

Theorem 3.12. The SYZ mirror of the resolved generalized conifold Ĝk,l is given
by the deformed orbifolded conifold in C4

×C× defined by the following equations,
where U1,U2, V1, V2 ∈ C and Z ∈ C×:

U1V1 = (1+ Z)(1+ q1 Z) . . . (1+ q1 . . . qk−1 Z),

U2V2 = (1+ cZ)(1+ q ′1cZ) . . . (1+ q ′1 . . . q
′

l−1cZ),

and where qi = e−
∫

Ci
ω, q ′j = e−

∫
Ei
ω, and c = q1 . . . qk−1e−

∫
C0
ω.

Proof. Let Z̃β = e−
∫
β
ω Hol∇(∂β) be the semi-flat mirror complex coordinates

corresponding to each disc class β ∈ π2(Ĝk,l
∗
, Fb) for b ∈ B0 \ H . For simplicity

we denote Z̃βξ=0 by Z̃ , Z̃β0 by Ũ1, Z̃βk+1 by Ũ2, Z̃βz=∞ by Ṽ1, and Z̃βw=∞ by Ṽ2.
We have Z̃ Z̃βξ=∞ = qβξ=0+βξ=∞ is a constant (since βξ=0+βξ=∞ ∈ H2(Ĝk,l

∗
)), and

for simplicity we set the constant to be 1. Thus Z̃βξ=∞ = Z̃−1.
Let ZD be the generating function of open Gromov–Witten invariants correspond-

ing to a boundary divisor D (see (2)). By Theorem 3.9 there is no wall-crossing for
the disc classes βξ=0 and βξ=∞, and they are the only disc classes of Maslov index
2 and intersecting Dξ=0 and Dξ=∞ exactly once respectively. Hence ZDξ=0 = Z̃ and
ZDξ=∞

= Z̃−1. For simplicity we denote ZDξ=0 by Z , and hence Z = Z̃ (meaning
that the coordinate Z does not need quantum corrections).

Theorem 3.10 gives the open Gromov–Witten invariants of moment-map tori,
which then gives the open Gromov–Witten invariants of fibers of our Lagrangian
fibration by Theorem 3.9. Then by some nice combinatorics which also appears
in [Lau et al. 2012, Proof of Corollary 4.3], the generating functions factorizes as
follows:

(1) ZDz=1 = Ũ1 and ZDw=1 = Ũ2 over C−−,

(2) ZDz=1 = Ũ1(1+ Z)(1+q1 Z) . . . (1+q1 . . . qk−1 Z) and ZDw=1 = Ũ2 over C+−,

(3) ZDz=1 = Ũ1 and ZDw=1 = Ũ2(1+ cZ)(1+ q ′1cZ) . . . (1+ q ′1 . . . q
′

l−1cZ) over
C−+,

(4) ZDz=1= Ũ1(1+Z)(1+q1 Z) . . . (1+q1 . . . qk−1 Z) and ZDw=1= Ũ2(1+cZ)(1+
q ′1cZ) . . . (1+ q ′1 . . . q

′

l−1cZ) over C++.

(5) ZDz=∞ = Ũ−1
1 over C++ ∪C+−,
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(6) ZDz=∞ = Ũ−1
1 (1+ Z)(1+ q1 Z) . . . (1+ q1 . . . qk−1 Z) over C−+ ∪C−−,

(7) ZDw=∞
= Ũ−1

2 over C++ ∪C−+,

(8) ZDw=∞
= Ũ−1

2 (1+ cZ)(1+ q ′1cZ) . . . (1+ q ′1 . . . q
′

l−1cZ) over C+− ∪C−−.

Therefore we conclude that the ring generated by the functions Z = ZDξ=0 , ZDξ=∞
=

Z−1, U1 := ZDz=1 , V1 := ZDz=∞ , U2 := ZDw=1 , V2 := ZDw=∞
is the polynomial ring

C[U1,U2, V1, V2, Z , Z−1
] mod out by the relations

U1V1 = (1+ Z)(1+ q1 Z) . . . (1+ q1 . . . qk−1 Z),

U2V2 = (1+ cZ)(1+ q ′1cZ) . . . (1+ q ′1 . . . q
′

l−1cZ).

This completes the proof of the theorem. �

Remark 3.13. If a different crepant resolution is taken, the mirror takes the same
form as above while the coefficients of the polynomials on the right hand side are
different functions of the Kähler parameters qi and q ′i . They correspond to different
choices of limit points (and hence different flat coordinates) over the complex
moduli.

SYZ from G̃k,l to Ôk,l . The deformed generalized conifold G̃k,l is given by{
(x, y, z, w) ∈ C2

× (C \ {1})2
∣∣ xy−

k∑
i=0

l∑
j=0

ai, j ziw j
= 0

}
for generic coefficients ai, j ∈ C. It is a conic fibration over the second factor
(C \ {1})2 with discriminant locus being the Riemann surface 6k,l ⊂ (C \ {1})2

defined by the equation
∑k

i=0
∑l

j=0 ai, j ziw j
= 0 which has genus kl and (k+ l)

punctures. The SYZ construction for such a conic fibration follows from [Abouzaid
et al. 2016]. Here we just give a brief description. We will use the standard
symplectic form on C2

× (C \ {1})2 restricted to the hypersurface G̃k,l . First, G̃k,l

is naturally compactified in P2
× (P1)2 as a symplectic manifold, and we denote

the compactification by G̃k,l
∗. There is a natural Hamiltonian T 1-action on G̃k,l

∗

given by, for t ∈ T 1
⊂ C

t · (x, y, z, w) := (t x, t−1 y, z, w).

By carefully analyzing the symplectic reduction of this T 1-action, a Lagrangian
torus fibration π : G̃k,l

∗
→ B := [−∞,∞]3 was constructed in [Abouzaid et al.

2016, Section 4]. Topologically the fibration is the homeomorphic to the naive one
given by

(x, y, z, w) 7→ (b1, b2, b3)=
(

log |z|, log |w|, 1
2(|x |

2
− |y|2)

)
.

However since the symplectic form induced on the symplectic quotient is not the
standard one on P2, it has to be deformed to give a Lagrangian fibration.
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C2

(z,w)

Gk,l

(log|z|,log|w|)

R>0
2

Ak,l

T1

Figure 6. Conic fibration and amoeba Ak,l .

The discriminant locus of this fibration consists of the boundary of B and
Ak,l×{0}, where Ak,l⊂[−∞,∞]

2 is the compactification of the amoeba Ak,l⊂R2
≥0

of the Riemann surface 6k,l (Figure 6), namely the image of 6k,l under the map
(z, w) 7→ (log |z|, log |w|).

The wall for open Gromov–Witten invariants is given by H = Ak,l ×[−∞,∞]

[Abouzaid et al. 2016, Proposition 5.1]. The complement B\H consists of (k+1)×
(l + 1) chambers. In this specific case, we have a nice degeneration as follows. Let
us consider a special point on the the complex moduli space of G̃k,l

∗ where the
defining equation of the Riemann surface 6k,l factorizes as

k∑
i=0

l∑
j=0

ai, j ziw j
= f (z)g(w)

for polynomials f (z) and g(w) of degree k and l respectively (and we assume that
their roots are all distinct and non-zero). At this point, G̃k,l

∗ acquires kl conifold
singularities. The wall becomes the union of vertical hyperplanes

{b2 = log |ri |}
k
i=1 ∪ {b3 = log |s j |}

l
j=1 ⊂ R3,

where ri and s j are the roots of f (z) and g(w) respectively (Figure 7).
These hyperplanes divide the base into (k + 1)(l + 1) chambers. We label the

chambers by Ci, j for i = 0, . . . , k and j = 0, . . . , l from left to right and from
bottom to up.

Conifold	point

Figure 7. Amoeba around conifold locus.
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Theorem 3.14. The SYZ mirror of the deformed generalized conifold G̃k,l is given
by, for Ui , Vi ∈ C and Z ∈ C×,

U1V1 = (1+ Z)k, U2V2 = (1+ Z)l,

which is the punctured orbifolded conifold Ok,l .

Proof. The wall-crossing of open Gromov–Witten invariants was deduced in
[Abouzaid et al. 2016, Lemma 5.4], and we just sketch the result here. For
p = 1, 2, let Up be the generating function of open Gromov–Witten invariants
for disc classes intersecting the boundary divisor π−1({bp = 0}) once. Denote
the semi-flat coordinates corresponding to the basic disc classes emanated from
π−1({bp = 0}) by Z̃i , and denote by Z the semi-flat coordinate corresponding to
the b3-direction (which admits no quantum corrections). Then U1 restricted to the
chamber Ci, j equals to the polynomial Z̃1(1+ Z)i , and U2 restricted to the chamber
Ci, j equals to Z̃2(1+ Z) j . By gluing the various chambers together using the above
wall-crossing factor 1+ Z , we obtain the SYZ mirror as claimed. �

Remark 3.15. The equation in Theorem 3.14 defines a singular variety Ok,l . This
is a typical feature of our SYZ construction, which produces a complex variety out
of a symplectic manifold: we may obtain a singular variety as the SYZ mirror, and
we need to take a crepant resolution to get a smooth mirror. Since we concern about
the complex geometry of this variety, Ok,l is not distinguishable from its crepant
resolution Ôk,l .

SYZ from Ôk,l to G̃k,l . The partial compactification Ô]

k,l of Ôk,l is a toric Calabi–
Yau threefold and its SYZ mirror was constructed in [Chan et al. 2012]. In this
section we quote the relevant results, omitting the details. First, a crepant resolution
Ôk,l of Ôk,l corresponds to a maximal triangulation of �k,l (Figure 2, right). We
have the Lagrangian torus fibration

π : Ôk,l→ B := R2
×R≥0

constructed in [Goldstein 2001; Gross 2001], whose discriminant locus consists of
two components. One is the boundary ∂B, and the other is topologically given by
the dual graph of the maximal triangulation lying in the hyperplane {b3 = 1} ⊂ B,
where we denote the coordinates of B by b = (b1, b2, b3).

The wall is exactly the hyperplane {b3 = 1} containing one component of the
discriminant locus. It is associated with a wall-crossing factor, which is a polynomial
whose coefficients encode the information coming from holomorphic discs with
Maslov index 0. The explicit formula for the coefficients were computed in [Chan
et al. 2016]. Applying these results, we obtain the following:
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Theorem 3.16. The SYZ mirror of the resolved orbifolded conifold Ôk,l is a de-
formed generalized conifold G̃k,l given as{

(U, V, Z ,W ) ∈ C2
× (C×)2

∣∣ U V =
k∑

i=0

l∑
j=0

qCi j (1+ δi j (q̌))Z i W j
}
.

The notations are explained as follows. Let βi j be the basic disc class cor-
responding to the toric divisor Di j ⊂ Ôk,l . Then Ci j denotes the curve class
βi j − i(β10 − β00)− j (β01 − β00)− β00. The coefficients 1+ δi j (q̌) is given by
exp(gi j (q̌)) where

gi j (q̌) :=
∑

d

(−1)(Di j ·d)(−(Di j · d)− 1)!∏
(a,b) 6=(i, j)(Dab · d)!

q̌d ,

and the summation is over all effective curve classes d ∈ H eff
2 (Ok,l) satisfying

Di j ·d < 0 and Dp ·d ≥ 0 for all p 6= (i, j). Lastly q and q̌ are related by the mirror
map:

qC
= q̌C exp

(
−

∑
i, j

(Di j ·C)gi j (q̌)
)
.

It is worth noting that the above SYZ mirror manifold can be identified with
the Hori–Iqbal–Vafa mirror manifold [Hori et al. 2000]. The former has the advan-
tage that it is intrinsically expressed in terms of flat coordinates and contains the
information about certain open Gromov–Witten invariants.

SYZ from Õk,l to Ĝk,l . Recall that the fan polytope of the orbifolded conifold
O]

k,l is the cone over a rectangle [0, k]× [0, l]. Smoothings of Õk,l correspond to
the Minkowski decompositions of [0, k]× [0, l] into k copies of [0, 1]× {0} and l
copies of {0}× [0, 1] [Altmann 1997]. The SYZ mirrors for such smoothings were
constructed in [Lau 2014]. Here we can write down the Lagrangian fibration more
explicitly by realizing Õk,l as a double conic fibration. Recall that the deformed
orbifolded conifold Õk,l is defined as

Õk,l = {(u1, u2, v1, v2, z) ∈ C4
×C× | u1v1 = f (z), u2v2 = g(z)}

where f (z) and g(z) are generic polynomials of degree k and l respectively. We
assume that all roots ri and s j of f (z) and g(z) respectively are distinct and
non-zero. Moreover, we can naturally compactly Õk,l in (P2)2 × P1 to obtain
Õk,l

∗
⊂ (P2)2 × P1 (where (u1, u2) and (v1, v2) above become inhomogeneous

coordinates of the two P2 factors.). There is also a natural Hamiltonian T 2-action
on Õk,l

∗ given by, for (s, t) ∈ T 2
⊂ C2

(s, t) · (u1, v1, u2, v2, z) := (su1, s−1v1, tu2, t−1v2, z).
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,l

C

Ok,l

z

T2

T1 |z|=	r

Figure 8. Double conic fibration.

On the other hand, Õk,l
∗ admits a double conic fibration πz : Õk,l

∗
→ P1 by the

projection to the z-coordinate (Figure 8). In this situation, the base P1 of the
fibration can be identified as the symplectic reduction of Õk,l

∗ by the Hamiltonian
T 2-action.

As discussed in [Gross 2001], the Lagrangian fibration |z| : P1
→ [0,∞] gives

rise to the Lagrangian torus fibration π : Õk,l
∗
→ B := [−∞,∞]2×[0,∞] given by

π(u1, v1, u2, v2, z)=
( 1

2(|u1|
2
− |v1|

2), 1
2(|u2|

2
− |v2|

2), |z|
)
.

The map to the first two coordinates is the moment map of the Hamiltonian T 2-
action. We denote the coordinates of B by b = (b1, b2, b3).

Proposition 3.17. (1) The discriminant locus of the fibration π is given by the
disjoint union ∂B∪

(⋃k
i=1{b1 = 0, b3 = |ri |}

)
∪
(⋃l

j=1{b2 = 0, b3 = |s j |}
)
⊂ B.

(2) The fibration π is special with respect to the nowhere-vanishing meromorphic
volume form � := du1 ∧ du2 ∧ d log z on Õk,l

∗.

Proof. The fibration has tori T 3 as generic fibers. Over ∂B where z = 0, the
fibers degenerate to T 2. Thus ∂B is a component of the discriminant locus. Away
from z = 0, the map z → |z| is a submersion. Hence the discriminant locus of
the fibration π comes from that of the moment map of the Hamiltonian T 2-action.
This action has non-trivial stabilizers at u1 = v1 = 0 or u2 = v2 = 0, which implies
f (z)= 0 or g(z)= 0 respectively. Their images under π are {b1 = 0, b3 = |ri |} or
{b2 = 0, b3 = |s j |} respectively. �

Proposition 3.18. A regular fiber of the fibration π bounds a holomorphic disc of
Maslov index 0 only when b3 = |ri | or b3 = |s j |. Thus the wall H of the fibration π
is H =

(⋃k
i=1{b3 = |ri |}

)
∪
(⋃l

j=1{b3 = |s j |}
)
⊂ B.

Proof. A singular fiber of the double conic fibration πz : Õk,l
∗
→ P1 bounds a

holomorphic disc, which has Maslov index 0 by Lemma 3.2, and this happened
only when b3 = |ri | or b3 = |s j |. �

The wall components {b3 = |ri |} and {b3 = |s j |} correspond respectively to the
pieces [0, 1]× {0} and {0}× [0, 1] of the Minkowski decomposition. Wall-crosing
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b3

Figure 9. Walls: (k, l)= (2, 1).

of open Gromov–Witten invariants in this case has essentially been studied in [Lau
2014] in details, and we will not repeat the details here. The key result is that each
wall component contributes a linear factor: each component {b3 = |ri |} contributes
1+ X , and each component {b3 = |s j |} contributes 1+ Y . The SYZ mirror is
essentially the product of all these factors, namely, we obtain the following.

Theorem 3.19. The SYZ mirror of Õk,l is given by

U V = (1+ X)k(1+ Y )l

for U, V ∈ C and X, Y ∈ C×, which is the punctured generalized conifold Gk,l .

An almost the same remark as Remark 3.15 applies to Theorem 3.19 and thus
we confirm the SYZ construction in this case.

4. Global geometric transitions: some discussion

We are now in position to turn to the global case. Let X̂ and X̃ be compact
Calabi–Yau threefolds. We call a geometric transition X̂ 99K X  X̃ a generalized
conifold transition if X has only generalized conifolds and orbifolded conifolds. The
birational contraction appearing in the geometric transition of compact Calabi–Yau
threefolds can be factorized into a sequence of primitive contractions of type I, type
II and type III [Rossi 2006]. In general, type I and type III appear in the geometric
transition of Gk,l and all types appear in the geometric transition of Ok,l .

Motivated by the local case, we are tempted to propose that generalized conifold
transitions are reversed under mirror symmetry. However, this naive conjecture
does not hold because some global conifold transitions are mirror to hyperconifold
transitions, which are not generalized conifold transitions [Davies 2011]. We expect
that a generalized conifold transition is mirror to a reversed generalized conifold
transition if the Calabi–Yau threefold has a Lagrangian torus fibration and the
transition is locally modeled by those given in Section 3.

Example 4.1 (Schoen’s CY threefold and its mirror [Schoen 1988; Lau 2018]).
Using the methods of Castaño-Bernard and Matessi [2009; 2014] in the Gross–
Siebert program, generalized conifold transitions and their mirrors are studied for
the Schoen’s Calabi–Yau threefold in [Lau 2018]. The threefold is a resolution of
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the fiber product of two rational elliptic surfaces over the base P1 [Schoen 1988].
It gives a global manifestation that orbifolded conifolds and generalized conifolds
are mirror to each other.

For each pair of reflexive polygons (P1, P2) (where P1 and P2 are not necessarily
dual to each other), we have an orbifolded conifold degeneration O(P1,P2) of a
Schoen’s Calabi–Yau threefold, and a generalized conifold degeneration G(P1,P2)

of its mirror (in the sense of Legendre transform in Gross–Siebert program [2011]).
A resolution of O(P1,P2) is mirror to a smoothing of G(P̌1,P̌2), and vice versa. P̌
denotes the dual polygon of P (see Figure 10 for an example). We refer the reader
to [Lau 2018] for more details.

Example 4.2 (quintic threefold and its mirror). We set (k, l)= (4, 1) or (3, 2) in
the following. Let X ⊂ P4 be the singular quintic threefold defined by

x0 f (x0, . . . , x4)+ xk
1 x l

2 = 0,

where f (x) is a generic homogeneous polynomial of degree 4. The singular locus
of X consists of 2 curves

{x0 = x1 = f (x)= 0} ∪ {x0 = x2 = f (x)= 0} ⊂ X

of genus 3 intersecting at 4 points. The quintic threefold X has Gk,l around the each
intersection point. Successively blowing up X along the two curves followed by the
blow-up along the divisor {x0 = x1 = 0}, we obtain a projective crepant resolution
X̂ of X . Thus a quintic threefold admits a generalized conifold transition.

On the other hand, the mirror quintic of a quintic threefold is defined as a crepant
resolution of the orbifold

Yφ :=
{ 4∑

i=0
x5

i +φ
4∏

i=0
xi = 0

}/
G, G :=

{
(ai ) ∈ (Z5)

5 ∣∣ 4∑
i=0

ai = 0
}/

Z5

for φ ∈ C. The orbifold Yφ has A4-singularities along ten curves

Ci j = {xi = x j = 0}/G ∼= P1, 0≤ i < j ≤ 4.

We can partially resolve Yφ to obtain Y whose singular locus consists of Ak-
singularities along C01 and Al-singularities along C02 such that Y has Ok,l around
C01∩C02 (Figure 11). It is interesting to ask whether or not Y admits any smoothing.

Although X and Y lie in the boundaries of the complex moduli space of the
quintic and the Kähler moduli space of the mirror quintic respectively, we do not
know whether or not they correspond each other under the mirror correspondence.
This may be seen by the monomial-divisor correspondence in toric geometry, but it
is possible that the mirror of X is a non-toric blow-down of the mirror quintic.
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Figure 10. Base of Lagrangian fibrations on degenerations of a
Schoen’s Calabi–Yau threefold. Topologically they are S3 and
the figures show polyhedral decompositions which are useful to
describe the affine structures. The left shows an orbifolded conifold
degeneration of Schoen’s Calabi–Yau threefold. The right shows its
mirror. Each thick dot represents an orbifolded conifold singularity
on the left, and a generalized conifold singularity on the right.
There are 24 orbifold singularities counted with multiplicities.
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Figure 11. Two-dimensional faces of the polytope for O4,1 and O3,2.

It is straightforward to generalize this type of constructions to Calabi–Yau hyper-
surfaces in 4-dimensional weighted projective spaces.

We may also consider existence of generalized conifold transitions for compact
Calabi–Yau geometries. Let X̂ be a smooth threefold and C1, . . . ,Cn be (−1,−1)-
curves in X̂ . Let X be their contraction and X̃ be a smoothing of X . Small
resolutions and deformations always exist topologically, but there are obstructions
if we wish to preserve either the complex or symplectic structure:

Theorem 4.3 [Friedman 1986; Tian 1992]. Assume that X satisfies the ∂∂̄-lemma
(for example Kähler). Then a smoothing X̃ to exist if and only if there is a relation∑n

i=1 λi [Ci ] = 0 (with all the λi nonzero) in H2(X,Q).

Theorem 4.4 [Smith et al. 2002]. Let Ỹ be a symplectic sixfold with embedded
Lagrangian S3s’, say L1, . . . , Ln . Then there is a relation

∑n
i=1 λi [L i ] = 0 (λi 6=

0 ∀i) in H3(Ỹ ,Q) if and only if there is a symplectic structure on one of 2n choices
of (reversed) conifold transitions of Ỹ in the Lagrnagians L1, . . . , Ln , such that the
resulting exceptional P1s’ are symplectic.

In our case, the contractions collapse 4-cycles as well as 2-cycles. On the other
hand, smoothing Gk,l  G̃k,l produces (k + 1)(l + 1) − 3 vanishing S3s’ and
smoothing Ok,l  Õk,l produces k+ l − 2 vanishing S1

× S2s’ and one vanishing
S3. The generators of these cycles can be found by considering the standard double
Riemann surface fibrations [Feng et al. 2008] (Figure 12).

It is interesting to investigate the obstructions to the deformations/resolutions of
the generalized and orbifolded conifolds in terms of these cycles. We hope to come
back to these questions in future work.

S3 S1	x	S2

Figure 12. A double Riemann surface fibration.
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SELF-DUAL EINSTEIN ACH METRICS AND CR GJMS
OPERATORS IN DIMENSION THREE

TAIJI MARUGAME

By refining Matsumoto’s construction of Einstein ACH metrics, we con-
struct a one-parameter family of ACH metrics which solve the Einstein
equation to infinite order and have a given three-dimensional CR structure
at infinity. When the parameter is 0, the metric is self-dual to infinite order.
As an application, we give another proof of the fact that three-dimensional
CR manifolds admit CR invariant powers of the sublaplacian (CR GJMS
operators) of all orders, which has been proved by Gover and Graham. We
also prove the convergence of the formal solutions when the CR structure is
real analytic.

1. Introduction

The GJMS operator P2k on a conformal manifold of dimension N is an invariant
linear differential operator acting on conformal densities of weight k− N/2 whose
principal part is the power 1k of the laplacian [Graham et al. 1992]. It plays an
important role in geometric analysis on conformal manifolds, and is also related to
a fundamental curvature quantity, called the Q-curvature, whose integral gives a
global conformal invariant [Fefferman and Graham 2002; Fefferman and Hirachi
2003; Graham and Zworski 2003]. The GJMS operator is constructed via the
(Fefferman–Graham) ambient metric [2012] or equivalently via the Poincaré metric
whose boundary at infinity is the given conformal manifold [Fefferman and Graham
2002; Graham and Zworski 2003]. The ambient metric is a formal solution to the
Ricci flat equation, which corresponds to the Einstein equation for the Poincaré
metric. When the dimension N is odd, the equation can be solved to infinite order
and P2k is defined for all k ≥ 1. On the other hand, when N is even, an obstruction
to the existence of a formal solution appears, and P2k can only be defined for
1≤ k ≤ N/2 due to the ambiguity of the ambient metric at higher orders. Moreover,
it is known that this result of the existence of P2k is sharp [Gover and Hirachi 2004].
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The CR counterpart of these operators are CR invariant powers of the sublaplacian

P2k : E
(

k−n−1
2

,
k−n−1

2

)
−→ E

(
−k−n−1

2
,
−k−n−1

2

)
on a (2n+1)-dimensional CR manifold M, which are called the CR GJMS operators
or the Gover–Graham operators [Gover and Graham 2005; Hislop et al. 2008]. Here,
E(w,w′) is a complex line bundle over M called the CR density of weight (w,w′);
see Section 2A for the definition. One can associate a conformal structure to a
circle bundle over M, called the Fefferman conformal structure [1976], and apply
the GJMS construction to produce P2k for 1≤ k ≤ n+1. Gover and Graham [2005]
gave more operators by using techniques of CR tractor calculus; they proved that for
each (w,w′) such that k =w+w′+n+1∈N+ and (w,w′) /∈N×N, there exists a
CR invariant linear differential operator Pw,w′ : E(w,w′)→ E(w−k, w′−k) whose
principal part is 1k

b. In cases where w = w′, these operators provide CR invariant
modifications of 1k

b for all k with k ≡ n mod 2. When n = 1, even more operators
can be constructed: CR structure is a Cartan geometry modeled on the CR sphere
S2n+1

= SU(n+1, 1)/P, where P is the isotropy subgroup of a point in S2n+1, and
three-dimensional CR structure has a special feature from this viewpoint in that
P is a Borel subgroup. Then the BGG machinery developed in [Čap et al. 2001]
gives operators Pw,w′ for (w,w′) ∈ N×N when n = 1. Thus one has:

Theorem 1.1 [Gover and Graham 2005, Theorem 1.3]. Suppose M is a three-
dimensional strictly pseudoconvex CR manifold. For each (w,w′) such that k =
w+w′+ 2 ∈ N+, there exists a CR invariant linear differential operator Pw,w′ :
E(w,w′)→ E(w− k, w′− k) on M, whose principal part is 1k

b.

In this paper, we provide a unified proof of Theorem 1.1 for cases in whichw=w′.
To this end, we construct an ACH (asymptotically complex hyperbolic) metric on
a manifold with boundary M whose Taylor expansion along M is completely
determined by local data of M. Our ACH metric is a refinement of the ACH
Einstein metric which Matsumoto [2013; 2014] constructed for partially integrable
CR manifolds. To state the results, let us recall some basic notions related to ACH
metrics. Let M be a (2n+1)-dimensional strictly pseudoconvex partially integrable
CR manifold. Namely, M has a contact distribution H ⊂ T M together with an
almost complex structure J ∈ End(H), and the eigenspace T 1,0 M ⊂ CH with the
eigenvalue i satisfies the partial integrability: [0(T 1,0 M), 0(T 1,0 M)] ⊂0(CH). A
2-structure on a manifold X with boundary M is a conformal class [2] of sections
2 ∈ 0(M, T ∗X) such that 2|T M is a contact form on M. A diffeomorphism which
preserves a2-structure is called a2-diffeomorphism. On the product M×[0,∞)ρ ,
we define the standard 2-structure by extending each contact form θ on M to 2
so that 2(∂/∂ρ)= 0. Fix a contact form θ on M and let {T, Zα} be an admissible
frame. We take the local frame {Z∞ = ρ∂ρ, Z0 = ρ

2T, Zα = ρZα, Zα = ρZα} and
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its dual coframe {θ∞, θ0, θα, θα} on M × (0,∞)ρ . Then for any ACH metric g
on X, there exists a 2-diffeomorphism 8 : M ×[0,∞)ρ→ X which is defined
near M and restricts to the identity on M, such that 8∗g = gI J θ

I θ J satisfies

g∞∞ = 4, g∞0 = g∞α = 0, g00 = 1+ O(ρ),

g0α = O(ρ), gαβ = O(ρ), gαβ = hαβ + O(ρ),

where hαβ is the Levi form on M. The CR manifold M is called the CR structure
at infinity of g. Matsumoto [2013; 2014] proved that for any partially integrable
CR manifold M, there exists an ACH metric g on M ×[0,∞)ρ which satisfies

E I J := RicI J +
n+2

2
gI J = O(ρ2n+2),

Scal =−(n+ 1)(n+ 2)+ O(ρ2n+3),

where Ric is the Ricci tensor and Scal is the scalar curvature. Up to the pull-back
by a 2-diffeomorphism which fixes M, such a metric is unique modulo tensors
which have O(ρ2n+2) coefficients and O(ρ2n+3) trace in the frame {Z I }. The
order O(ρ2n+2) in the above equation is optimal in general since (ρ−2n−2 Eαβ)|M
is independent of the choice of a solution g and defines a CR invariant tensor Oαβ ∈
Eαβ(−n,−n), called the CR obstruction tensor. Matsumoto [2016] generalized
the CR GJMS operators P2k to the partially integrable case by using Dirichlet-to-
Neumann type operators for the eigenvalue equations of the laplacian of g, but the
order is again restricted to 1≤ k ≤ n+ 1 due to the presence of the obstruction.

If we confine ourselves to the case where M is an integrable CR manifold, there
is a possibility to refine the construction of ACH metrics. In fact, the CR obstruction
tensor vanishes for integrable CR manifolds, in particular for three-dimensional CR
manifolds since the CR structure is always integrable in this dimension. However,
we need an additional normalization condition on the metric to ensure the uniqueness
since the Einstein equation does not determine the O(ρ2n+2)-term of the metric.
A possible normalization is the Kähler condition; Fefferman [1976] constructed
an approximate solution to the complex Monge–Ampère equation on a strictly
pseudoconvex domain � with boundary M and defined a Kähler metric which
satisfies E I J = O(ρ2n+4) as an ACH metric on the “square root” of �. However,
this construction also has an obstruction O ∈ E(−n− 2, −n− 2), called the CR
obstruction density, and the metric is only determined modulo O(ρ2n+4).

In this paper, we show that the self-dual equation W− = 0 works as a better
normalization when M is three-dimensional. The anti-self-dual part W− of the
Weyl curvature is connected to the Ricci tensor by the Bianchi identity

(1-1) ∇
I W−I J K L = C−J K L ,

where C−I J K is the anti self-dual part of the Cotton tensor C I J K , which is defined by
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C I J K := ∇K PI J −∇J PI K with the Schouten tensor PI J =
1
2 RicI J −

1
12 Scal gI J .

It follows from (1-1) that the equation E I J = O(ρ4) implies W−I J K L = O(ρ4), and
it turns out that the further normalization W−I J K L = O(ρ5) determines gI J modulo
O(ρ5). We can then solve E I J = O(ρ6), which implies W−I J K L = O(ρ6). In the
next step, besides the Einstein equation, we have freedom to prescribe the value of

η :=
(
ρ−6W−

∞0∞0

) ∣∣
M .

If the Taylor coefficients of gI J along M have universal expressions in terms
of pseudohermitian structure, η defines a CR invariant of weight (−3,−3) (see
Lemma 4.1). Thus, we should prescribe η to be a CR invariant in order to obtain a
CR invariant normalization condition. It is known that a CR invariant in E(−3,−3)
on a three-dimensional CR manifold is unique up to a constant multiple [Graham
1987], so there is no choice but to set η = λO with a constant λ ∈ R. After this
step, the Einstein equation determines gI J to infinite order, and in the case λ= 0,
the self-duality follows automatically from (1-1). Thus our main theorem reads as
follows:

Theorem 1.2. Let M be a three-dimensional strictly pseudoconvex CR manifold,
and let λ ∈ R. Then there exists an ACH metric gλI J on M ×[0,∞)ρ which has M
as the CR structure at infinity and satisfies

RicI J +
3
2 gλI J = O(ρ∞), W−I J K L = O(ρ6), η = λO,

where η is the density defined by (4-1). The metric gλI J is unique modulo O(ρ∞)
up to the pull-back by a 2-diffeomorphism which fixes M. Moreover, g0

I J satisfies
W−I J K L = O(ρ∞).

The Taylor coefficients of gλI J along the boundary have universal expressions in
terms of the pseudohermitian structure for a fixed contact form.

By applying the construction of the CR GJMS operators via the ACH metric
[Matsumoto 2016], we obtain the following theorem, which is a special case of
Theorem 1.1:

Theorem 1.3. Let M be a three-dimensional strictly pseudoconvex CR manifold,
and let λ ∈ R. Then, there exists a CR invariant linear differential operator

Pλ2k : E(k/2− 1, k/2− 1)→ E(−k/2− 1, −k/2− 1)

which is a polynomial in λ of degree ≤ k/3, and has the principal part 1k
b.

Let us mention a similar construction in conformal geometry. Fefferman and
Graham [2012] constructed a formal solution to the self-dual Einstein equation for
the Poincaré metric with a given three-dimensional conformal manifold M as its
conformal infinity. Thus our result is a CR analogue of their construction. When M
is real analytic, LeBrun [1982] showed by twistor methods that there exists a real
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analytic self-dual Einstein metric on M×(0, ε) with the conformal infinity M. The
metric of Fefferman and Graham gives the Taylor expansion of LeBrun’s metric.
In the CR case, Biquard [2007] showed the existence of a self-dual Einstein ACH
metric with a given real analytic CR three-manifold as its infinity by using twistor
methods. Thus our formal solution g0

I J gives the Taylor expansion of Biquard’s
metric. In this paper, we prove the convergence of gλI J by applying the results of
Baouendi and Goulaouic [1976] on singular nonlinear Cauchy problems.

Theorem 1.4. Suppose M is a real analytic strictly pseudoconvex CR manifold of
dimension three. Then the formal solution gλI J in Theorem 1.2 converges to a real
analytic ACH metric near M.

This paper is organized as follows. In Section 2, we review pseudohermitian
geometry on a CR manifold and basic notions on ACH metrics. By following
Matsumoto [2013], we describe the Levi-Civita connection of an ACH metric in
terms of the extended Tanaka–Webster connection. In Section 3, we clarify the
relationship between the Einstein equation and the self-dual equation, and compute
the variation of curvature quantities under a perturbation of the metric. Section 4 is
devoted to the proof of Theorem 1.2; we construct a one-parameter family of formal
solutions to the Einstein equation and examine the dependence on the parameter.
Then, in Section 5 we use these metrics to construct the CR GJMS operators and
prove Theorem 1.3. Finally, in Section 6 we show the convergence of the formal
solutions in the case where M is a real analytic CR manifold.

2. CR structure and ACH metric

2A. Pseudohermitian geometry. Let M be a (2n+1)-dimensional C∞ manifold.
A pair (H, J ) is called a CR structure on M if H is a rank 2n subbundle of T M
and J is an almost complex structure on H which satisfies the (formal) integrability
condition

[0(T 1,0 M), 0(T 1,0 M)] ⊂ 0(T 1,0 M),

where T 1,0 M ⊂ CH is the eigenspace of J with the eigenvalue i . We note that the
integrability condition automatically holds when M is three-dimensional. For any
real 1-form θ such that Ker θ = H, we define the Levi form hθ by

hθ (Z ,W )=− id θ(Z ,W )

for Z ,W ∈ T 1,0 M. We say the CR structure is strictly pseudoconvex if hθ is positive
definite for some θ . Since h f θ = f hθ for any function f , such θ is determined up
to a multiple by a positive function. When M is strictly pseudoconvex, H defines
a contact structure, so we call θ a contact form. The Reeb vector field is the real



524 TAIJI MARUGAME

vector field T uniquely determined by the conditions

θ(T )= 1, T y dθ = 0.

Let {Zα} be a local frame for T 1,0 M. If we put Zα := Zα, then {T, Zα, Zα} gives
a local frame for CT M, which we call an admissible frame. The dual coframe
{θ, θα, θα} is called an admissible coframe and satisfies

dθ = ihαβθ
α
∧ θβ,

where hαβ = hθ (Zα, Zβ).
The CR canonical bundle is defined by KM := ∧

n+1(T 0,1 M)⊥ ⊂∧n+1CT ∗M,
where T 0,1 M := T 1,0 M . When K−1

M admits an (n+2)-nd root E(1, 0), the CR
density bundle is defined by

(2-1) E(w,w′)= E(1, 0)⊗w⊗ E(1, 0)⊗w
′

for each (w,w′) ∈ C2 with w−w′ ∈ Z. In this paper, we restrict ourselves to the
cases w = w′. In these cases, the definition (2-1) is independent of the choice of
E(1, 0) so we can define E(w,w) without assuming the global existence of E(1, 0).
We also denote the space of sections of these bundles by the same symbols, and
call them CR densities.

For any contact form θ , there exists a local nonvanishing section ζ of KM , unique
up to a multiple of a U (1)-valued function, which satisfies

θ ∧ (dθ)n = in2
n!θ ∧ (T y ζ )∧ (T y ζ ).

Then, the weighted contact form θ := θ ⊗ |ζ |−2/(n+2)
∈ 0(T ∗M ⊗ E(1, 1)) is

defined globally and independent of the choice of θ . Thus, there is a one-to-one
correspondence between the set of contact forms and the set of positive sections
τ ∈ E(1, 1), called CR scales. We define the CR invariant weighted Levi form
hαβ := τhαβ by putting a weight to hθ with the CR scale τ corresponding to θ . We
raise and lower the indices of tensors on CH by hαβ and its inverse hαβ, which has
weight (−1,−1).

For a fixed contact form θ , we can define a canonical linear connection ∇ on T M,
called the Tanaka–Webster connection. It preserves T 1,0 M and satisfies ∇T = 0,
∇hθ = 0. In an admissible frame {T, Zα, Zα}, the connection 1-forms ωβα satisfy
the structure equation

dθα = θβ ∧ωβα + Aαβ θ ∧ θβ .

The tensor Aαβ := Aαβ satisfies Aαβ = Aβα and is called the Tanaka–Webster
torsion tensor. We use the index 0 for the direction of T, and we denote the
components of covariant derivatives of a tensor by indices preceded by a comma,
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e.g., Aαγ,β =∇β Aαγ . We omit the comma for covariant derivatives of a function.
The curvature form �α

β
= dωαβ −ωαγ ∧ωγ β is given by

(2-2) �α
β
= Rαβγµθγ ∧ θµ+ Aαγ,βθγ ∧ θ − Aβγ ,αθγ ∧ θ

−i Aαγ θγ ∧ θβ + i hαγ Aβµθγ ∧ θµ.

The tensor Rαβγµ is called the Tanaka–Webster curvature tensor. Taking traces with
the weighted Levi form, we define the Tanaka–Webster Ricci tensor Ricαβ := Rγ γ αβ
and the Tanaka–Webster scalar curvature Scal := Ricα α. The sublaplacian is the
differential operator 1b : E(w,w′)→ E(w− 1, w′− 1) defined by

1b f =−hαβ(∇α∇β +∇β∇α) f.

If we rescale the contact form as θ̂ = eϒθ , the Tanaka–Webster connection and its
curvature quantities satisfy transformation formulas involving the derivatives of the
scaling factor ϒ ; see, e.g., [Lee 1988]. We note that in dimension three the rank of
T 1,0 M is 1 and the curvature form (2-2) is reduced to

�1
1
= Scal h11θ

1
∧ θ1
+ A11,

1θ1
∧ θ − A1

1,1θ
1
∧ θ .

Also, in this dimension, M is locally CR diffeomorphic to the standard sphere S3 if
and only if the Cartan tensor

Q11 :=
1
6

Scal11+
i
2

Scal A11− A11,0−
2i
3

A11,1
1

vanishes identically. The Cartan tensor is a CR invariant tensor of weight (−1,−1).
We also have a CR invariant density defined by

(2-3) O := (∇1
∇

1
− i A11) Q11 ∈ E(−3,−3),

called the obstruction density. It follows from the Bianchi identity for the Cartan
tensor that O is a real density [Cheng and Lee 1990]. There is also a CR invariant
density, called the obstruction density, on higher-dimensional CR manifolds and it
appears as the logarithmic coefficient in the asymptotic expansion of the solution to
the complex Monge–Ampère equation on a strictly pseudoconvex domain [Lee and
Melrose 1982]. In dimension three, a CR invariant of weight (−3,−3) is unique
up to a constant multiple [Graham 1987], so it is necessarily a multiple of O.

2B. ACH metrics. The ACH metric was introduced by Epstein, Melrose and Men-
doza [Epstein et al. 1991] as a generalization of the complex hyperbolic metric on
the ball. In this paper, we define it by using the characterization via the normal
form.

Let X be the interior of a (2n+2)-dimensional C∞ manifold whose boundary M
is equipped with a strictly pseudoconvex CR structure (H, J ). A conformal class [2]
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in 0(M, T ∗X) is called a 2-structure if 2|T M gives a contact form on M for each
2 ∈ [2]. We call (X , [2]) a 2-manifold. Let (X ′, [2′]) be another 2-manifold
with the same boundary M. Then, a diffeomorphism 8 from a neighborhood of M
in X to a neighborhood of M in X ′ is called a 2-diffeomorphism if it fixes M and
satisfies [8∗2′] = [2]. We take a boundary-defining function ρ ∈ C∞(X) which
is positive on X. A vector field V on X is called a 2-vector field if it satisfies

V |M = 0, 2̃(V )= O(ρ2),

where 2̃ is an arbitrary extension of a 2 ∈ [2]. Note that the definition is in-
dependent of the choice of 2 and 2̃. We extend {dρ, 2̃} to a local coframe
{dρ, 2̃, α1, . . . , α2n

} for T ∗X near M. Let {N , T, Y1, . . . , Y2n} be the dual frame.
Then, any 2-vector field V can be written as

V = V∞(ρN )+ V 0(ρ2T )+ V i (ρYi ), V∞, V 0, V i
∈ C∞(X).

If we take another local coframe {dρ ′, 2̃′, α′i } and its dual {N ′, T ′, Y ′i }, then the
transition function between {ρN , ρ2T, ρYi } and {ρ ′N ′, ρ ′2T ′, ρ ′Y ′i } is smooth and
nondegenerate up to M, so there exists a vector bundle 2T X over X for which
{ρN , ρ2T, ρYi } gives a local frame. A 2-vector field is identified with a section
of this bundle and we call 2T X the 2-tangent bundle. A fiber metric on 2T X
is called a 2-metric. Since the restriction 2T X |X is canonically isomorphic to
T X, a 2-metric defines a Riemannian metric on X. A local frame {Z I } of 2T X is
called a 2-frame. We also consider the dual 2T ∗X of the 2-tangent bundle and
various tensor bundles, whose sections are called 2-tensors. A 2-tensor is said
to be O(ρm) if each component in a 2-frame is O(ρm). The 2-vector fields are
closed under the Lie bracket, and those which vanish at a fixed point p ∈ M form
an ideal. Thus the fiber 2Tp X becomes a Lie algebra, which we call the tangent
algebra.

The product M × [0,∞)ρ has a canonical 2-structure, called the standard
2-structure, which is defined by extending each contact form θ on M to 2 ∈
0(M, T ∗X) with 2(∂/∂ρ) = 0. Let θ be a contact form and {T, Zα, Zα} an
admissible frame for CT M. We extend {T, Zα, Zα} to M ×[0,∞)ρ in the trivial
way, and define a (complexified) 2-frame {Z I } by

Z∞ = ρ∂ρ, Z0 = ρ
2T, Zα = ρZα, Zα = ρZα,

where ∂ρ = ∂/∂ρ. A 2-metric g on M × [0,∞)ρ is called a normal form ACH
metric if the components gI J = g(Z I , Z J ) satisfy

(2-4)
g∞∞ = 4, g∞0 = g∞α = 0, g00 = 1+ O(ρ),

g0α = O(ρ), gαβ = O(ρ), gαβ = hαβ + O(ρ),



SELF-DUAL EINSTEIN ACH METRICS 527

where hαβ = hθ (Zα, Zβ). On a general 2-manifold (X , [2]), the ACH metric is
defined as follows:

Definition 2.1. A 2-metric g on X is called an ACH metric if for any contact
form θ on M, there exist a neighborhood U ⊂ X of M and a 2-diffeomorphism
8θ : M ×[0,∞)ρ→U such that 8∗θg is a normal form ACH metric.

We remark that there is an alternative definition of the ACH metric which involves
only the boundary value of g; see [Matsumoto 2013, Definition 4.6].

The germ of 8θ along M is unique, and we call ρ ◦8−1
θ the model defining

function for θ . We identify a neighborhood of M in X with M ×[0, ε)ρ through
8θ and regard {Z I } as a 2-frame on X. The following proposition will be used in
the proof of Lemma 4.1.

Proposition 2.2. The boundary values Z∞|M , Z0|M are independent of θ and
determined only by the ACH metric g.

Proof. By strict pseudoconvexity of (H, J ), the derived Lie algebras of the tangent
algebra 2Tp X at a point p ∈ M are given by

D1
:= [

2Tp X ,2Tp X ] = span{(Z0)p, (Zα)p, (Zα)p},

D2
:= [D1,D1

] = span{(Z0)p}.

Thus, (Z∞)p and (Z0)p are oriented bases of (D1)⊥ and D2 respectively. Since they
are normalized by |(Z∞)p|

2
g = 4 and |(Z0)p|

2
g = 1, they are independent of θ . �

Let θ, θ̂ = eϒθ be contact forms on M and ρ and ρ̂ be the corresponding model-
defining functions. Then there exists a positive function f on X such that ρ̂ = fρ.
Since the Reeb vector fields are related as T̂ = e−ϒ(T − ihαγϒγ Zα+ ihγαϒγ Zα),
we have

Ẑ0 = ρ̂
2T̂ = e−ϒ f 2 Z0+ O(ρ)

as a 2-vector field, where we regard ϒ as a function on a neighborhood of M. It
follows from Ẑ0|M = Z0|M that f |M = eϒ/2. Thus we have

(2-5) ρ̂ = eϒ/2ρ+ O(ρ2).

In particular, a contact form is recovered from the 1-jet of the corresponding
model-defining function along the boundary.

2C. The Levi-Civita connection. Let g be an ACH metric on a2-manifold (X,[2])
with boundary M. Here and after, we assume that M is three-dimensional. We lower
and raise the indices of 2-tensors by gI J and its inverse g I J. In order to describe
the Levi-Civita connection of g, we introduce an extension of the Tanaka–Webster
connection by following Matsumoto. We refer the reader to [Matsumoto 2013, §6.2]
or [Matsumoto 2014, §4] for a more detailed exposition.
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Let θ be a contact form on M. We identify a neighborhood of M in X with
M × [0, ε)ρ by the 2-diffeomorphism determined by θ . We take an admissible
frame {T, Z1, Z1} and define the extended Tanaka–Webster connection ∇ on T X by

∇∂ρ = 0, ∇∂ρT = ∇∂ρ Z1 = 0,

∇T Z1 =∇
TW
T Z1, ∇ Z1 Z1 =∇

TW
Z1

Z1, ∇ Z1
Z1 =∇

TW
Z1

Z1,

where ∇TW denotes the Tanaka–Webster connection associated with θ . Then, ∇
is a 2-connection in the sense that if V,W are 2-vector fields, so is the covariant
derivative∇V W. We take the2-frame {Z I } = {ρ∂ρ, ρ

2T, ρZ1, ρZ1} and define the
Christoffel symbols 0 I J

K by ∇ZI Z J = 0 I J
K ZK . A simple calculation shows that

(2-6)
0∞∞

∞
= 1, 0∞0

0
= 2, 0∞1

1
= 1,

001
1
= ρ2001

1, 011
1
= ρ011

1, 011
1
= ρ011

1,

where 0i j
k are the Christoffel symbols of ∇TW with respect to {T, Z1, Z1}; the

components which cannot be obtained by taking complex conjugates of (2-6) are 0.
It follows from (2-6) that the components of the covariant derivative of a 2-tensor
SI1···Ip

J1···Jq are computed as

(2-7)

∇∞SI1···Ip
J1···Jq =

(
ρ∂ρ − #(I1 · · · Ip)+ #(J1 · · · Jq)

)
SI1···Ip

J1···Jq ,

∇0SI1···Ip
J1···Jq = ρ2

∇
TW
0 SI1···Ip

J1···Jq ,

∇1SI1···Ip
J1···Jq = ρ∇TW

1 SI1···Ip
J1···Jq ,

where #(I1 · · · Ip) := p+ (the number of 0s) and we regard S as a tensor on CH
when we apply ∇TW to it [Matsumoto 2013, Lemma 6.2; 2014, (4.9)].

The torsion tensor T I J
K and the curvature tensor R I

J
K L of ∇ are defined by

(∇V W −∇W V − [V,W ])K
= T I J

K V I W J ,

(∇V∇W Y −∇W∇V Y −∇[V,W ]Y )J
= R I

J
K LY I V K W L

,

respectively. In the 2-frame {Z I }, the components are given by

(2-8) T 11
0
= ih11, T 01

1
= ρ2 A1

1,

and

(2-9) R1
1

11 = ρ
2 ScalTW h11, R1

1
01 =−ρ

3 A11,
1, R1

1
01 = ρ

3 A1
1,1,

where ScalTW denotes the Tanaka–Webster scalar curvature, and we have removed
the CR weights in the Tanaka–Webster tensors by the CR scale corresponding to θ .
The components which cannot be obtained from (2-8) and (2-9) by the symmetries
of T and R, or by taking the complex conjugates, are all 0. The nonzero components
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of the Ricci tensor R I J = R I
K

K J are given by

R11 = ρ
2 ScalTW h11, R10 = ρ

2 A11,
1.

Let ∇ be the Levi-Civita connection of g, which is also a 2-connection ([Mat-
sumoto 2013, Proposition 4.4]). We define the difference 2-tensor DI J

K by

∇I V K
= ∇ I V K

+ DI J
K V J .

Since ∇ is torsion-free, we have

(2-10) DI J
K
= DJ I

K
+ T J I

K .

Using this relation and the fact ∇g = 0, we obtain

(2-11) 2DI J K = ∇ I gJ K +∇ J gK I −∇K gI J − T I J K + T J K I − T K I J .

We will compute DI J
K by these formulas. Since the components gI J satisfy (2-4),

g is described by ρ-dependent tensors ϕi j on M defined by

g00 = 1+ϕ00, g01 = ϕ01, g11 = ϕ11, g11 = h11+ϕ11.

In the construction of a formal solution to the self-dual Einstein equation, we need
to examine the effect of a perturbation

(2-12) ϕi j 7→ ϕi j +ψi j , ψi j = O(ρm)

on the curvature quantities of g. It is useful in the computation to ignore irrelevant
terms on which the perturbation causes only changes in higher orders. Such terms
are of the form

(2-13) O(ρ) · (ρ∂ρ)lDϕi j ,

where D is a ρ-dependent differential operator on M. These are called negligible
terms. In fact, a negligible term changes by O(ρm+1) under the perturbation (2-12).
Thus, it suffices to compute DI J

K modulo negligible terms. For simplicity, we
assume that the admissible frame {Z1} is unitary with respect to the Levi form;
namely h11 = 1. Noting that ϕi j = O(ρ), we have

(2-14) g∞∞= 1
4 , g∞0

=g∞1
=0, g00

≡1−ϕ00, g11
≡−ϕ11, g11

≡−ϕ11

modulo negligible terms. By computing with (2-7), (2-8), (2-10), (2-11), (2-14) we
obtain the following result:

Lemma 2.3 [Matsumoto 2013, Lemma 6.4; 2014, Table 1]. Let {T, Z1, Z1} be a
unitary admissible frame and {Z I }= {ρ∂ρ, ρ

2T, ρZ1, ρZ1} the associated2-frame.
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Then, modulo negligible terms, the components DI J
K are given by

D∞∞∞ ≡−1, D∞0
∞
≡ D∞1

∞
≡ 0,

D00
∞
≡

1
2 −

1
8(ρ∂ρ − 4)ϕ00, D01

∞
≡−

1
8(ρ∂ρ − 3)ϕ01,

D11
∞
≡

1
4 −

1
8(ρ∂ρ − 2)ϕ11, D11

∞
≡−

1
8(ρ∂ρ − 2)ϕ11,

D∞∞1
≡ D00

1
≡ D11

1
≡ 0, D

∞1
1
≡

1
2ρ∂ρϕ11, D01

1
≡

i
2ϕ11,

D∞0
1
≡

1
2(ρ∂ρ + 1)ϕ01, D01

1
≡

i
2(1+ϕ00−ϕ11), D11

1
≡

i
2ϕ01,

D∞1
1
≡−1+ 1

2ρ∂ρϕ11, D10
1
≡

i
2ϕ11+ ρ

2 A11, D11
1
≡ iϕ01,

D∞∞0
≡ D00

0
≡ 0, D11

0
≡−

i
2 , D11

0
≡−ρ2 A11,

D∞0
0
≡−2+ 1

2ρ∂ρϕ00, D∞1
0
≡

1
2(ρ∂ρ − 1)ϕ01, D01

0
≡−

i
2ϕ01.

The components which are not displayed are obtained by taking the complex conju-
gates or using the relation (2-10).

Remark 2.4. We have modified a typographical error in [Matsumoto 2013, Ta-
ble 6.2; 2014, Table 1]; the value of D01

1 above differs by − i
2ϕ11 from that in

[Matsumoto 2013; 2014]. (Note that DI J
K is denoted by DK

I J in [Matsumoto
2013] and by DJ

K
I in [Matsumoto 2014].) The correct value is used in the other

computations in [Matsumoto 2013; 2014].

3. The self-dual Einstein equation

Let g be an ACH metric on a four-dimensional 2-manifold (X , [2]) which has a
strictly pseudoconvex CR manifold M as its boundary. We fix a contact form θ

on M and identify a neighborhood of M as M × [0, ε)ρ , where ρ is the model-
defining function for θ . We take a unitary admissible frame {T, Z1, Z1} on M and
work in the associated 2-frame {Z I } = {ρ∂ρ, ρ

2T, ρZ1, ρZ1}.

3A. The Einstein equation. We will recall from [Matsumoto 2013; 2014] the
computation of the Einstein tensor modulo negligible terms which is needed in the
construction of the Einstein ACH metric. We set

E I J := RicI J +
3
2 gI J .

In terms of the extended Tanaka–Webster connection and the difference 2-tensor,
the curvature tensor of g is expressed as

(3-1) RI
J

K L = R I
J

K L +∇K DL I
J

−∇L DK I
J
+ DK M

J DL I
M
− DL M

J DK I
M
+ T K L

M DM I
J .
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Hence, the Ricci tensor is given by

(3-2) RicI J = RJ
K

K I

= R J I +∇K DI J
K
−∇ I DK J

K

+DK M
K DI J

M
− DI M

K DK J
M
+ T K I

M DM J
K

= R J I +∇K DI J
K
−∇ I DK J

K
+ DK M

K DI J
M
− DM I

K DK J
M .

In the last equality, we have used (2-10). With this formula and Lemma 2.3, we
can compute E I J modulo negligible terms:

Lemma 3.1 [Matsumoto 2013, Lemma 6.5; 2014, Lemma 4.2]. Let {T, Z1, Z1}

be a unitary admissible frame and {Z I } = {ρ∂ρ, ρ
2T, ρZ1, ρZ1} the associated

2-frame. Then, modulo negligible terms, the components of the Einstein tensor E I J

are given by

E∞∞ ≡− 1
2ρ∂ρ(ρ∂ρ − 4)ϕ00− ρ∂ρ(ρ∂ρ − 2)ϕ11,

E∞0 ≡ 0,

E∞1 ≡−
i
2(ρ∂ρ + 1)ϕ01,

E00 ≡−2ρ4
|A|2− 1

8

(
(ρ∂ρ)

2
− 6ρ∂ρ − 4

)
ϕ00+

1
2(ρ∂ρ − 2)ϕ11,

E01 ≡ ρ
3 A11,

1
−

1
8(ρ∂ρ + 1)(ρ∂ρ − 5)ϕ01,

E11 ≡ ρ
2 ScalTW

−
1
8

(
(ρ∂ρ)

2
− 6ρ∂ρ − 8

)
ϕ11+

1
8(ρ∂ρ − 4)ϕ00,

E11 ≡ iρ2 A11− ρ
4 A11,0−

1
8ρ∂ρ(ρ∂ρ − 4)ϕ11.

The components which are not displayed are obtained by the symmetry or by taking
the complex conjugates.

Remark 3.2. We have corrected the value of E00 in [Matsumoto 2013, Lemma 6.5;
2014, Lemma 4.2], where the term −2ρ4

|A|2 is missed, though this modification
has no significant effect on the construction of the Einstein ACH metric.

3B. The self-dual equation. Let {θ I
} be the dual 2-coframe of {Z I }. We take the

orientation of X such that θ ∧ dθ ∧ dρ > 0, and define a skew symmetric 2-tensor
εI J K L by

volg =
1
4!
εI J K Lθ I

∧ θ J
∧ θ K

∧ θ L ,

where volg is the volume form of g. Since det(gI J )≡−4(1+ϕ00+ 2ϕ11) modulo
negligible terms, we have

volg = | det(gI J )|
1/2 iθ0

∧ θ1
∧ θ1
∧ θ∞

≡ (2i + iϕ00+ 2iϕ11) θ
0
∧ θ1
∧ θ1
∧ θ∞,

and hence

(3-3) ε011∞ ≡ 2i + iϕ00+ 2iϕ11.
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Let PI J =
1
2 RicI J −

1
12 Scal gI J be the Schouten tensor, and let

WI J K L = RI J K L + gI K PJ L − gJ K PI L + gJ L PI K − gI L PJ K

be the Weyl curvature. Since X is four-dimensional, we can define the anti-self-dual
part of the Weyl curvature, which is given by

W−I J K L =
1
2

(
WI J K L −

1
2εK L

P Q WI J P Q
)
.

Note that W−I J K L has the same symmetry as the Weyl curvature and satisfies

1
2εK L

P Q W−I J P Q =−W−I J K L .

Thus, by (2-14) and (3-3), we have

W−
∞0∞0 ≡−W−

∞1∞1
−W−

∞1∞1
=−2W−

∞1∞1
,(3-4)

W−I J01 =−ε011∞W−I J
1∞
≡−

i
2

W−I J1∞,(3-5)

W−
I J11
=−ε110∞W−I J

0∞
≡−

i
2

W−I J0∞(3-6)

modulo O(ρ) ·W−I J K L . Since W−I J K L =W−K L I J , we also have

W−01K L ≡−
i
2

W−1∞K L ,

W−
11K L
≡−

i
2

W−0∞K L

modulo O(ρ) ·W−I J K L . As a consequence, we have the following lemma:

Lemma 3.3. Let m be a positive integer. If W−
∞1∞1,W−

∞0∞1,W−
∞0∞0 = O(ρm),

then W−I J K L = O(ρm).

Thus, in order to solve the self-dual equation W−I J K L = O(ρ∞), we only have to
deal with the three components indicated above.

Next, we consider the Bianchi identity which relates the self-dual equation to
the Einstein equation. Let C I J K := ∇K PI J −∇J PI K be the Cotton tensor of g and
define the anti-self-dual part C−I J K by

C−I J K =
1
2

(
C I J K −

1
2εJ K

P QC I P Q
)
.

Then, since ∇I εJ K L M = 0, the Bianchi identity ∇ I WI J K L = CJ K L yields

∇
I W−I J K L = C−J K L .

If g satisfies E I J = O(ρm) for some m ≥ 1, then we have PI J =−
1
4 gI J + O(ρm)

and hence C−I J K = O(ρm) since the covariant differentiation does not decrease the
vanishing order of a 2-tensor. Therefore, it holds that

E I J = O(ρm)⇒∇ I W−I J K L = O(ρm).
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To derive the consequence of the latter equation, we will compute

(3-7) ∇ I W−I J K L = ∇
I
W−I J K L −W−M J K L D I

I
M
−W−I M K L D I

J
M

−W−I J M L D I
K

M
−W−I J K M D I

L
M

modulo O(ρ) ·DW−I J K L , where D is a ρ-dependent differential operator on M. By
computations similar to (3-4), (3-5), (3-6), we have

∇
I W−I 0∞0 ≡−2∇ I W−

I 1∞1
,(3-8)

∇
I W−I J01 ≡−

i
2
∇

I W−I J1∞,(3-9)

∇
I W−

I J11
≡−

i
2
∇

I W−I J0∞(3-10)

modulo O(ρ)·DW−I J K L . By (3-9) and (3-10), it suffices to consider the cases where
K =∞. Then, taking complex conjugates we may assume that L = 0 or 1, and the
case (J, K , L)= (1,∞, 0) is reduced to the case (J, K , L)= (1,∞, 0). Moreover,
by (3-8) the case (J, K , L)= (1,∞, 1) is reduced to the case (J, K , L)= (0,∞, 0).
Thus, it suffices to compute (3-7) for

(J, K , L)= (1,∞, 1), (0,∞, 0), (0,∞, 1), (1,∞, 0), (∞,∞, 1), (∞,∞, 0).

By (2-7), we have

∇
I
W−I J K L = ∇

∞
W−
∞J K L +∇

1
W−1J K L +∇

1
W−

1J K L
+∇

0
W−0J K L

≡
1
4

(
ρ∂ρ − #(∞J K L)

)
W−
∞J K L .

The other terms in the right-hand side of (3-7) can be computed by Lemma 2.3.
The final results are:

(3-11)

∇
I W−I 1∞1 ≡

1
4
(ρ∂ρ − 4)W−

∞1∞1, ∇
I W−I 0∞0 ≡

1
4
(ρ∂ρ − 6)W−

∞0∞0,

∇
I W−I 0∞1 ≡

1
4
(ρ∂ρ − 6)W−

∞0∞1, ∇
I W−I 1∞0 ≡

1
4
(ρ∂ρ − 5)W−

∞1∞0,

∇
I W−I∞∞1 ≡

i
2

W−
∞0∞1, ∇

I W−I∞∞0 ≡ 0.

Consequently, by an inductive argument, we have the following implication:

E I J = O(ρ4)⇒W−I J K L = O(ρ4).

Moreover, if E I J = O(ρ5) then W−
∞0∞0 and W−

∞0∞1 = O(ρ5), but we cannot
conclude that W−

∞1∞1 = O(ρ5). Thus, we may use the equation W−
∞1∞1 = O(ρ5)

as a normalization on the metric which is independent of the Einstein equation.
We will also use a normalization on the ρ6-term in W−

∞0∞0 whose vanishing is
not imposed by the Einstein equation. To make sure that such normalizations
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in fact work, we must calculate the variations of W−
∞1∞1 and W−

∞0∞0 under the
perturbation (2-12).

First, we calculate the relevant components of the curvature tensor modulo negli-
gible terms. Since the curvature tensor is given by (2-9) and RI J∞K =−4RK

∞
I J ,

we obtain the following result by a straightforward computation using (2-7) and
Lemma 2.3:

(3-12)

R∞0∞0≡ 4+1
2

(
(ρ∂ρ)

2
−4ρ∂ρ+8

)
ϕ00, R01∞0≡

i
4
(ρ∂ρ+1)ϕ01,

R∞1∞1≡
1
2

(
(ρ∂ρ)

2
−2ρ∂ρ+2

)
ϕ11, R01∞1≡ ρ

2 A11−
i
4
ρ∂ρϕ11,

R01∞1≡−
i
2
+

i
4
(ρ∂ρ−2)ϕ00−

i
4
ρ∂ρϕ11, R11∞1≡

3i
4
(ρ∂ρ−1)ϕ01,

R11∞0≡−i+ i
2
(ρ∂ρ−2)ϕ00−

i
2
ρ∂ρϕ11.

These equations enable us to compute the variations of the curvature components
under the perturbation (2-12), which we denote by putting “δ” to each component.
For example, by the first equation in (3-12), we have

δR∞0∞0 =
1
2(m

2
− 4m+ 8)ψ00+ O(ρm+1).

Next, we calculate the variation of the Schouten tensor

PI J =
1
2 E I J −

1
12(EK

K
+ 3)gI J .

Since E I J = O(ρ) by Lemma 3.1, we have

δPI J =
1
2δE I J −

1
12 gK L(δEK L)gI J −

1
4δgI J + O(ρm+1),

which yields

(3-13)

δP∞∞ =−
1
6
(m2
− 3m− 1)ψ00−

1
6
(2m2

−m+ 2)ψ11+ O(ρm+1),

δP∞0 = O(ρm+1),

δP∞1 =−
i
4
(m+ 1)ψ01+ O(ρm+1),

δP00 =−
1
24
(m2
− 6m− 1)ψ00+

1
24
(m2
+m− 14)ψ11+ O(ρm+1),

δP01 =−
1
16
(m2
− 4m− 1)ψ01+ O(ρm+1),

δP11 =
1

48
(m2
− 3m− 10)ψ00−

1
48
(m2
− 8m− 8)ψ11+ O(ρm+1),

δP11 =−
1
16
(m2
− 4m+ 4)ψ11+ O(ρm+1).
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From (2-14), (3-12), and (3-13), we have

(3-14)

W∞1
01
= O(ρ),

W∞0
11
=−i + O(ρ),

δW∞1
01
=−

i
4
(m− 2)ψ11+ O(ρm+1),

δW∞0
11
=

i
2
(m− 2)ψ00−

i
2
(m− 4)ψ11+ O(ρm+1),

δW∞1∞1 =
1
4
(m2
− 4)ψ11+ O(ρm+1),

δW∞0∞0 =
1
6
(m2
− 3m+ 20)ψ00−

1
6
(m2
− 2m+ 16)ψ11+ O(ρm+1).

Finally, by (3-3) and (3-14), we obtain

δW−
∞1∞1 =

1
2(δW∞1∞1− δε∞101 ·W∞1

01
− ε
∞101 · δW∞1

01)+ O(ρm+1)(3-15)

=
1
8(m

2
− 2m)ψ11+ O(ρm+1),

δW−
∞0∞0 =

1
2(δW∞0∞0− δε∞011 ·W∞0

11
− ε
∞011 · δW∞0

11)+ O(ρm+1)(3-16)

=
1

12(m
2
+ 3m+ 2)ψ00−

1
12(m

2
+ 4m+ 4)ψ11+ O(ρm+1).

3C. Bianchi identities. Since the Einstein equation is an overdetermined system,
we need some relations which are satisfied by the components of the Einstein tensor
in order to construct a formal solution to the Einstein equation. Some of them are
given by the Bianchi identity g I J

∇K E I J = 2g I J
∇I E J K :

Lemma 3.4 [Matsumoto 2013, Lemma 6.6; 2014, Lemma 6.1]. Suppose g satisfies
E I J = O(ρm) for an integer m ≥ 1. Then, we have

(m− 8)E∞∞− 4(m− 4)E00− 8(m− 2)E11 = O(ρm+1),(3-17)

(m− 6)E∞0 = O(ρm+1),(3-18)

(m− 5)E∞1− 4i E01 = O(ρm+1).(3-19)

We will also use some equations obtained from the Bianchi identity ∇ I W−I J K L =

C−J K L in the construction of g. Since the Cotton tensor is given by

C I J K =
1
2(∇K E I J −∇J E I K )−

1
12

(
(∇K EL

L)gI J − (∇J EL
L)gI K

)
,

we can compute the components C−I J K in terms of E I J by using (2-7), (2-14), (3-3),
and Lemma 2.3. As a result, we have the following lemma:
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Lemma 3.5. Suppose g satisfies E I J = O(ρm) for an integer m ≥ 1. Then,

C−1∞1 =−
1
4(m− 2)E11+ O(ρm+1),(3-20)

C−0∞0 =−
5

24 m E00+
1

96(m− 12)E∞∞+ 1
12(m+ 6)E11+ O(ρm+1),(3-21)

C−
∞∞0 =−

1
4(m− 2)E∞0+ O(ρm+1).(3-22)

4. Construction of the metric

4A. The formal solution to the self-dual Einstein equation. Let M be a three-
dimensional strictly pseudoconvex CR manifold. We fix a contact form θ and
construct a one-parameter family of ACH metrics gλ on X = M ×[0,∞)ρ which
are in normal form with respect to θ and satisfy the Einstein equation to infinite
order. The parameter λ∈R is involved in the normalization on the ρ6-term in gλ, and
if λ= 0 the metric is self-dual to infinite order. As in the previous section, we take
the 2-frame {Z I } = {ρ∂ρ, ρ

2T, ρZ1, ρZ1} associated with a unitary admissible
frame {T, Z1, Z1} on M. We suppress the superscript λ in the following.

First we show a lemma which assures that our normalization condition is inde-
pendent of the choice of θ .

Lemma 4.1. Suppose that an ACH metric g on X satisfies W−I J K L = O(ρ6), and
let ρθ be the model-defining function associated with a contact form θ . Then,

(4-1) ηθ :=
(
ρ−6
θ W−

∞0∞0

) ∣∣
M

satisfies ηθ̂ = e−3ϒηθ for the rescaling θ̂ = eϒθ .

Proof. By Proposition 2.2, Z∞|M and Z0|M are determined by g and independent
of θ . Thus, we have

Ŵ−
∞0∞0 =W−

∞0∞0+ O(ρ7).

Since ρθ̂ = eϒ/2ρθ + O(ρ2) by (2-5), we obtain ηθ̂ = e−3ϒηθ . �

This lemma implies that if ηθ has a universal expression in terms of the Tanaka–
Webster connection, then it defines a CR invariant η ∈ E(−3,−3). Since such a
CR invariant is necessarily a multiple of the obstruction density [Graham 1987],
we are led to the CR invariant normalization η = λO.

Now we construct the metric and prove Theorem 1.2. We start with an arbi-
trary normal form ACH metric g(1)I J , which automatically satisfies E I J = O(ρ) by
Lemma 3.1. Supposing that we have a normal form ACH metric g(m)I J such that
E I J = O(ρm), we consider a perturbed metric

g(m+1)
I J = g(m)I J +ψI J , ψ∞J = 0, ψI J = O(ρm)
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and try to solve E I J = O(ρm+1). We also take W−I J K L into consideration in each
inductive step by using the following equations modulo O(ρ)·DW−I J K L from (3-11):

∇
I W−I 1∞1 ≡

1
4
(ρ∂ρ − 4)W−

∞1∞1,(4-2)

∇
I W−I 0∞0 ≡

1
4
(ρ∂ρ − 6)W−

∞0∞0,(4-3)

∇
I W−I∞∞1 ≡

i
2

W−
∞0∞1,(4-4)

∇
I W−I∞∞0 ≡ 0.(4-5)

By Lemma 3.1, the variation of E I J is given by

δE∞∞ =−
1
2

m(m− 4)ψ00−m(m− 2)ψ11+ O(ρm+1),(4-6)

δE∞0 = O(ρm+1),(4-7)

δE∞1 =−
i
2
(m+ 1)ψ01+ O(ρm+1),(4-8)

δE00 =−
1
8
(m2
− 6m− 4)ψ00+

1
2
(m− 2)ψ11+ O(ρm+1),(4-9)

δE01 =−
1
8
(m+ 1)(m− 5)ψ01+ O(ρm+1),(4-10)

δE11 =−
1
8
(m2
− 6m− 8)ψ11+

1
8
(m− 4)ψ00+ O(ρm+1),(4-11)

δE11 =−
1
8

m(m− 4)ψ11+ O(ρm+1).(4-12)

The determinant of the coefficients of (4-9) and (4-11) as a system of linear equations
for ψ00 and ψ11 is

det
(
−

1
8(m

2
− 6m− 4) 1

2(m− 2)
1
8(m− 4) −

1
8(m

2
− 6m− 8)

)
=

1
64 m(m+ 2)(m− 6)(m− 8).

First we consider the case of m ≤ 5, where the determinant is nonzero. We
determine ψ00 and ψ11 (modulo O(ρm+1)) by (4-9) and (4-11) so that E00, E11 =

O(ρm+1) holds. Then, by the Bianchi identities (3-17) and (3-18), we have E∞∞
and E∞0 = O(ρm+1). We determine ψ01 by (4-8) to obtain E∞1 = O(ρm+1).
Then, (3-19) gives E01 = O(ρm+1). When m ≤ 3, (4-12) determines ψ11 so that
E11 = O(ρm+1), thus we have E I J = O(ρm+1). Moreover, by (4-2)–(4-4) and
Lemma 3.3, we also have W−I J K L = O(ρm+1). When m = 4, we cannot use (4-12)
to obtain E11 = O(ρ5). However, since W−I J K L = O(ρ4), it follows from (4-2) that

C−1∞1 =∇
I W−I 1∞1 =

1
4(4− 4)W−

∞1∞1+ O(ρ5)= O(ρ5),
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so we have E11 = O(ρ5) by (3-20). (This also follows from the fact that the CR
obstruction tensor O11= (ρ

−4 E11)|M vanishes in three dimensions; see [Matsumoto
2013; 2014].) Thus, we have E I J = O(ρ5) and by (4-2)–(4-4), it holds that

W−
∞1∞1 = O(ρ4), W−

∞0∞0,W−
∞0∞1 = O(ρ5).

We can choose ψ11 so that W−
∞1∞1 = O(ρ5) holds since

δW−
∞1∞1 = ψ11+ O(ρ5)

by (3-15). Thus we obtain unique g(5)I J modulo O(ρ5) with E I J ,W−I J K L = O(ρ5).
When m= 5, we can construct g(6)I J with E I J = O(ρ6) in the same way as for m ≤ 3
and we also have W−I J K L = O(ρ6) by (4-2)–(4-4).

Next we consider the case of m = 6, where the equations (4-6), (4-9), (4-11)
are not pairwise independent. We determine ψ01 by (4-8) so that E∞1 = O(ρ7).
Then we also have E01 = O(ρ7) by (3-19). We determine ψ11 by (4-12) and obtain
E11 = O(ρ7). By (3-16), we have

(4-13) δW−
∞0∞0 =

14
3 ψ00−

16
3 ψ11+ O(ρ7).

We use this equation and (4-6) to determine ψ00, ψ11 so that

E∞∞ = O(ρ7), η = λO

holds. Thus we have determined g(7)I J and we must check that it also satisfies
E00, E11, E∞0 = O(ρ7). Since W−I J K L = O(ρ6), by (4-3) we have

C−0∞0 =
1
4(6− 6)W−

∞0∞0+ O(ρ7)= O(ρ7).

Then it follows from (3-21) that

−
5
4 E00+ E11 = O(ρ7).

Also, (3-17) gives
E00+ 4E11 = O(ρ7).

Therefore, we have E00, E11 = O(ρ7). Moreover, by W−I J K L = O(ρ6) and (4-5),
it holds that C−

∞∞0 = O(ρ7), which implies E∞0 = O(ρ7) by (3-22). Thus, g(7)I J
satisfies E I J = O(ρ7), W−I J K L = O(ρ6), and η = λO. We note that it satisfies
W−I J K L = O(ρ7) when λ= 0.

When m = 7, we can determine g(8)I J so that it satisfies E I J = O(ρ8) in the same
way as in m ≤ 3. If λ= 0, it also satisfies W−I J K L = O(ρ8) by (4-2)–(4-4).

Let us consider the case of m = 8. In this case, (4-9) and (4-11) are not inde-
pendent. We use (4-6) and (4-9) to determine ψ00 and ψ11 so that E∞∞, E00 =

O(ρ9). Then (3-17) gives E11 = O(ρ9). We determine ψ01 and ψ11 by (4-8) and
(4-12) respectively and obtain E∞1, E11 = O(ρ9). By (3-18), (3-19), we have
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E∞0, E01 = O(ρ9). Thus we have constructed g(9)I J with E I J = O(ρ9), which
satisfies W−I J K L = O(ρ9) when λ= 0 by (4-2)–(4-4).

Finally, let m ≥ 9. In this case, the equation E I J = O(ρm+1) determines g(m+1)
I J

in the same way as in m ≤ 3, and it satisfies W−I J K L = O(ρm+1) by (4-2)–(4-4)
when λ= 0.

Consequently, we can construct all g(m+1)
I J inductively, and by Borel’s lemma we

obtain a solution gλI J to

E I J = O(ρ∞), W−I J K L = O(ρ6), η = λO,

which is unique modulo O(ρ∞). By the construction, g0
I J satisfies W−I J K L=O(ρ∞).

Thus we complete the proof of Theorem 1.2.

4B. Dependence on λ. We can read off the dependence of gλI J on the parameter λ
from the construction.

Proposition 4.2. The metric gλI J admits the following asymptotic expansion:

gλI J ∼ g0
I J +

∞∑
k=1

λkρ6kφ
(k)
I J (ρ), φ

(k)
I∞ = φ

(k)
01 = φ

(k)
11 = 0.

Here, φ(k)I J (ρ) is a formal power series in ρ.

Proof. We write the Taylor expansion of gλI J − g0
I J as

gλI J − g0
I J ∼

∞∑
k=0

ρk8
λ,k
I J , 8

λ,k
I∞ = 0.

Then, it suffices to show that8λ,k01 =8
λ,k
11 = 0 and each8λ,kI J is a polynomial in λ of

degree ≤ k/6. First, we note that gλI J − g0
I J = O(ρ6), so 8λ,kI J = 0 for k ≤ 5. Since

both gλI J and g0
I J satisfy E∞1, E11= O(ρ∞), we also have that8λ,k01 =8

λ,k
11 = 0 for

k ≥ 6, by (4-8), (4-12). From (4-6), (4-13), we see 8λ,600 and 8λ,6
11

are determined by

−68λ,600 − 248λ,6
11
= 0,

14
3 8

λ,6
00 −

16
3 8

λ,6
11
= λO.

Thus we have deg8λ,600 = deg8λ,6
11
= 1. Now we prove deg8λ,k00 , deg8λ,k

11
≤ k/6

by the induction on k. When k ≥ 7, 8λ,k00 and 8λ,k
11

are determined by the condition
∂k
ρE00|ρ=0 = ∂

k
ρE11|ρ=0 = 0 for k 6= 8 and ∂k

ρE∞∞|ρ=0 = ∂
k
ρE00|ρ=0 = 0 for k = 8.

These conditions can be regarded as a system of linear equations for 8λ,k00 and 8λ,k
11

,
and in view of (2-7), (2-11), (3-2), the terms involving the other components are
linear combinations of

D18
λ,l1
I1 J1
· · ·Dp8

λ,lp
Ip Jp

, (l1+ · · ·+ lp ≤ k, l j < k),
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where D j is a differential operator on M. Then, by the induction hypothesis,

deg8λ,kI J ≤
l1+· · ·+lp

6
≤

k
6
.

Thus, we complete the proof. �

4C. Evenness. Let g be a normal form ACH metric on M ×[0,∞)ρ . Then it can
be written in the form

(4-14) g =
hρ + 4dρ2

ρ2 ,

where hρ is a family of Riemannian metrics on M. We say g is even when hρ
has even Laurent expansion at ρ = 0. In other words, g is even if and only if the
components g00, g11, g11 are even in ρ, and g01 is odd in ρ. An ACH metric is said
to be even if its normal form is even for any choice of θ .

Proposition 4.3. The ACH metric gλ is even.

Proof. Fix a contact form θ and suppose gλ is in the normal form as (4-14). By
using the Laurent expansion of hρ , we can regard the right-hand side of (4-14) as
an ACH metric gλ

−
defined on M × (−∞, 0]ρ . Then, gλ

−
also satisfies

E I J = O(ρ∞), W−I J K L = O(ρ6), η = λO,

with respect to the orientation satisfying

iθ0
∧ θ1
∧ θ1
∧ θ∞ = iρ−5θ ∧ θ1

∧ θ1
∧ dρ > 0.

We consider the ACH metric ι∗gλ
−

on M×[0,∞)ρ , where ι(x, ρ) := (x,−ρ). Since
ι preserves the orientation, ι∗gλ

−
satisfies

E I J = O(ρ∞), W−I J K L = O(ρ6).

Noting that ι∗Z∞ = Z∞ and ι∗Z0 = Z0, we have

ρ−6W−[ι∗gλ
−
]∞0∞0 = (ι

∗ρ)−6(ι∗W−[gλ
−
])(Z∞, Z0, Z∞, Z0)

= ι∗
(
ρ−6W−[gλ

−
](ι∗Z∞, ι∗Z0, ι∗Z∞, ι∗Z0)

)
= ι∗(ρ−6W−[gλ

−
]∞0∞0).

Thus, ι∗gλ
−

also satisfies η = λO. Therefore, by the uniqueness we obtain

ι∗gλ
−
= gλ+ O(ρ∞),

which implies that gλ is even. �
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5. CR GJMS operators

Matsumoto [2016] generalized the CR GJMS operators to partially integrable CR
manifolds via Dirichlet-to-Neumann type operators associated with eigenvalue
equations for the laplacian of the ACH metric. In dimension three, it is stated as
follows:

Theorem 5.1 [Matsumoto 2016, Theorem 3.3]. Let M be a three-dimensional
strictly pseudoconvex CR manifold and g an ACH metric on a 2-manifold X with
the boundary M. Let θ be a contact form on M and let ρ be the model-defining
function associated with θ . Then, for any k ∈ N+ and f ∈ C∞(M), there exist
F,G ∈C∞(X) with F |M = f such that the function u := ρ−k+2 F+ (ρk+2 log ρ)G
satisfies (

1+
k2

4
− 1

)
u = O(ρ∞),

where 1 = −g I J
∇I∇J is the laplacian of g. The function G is unique modulo

O(ρ∞) and P2k f := (−1)k+1k!(k − 1)!/2 · G|M defines a formally self-adjoint
linear differential operator E(k/2− 1, k/2− 1)→ E(−k/2− 1,−k/2− 1) which
is independent of the choice of θ and has the principal part 1k

b.

We apply this theorem to our metric gλ. Since gλ is determined to infinite order
and the Taylor expansion has a universal expression in terms of the pseudohermitian
structure, the operator Pλ2k has a universal expression in terms of the Tanaka–Webster
connection. Thus, we obtain the CR GJMS operators Pλ2k for all k ≥ 1.

In order to prove that Pλ2k is a polynomial in λ of degree ≤ k/3, we will review
the details of its construction. A linear differential operator on X is called a 2-
differential operator if it is the sum of linear differential operators of the form
aY1 · · · YN , where a ∈ C∞(X) and Y j ∈ 0(

2T X). Note that a 2-differential
operator preserves the subspace ρmC∞(X)⊂ C∞(X) for each m ≥ 1. We fix a
contact form θ and denote the associated Tanaka–Webster connection by ∇TW.
Suppose that gλ is of the normal form

gλ = kρ + 4
dρ2

ρ2

for θ , where kρ is a family of Riemannian metrics on M. Then, the laplacian 1
of gλ is written as

(5-1) 1=− 1
4(ρ∂ρ)

2
+ ρ∂ρ + ρ

21b− ρ
4T 2
+ ρ9

with the 2-differential operator 9 defined by

9 f =− 1
8(∂ρ log det kρ)ρ∂ρ f − ρ−1((k−1

ρ )i j
− (k−1

0 )i j)
∇

TW
i ∇

TW
j f

+
1
2(k
−1
ρ )i j (k−1

ρ )klρ−1(
∇

TW
i (kρ) jk +∇

TW
j (kρ)ik −∇

TW
k (kρ)i j

)
∇

TW
l f.
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Here, the components are with respect to a2-frame {Z I }, and we note that (k−1
ρ )i j
−

(k−1
0 )i j and ∇TW

i (kρ) jk+∇
TW
j (kρ)ik−∇TW

k (kρ)i j are O(ρ) by (2-6). In particular,
9 involves ∂ρgλI J but not higher order derivatives.

Given a function f ∈ C∞(M), we try to solve the equation(
1+

k2

4
− 1

)
(ρ−k+2 F)= 0

for F ∈ C∞(X) with F |M = f . Let F ∼
∑
∞

j=0 f ( j)ρ j , ( f ( j)
∈ C∞(M)) be the

Taylor expansion of F along M. By (5-1), we have

(5-2)
(
1+

k2

4
− 1

)
(ρ−k+2+ j f ( j))= ρ−k+2+ j

(
−

1
4

j ( j − 2k) f ( j)
+ ρD j f ( j)

)
,

where D j is a ρ-dependent linear differential operator on M. Starting with f (0)= f ,
we inductively define f ( j) so that F satisfies(

1+
k2

4
− 1

)
(ρ−k+2 F)= O(ρ−k+3+ j ).

Let D j ∼
∑
∞

l=0 D
(l)
j ρ

l be the Taylor expansion of D j . Then, by (5-2), f ( j) is
determined for j ≤ 2k− 1 as

f ( j)
=

4
j ( j−2k)

j−1∑
l=0

D( j−1−l)
l f (l).

We cannot define f (2k) due to the vanishing of the coefficient of f (2k) in (5-2), and
we need to introduce the logarithmic term (ρk+2 log ρ)G in which the coefficient
G|M is a multiple of (

ρ−k−2
(
1+

k2

4
− 1

)
(ρ−k+2 F)

)∣∣∣
M
.

Therefore, up to a constant multiple, Pλ2k f is given by

2k−1∑
j=0

D(2k−1− j)
j f ( j).

Since9 involves only gλI J and their first order derivatives in ρ, D(l)j involves ∂m
ρ gλI J

for m ≤ l + 1. Consequently, Pλ2k is written in terms of ∂m
ρ gλI J (m ≤ 2k), and by

Proposition 4.2 it is a polynomial in λ of degree ≤ k/3. Thus we complete the
proof of Theorem 1.3.

6. Convergence of the formal solutions

We will prove Theorem 1.4, which asserts that the formal solution gλ converges
to a real analytic ACH metric near M when M is a real analytic CR manifold. In
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the case of λ = 0, this recovers the result of Biquard [2007]. The key tool is the
result of Baouendi and Goulaouic [1976] on the unique existence of the solution to
a singular nonlinear Cauchy problem. Let us state their theorem in a form which
fits to our setting.

We regard local coordinates (x, ρ) of M × [0,∞)ρ as complex variables and
consider an equation for a CN -valued holomorphic function v(x, ρ) of the form

(6-1) (ρ∂ρ)
mv+ Am−1(ρ∂ρ)

m−1v+ · · ·+ A0v

= F(x, ρ, {(ρ∂ρ)l∂αx (ρv)}l+|α|≤m, l<m),

where A j is an N × N matrix and F(x, ρ, {yl,α}l+|α|≤m, l<m) is a holomorphic
function near 0. For each k ∈ N, we set

P(k) := km I + km−1 Am−1+ · · ·+ A0,

where I is the identity matrix of size N. Then, by [Baouendi and Goulaouic 1976,
Theorem 3.1] we have the following theorem:

Theorem 6.1. If detP(k) 6=0 for all k ∈N, (6-1) has a unique holomorphic solution
v(x, ρ) near (0, 0).

In the original statement of [Baouendi and Goulaouic 1976, Theorem 3.1], the
right-hand side of the (6-1) is replaced by G(ρ, {(ρ∂ρ)l∂αx (ρv)}l+|α|≤m, l<m) with
G a C∞-map

G : C× B N ′
→ B,

where B is the Banach space of CN -valued bounded holomorphic functions of x on
a fixed polydisc, and N ′ is the number of multiindices (l, α) such that l + |α| ≤ m,
l < m. Also, the solution v is given as a C∞-function of ρ valued in B. In our
(6-1), G is given by G(ρ, {yl,α}) := F(x, ρ, {yl,α(x)}). Since this is analytic in ρ,
it follows from [Baouendi and Goulaouic 1976, Remark 2.2] and the proof of
[Baouendi and Goulaouic 1976, Theorem 3.1] that the solution v(x, ρ) is C∞ and
v(x, ρm) is holomorphic, which implies that v(x, ρ) itself is holomorphic. Thus
we obtain Theorem 6.1 as a special case of their theorem.

Now we apply this theorem to our case. We assume that M is a real analytic CR
manifold. Let gλI J be the components of the formal solution gλ in a 2-frame {Z I },
and let

g(k)I J :=
1
k!
∂k
ρgλI J

∣∣
M

be the Taylor coefficients, which are analytic functions on M. We consider an ACH
metric of the form

g̃λI J =

8∑
k=0

ρk g(k)I J + ρ
9ϕ̃I J ,



544 TAIJI MARUGAME

which automatically satisfies E I J = O(ρ9). Then, we consider the equation

(6-2) −8ρ−9(E00, E11, E01, E11)= 0

for v = (ϕ̃00, ϕ̃11, ϕ̃01, ϕ̃11). We shall show that this equation is written in the form
(6-1) for m = 2 and satisfies the assumption of Theorem 6.1; then we can conclude
that gλI J converges since it gives the Taylor expansion of the solution v.

We see that in Lemma 3.1 the negligible term which we ignored in the computa-
tion of E I J is an analytic function in

x, ρ, ρ(ρ∂ρ)l∂αx (ρ
9ϕ̃) for l + |α| ≤ 2, l < 2.

Thus, it can be written in the form

f (1)I J (x, ρ)+ ρ
9 f (2)I J (x, ρ, {(ρ∂ρ)

l∂αx (ρϕ̃)}l+|α|≤2, l<2)

with analytic functions f (1)I J , f (2)I J . Then, by Lemma 3.1, we have

−8E00 = I1(ρ∂ρ)ϕ00+ I2(ρ∂ρ)ϕ11

+ 16ρ4
|A|2+ f (1)00 (x, ρ)+ ρ

9 f (2)00 (x, ρ, {(ρ∂ρ)
l∂αx (ρϕ̃)}l+|α|≤2, l<2),

where

ϕI J =

8∑
k=1

ρk g(k)I J + ρ
9ϕ̃I J

and
I1(t)= t2

− 6t − 4, I2(t)=−4(t − 2).

Since E00 = O(ρ9), we have

I1(ρ∂ρ)
( 8∑

k=1

ρk g(k)00

)
+I2(ρ∂ρ)

( 8∑
k=1

ρk g(k)
11

)
+16ρ4

|A|2+ f (1)00 (x, ρ)=ρ
9 f (0)00 (x, ρ)

with some analytic function f (0)00 . Therefore, the equation −8ρ−9 E00 = 0 is written

I1(ρ∂ρ + 9)ϕ̃00+ I2(ρ∂ρ + 9)ϕ̃11+ F00(x, ρ, {(ρ∂ρ)l∂αx (ρϕ̃)}l+|α|≤2, l<2)= 0

with an analytic function F00.
Similarly, the equations −8ρ−9 E I J = 0 for (I, J ) = (1, 1), (0, 1), (1, 1) are

respectively written as

I3(ρ∂ρ + 9)ϕ̃00+ I4(ρ∂ρ + 9)ϕ̃11+ F11(x, ρ, {(ρ∂ρ)
l∂αx (ρϕ̃)}l+|α|≤2, l<2)= 0,

I5(ρ∂ρ + 9)ϕ̃01+ F01(x, ρ, {(ρ∂ρ)l∂αx (ρϕ̃)}l+|α|≤2, l<2)= 0,

I6(ρ∂ρ + 9)ϕ̃11+ F11(x, ρ, {(ρ∂ρ)l∂αx (ρϕ̃)}l+|α|≤2, l<2)= 0,
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where F11, F01, F11 are analytic functions and

I3(t)=−t + 4, I4(t)= t2
− 6t − 8, I5(t)= (t + 1)(t − 5), I6(t)= t (t − 4).

Hence (6-2) is of the form (6-1), and we have

detP(k)= det


I1(k+ 9) I2(k+ 9)
I3(k+ 9) I4(k+ 9)

I5(k+ 9)
I6(k+ 9)


= (k+ 1)(k+ 3)(k+ 4)(k+ 5)(k+ 9)2(k+ 10)(k+ 11)

6= 0

for any k ∈ N. Thus, by Theorem 6.1, (6-2) has a unique holomorphic solution and
we complete the proof of Theorem 1.4.
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DOUBLE GRAPH COMPLEX
AND CHARACTERISTIC CLASSES OF FIBRATIONS

TAKAHIRO MATSUYUKI

In this paper, we construct a double chain complex generated by certain
graphs and a chain map from that to the Chevalley–Eilenberg double com-
plex of the differential graded Lie algebra (dgl) of symplectic derivations
on a free dgl. It is known that the target of the map is related to charac-
teristic classes of fibrations. We can describe some characteristic classes of
fibrations whose fiber is a 1-punctured even-dimensional manifold by linear
combinations of graphs though the cohomology of the dgl of derivations.

1. Introduction

The Chevalley–Eilenberg complex of the limit of the Lie algebra of symplectic
derivations on (graded) free Lie algebras is isomorphic to the graph complex defined
by the cyclic Lie operad (details in [Kontsevich 1994; 1993; Conant and Vogtmann
2003; Hamilton 2006]). In this paper, we introduce an extension of (the dual of) the
construction to a Lie algebra of symplectic derivations on free differential graded
Lie algebras (dgls). Let (W, ω) be a finite-dimensional graded vector space with
symmetric inner product of even degree N and δ a differential of degree −1 on
the completed free Lie algebra L̂W satisfying the symplectic condition δω = 0.
An important example is the case that (L̂W, δ) is a Chen dgl model of an even-
dimensional manifold and ω is its intersection form. We construct a W -labeled
graph complex C •,•com(W ) and a chain map

C •,•com(W )→ C •,•CE(Derω(L̂W ))

to the Chevalley–Eilenberg (double) complex C •,•CE(Derω(L̂W )) of the differential
graded Lie algebra (Derω(L̂W ), ad(δ)) of symplectic derivations on L̂W . Further-
more, from the nonlabeled part C •,•com(N , Z) of the graph complex, which depends
on only the integer N and the set Z of degrees of W , we can obtain a chain map

C •,•com(N , Z)⊂ C •,•com(W )Sp(W,δ)
→ C •,•CE(Derω(L̂W ))Sp(W,δ),

I would like to thank Y. Terashima and H. Kajiura for many helpful comments. This work was sup-
ported by Grant-in-Aid for Japan Society for the Promotion of Science Research Fellow (17J01757).
MSC2010: primary 55R40; secondary 55P62.
Keywords: graph complex, characteristic class, derivation, fiber bundle.
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where Sp(W, δ) is the group of graded linear isomorphisms of W preserving ω
and δ. In the case of N = 0 and Z = {0}, the map corresponds to the Kontsevich
one [1994; 1993].

The construction above gives characteristic classes of fibrations. It is known
that characteristic classes of simply connected fibrations are related to Lie alge-
bras of derivations [Schlessinger and Stasheff 2012; Tanré 1983]. In nonsimply
connected cases, we got relations between characteristic classes and Lie algebras
of derivations as in [Matsuyuki and Terashima 2016; Kajiura et al. 2016]. In this
paper, we consider the case that the boundary of a fiber is a sphere. For a simply
connected compact manifold X with ∂X = Sn−1, let aut∂(X) be the monoid of
self-homotopy equivalences of X fixing the boundary pointwisely and aut∂,0(X) its
connected component containing idX . According to [Berglund and Madsen 2014],
the isomorphism

H •(B aut∂,0(X);Q)' H •

CE(Der+ω (L X ))

is obtained. Here L X is a cofibrant dgl model of X . The underlying Lie algebra of L X

is generated by the linear dual W of the suspension of the reduced cohomology
of X . So the graph complex above gives the invariant part of the cohomology
H •

CE(Der+ω (L X )) with respect to the action of the group Sp(W, δ) of automorphisms
of W with intersection form preserving the differential δ of L X . Using the Serre
spectral sequence for the fibration

B aut∂,0(X)→ B aut∂(X)→ Bπ0(aut∂(X)),

the image of the natural map H •(B aut∂(X);Q)→ H •(B aut∂,0(X);Q) is included
in the invariant part. We give a chain map

C •,•com(N , Z)+→ C •,•CE(Der+ω (L X ))
Sp(W,δ)

using a positive truncated version C •,•com(W )+ of C •,•com(W ). Considering W -labeled
graphs, we can also obtain a W -labeled version C •,•com(W )+ and a chain map

C •,•com(W )+→ C •,•CE(Der+ω (L X )).

2. Preliminary

In this paper, all vector spaces are over a field K whose characteristic is zero. A
field K is regarded as a Z-graded vector space all of whose elements have degree 0.

For a finite set U , the number of elements in U is denoted by #U .
All tensor products of linear maps between Z-graded vector spaces contain their

signs: for homogeneous linear maps f : A→ V and g : B→W between Z-graded
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vector spaces, we set

( f ⊗ g)(a, b) := (−1)ga f (a)⊗ g(b)

for a ∈ A and b ∈ B. (We often denote by |a| the degree of an element a. But we
omit the symbol | · | of the degree when it appears in a power of −1. For example,
(−1)ga means (−1)|g||a|.)

Let V be a Z-graded vector space. We denote by V i the subspace of elements of V
of cohomological degree i and Vi = V−i the subspace of elements of homological
degree i . Note that the linear dual V ∗ = Hom(V,R) of V is graded by (V ∗)i =
Hom(Vi ,R).

The p-fold suspension V [p] of V for an integer p is defined by

V [p]i := V i+p,

and elements of V [p]i are presented by xσ for x ∈ V i+p using the symbol σ of
cohomological degree −p. The p-suspension map V → V [p] is also denoted by σ .
In this paper, the N -suspension σ for an even number N often appears. It is used
for adjusting degrees of elements though we can ignore it when calculating signs.

Let V be a Z-graded vector space and α : V ⊗ V → K be a nondegenerate
bilinear map of (cohomological) degree n. Out of the two conditions

(i) α(x, y)= (−1)xyα(y, x) for homogeneous elements x, y ∈ V , and

(ii) α(x, y)=−(−1)xyα(y, x) for homogeneous elements x, y ∈ V ,

the pair (V, α) is called a symmetric vector space with degree n if satisfying (i),
and a symplectic vector space with degree n if satisfying (ii).

2A. Algebras and signs. Let V be a finite-dimensional Z-graded vector space.

Definition 2.1. We define the following quotient algebras of the tensor algebra T V
generated by V .

• The symmetric algebra SV generated by V is the Z-graded commutative
algebra which is the quotient algebra obtained from the Z-graded tensor algebra
T V by introducing the relation

xy = (−1)xy yx

for x, y ∈ V . The image of V⊗k for an integer k in SV is denoted by Sk V .

• The exterior algebra 3V generated by V is the Z-graded anticommutative
algebra which is the quotient algebra obtained from the Z-graded tensor algebra
T V by introducing the relation

xy =−(−1)xy yx

for x, y ∈ V . The image of V⊗k for an integer k in 3V is denoted by 3k V .
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Definition 2.2. For distinct elements v1, . . . , vk ∈ V and a permutation π ∈ Sk ,
the sign ε defined by the equation on Sk V

v1 · · · vk = ε · vπ(1) · · · vπ(k)

is called the Koszul sign of (v1, . . . , vk) 7→ (vπ(1), . . . , vπ(k)). Similarly the sign
ε defined by the same equation in 3k V is called the anti-Koszul sign. Note the
equation ε = sgnπ · ε.

2B. Derivations. Let W be a finite-dimensional Z-graded vector space.

Completed tensor algebras. We denote the completed tensor algebra by

T̂ W :=
∞∏

r=0

W⊗r .

Its product µ and coproduct 1 are defined by

µ(x1⊗ · · ·⊗ xs, xs+1⊗ · · ·⊗ xr )= x1⊗ · · ·⊗ xr ,

1(x1⊗· · ·⊗ xr )=

r∑
s=0

∑
τ∈Ush(s,r−s)

ε · (xτ(1)⊗· · ·⊗ xτ(s))⊗ (xτ(s+1)⊗· · ·⊗ xτ(r))

for homogeneous elements x1, . . . , xr ∈ W , where Ush(s, r − s) is the set of
(r, s − r)-unshuffles and ε is the Koszul sign of the permutation (x1, . . . , xr ) 7→

(xτ(1), . . . , xτ(r)) (Definition 2.2). The primitive part of T̂ W is the completed free
Lie algebra L̂W . These algebras have the gradings defined by the grading of W .

Derivations on a completed tensor algebra. Let Der(L̂W ) be the Lie algebra of
(continuous) derivations on the completed algebra T̂ W . Given a symplectic inner
product ω of degree N on W , we define the Lie algebra of symplectic derivations
on T̂ W

Derω(T̂ W ) := {D ∈ Der(T̂ W ); D(ω)= 0}.

Here ω is identified with the element of L̂W described by∑
i< j

ωi j [x i , x j
],

where {x i
} is a basis of W and matrix (ωi j )i, j is the inverse matrix of (ω(x i , x j ))i, j .

Since derivations on T̂ W are determined by the values on the generating space W ,
we get the isomorphism as graded vector space

8ω : Der(T̂ W )' Hom(W, T̂ W )' T̂ W ⊗W [−N ] =
∏
r=1

W⊗r
[−N ],
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where the second isomorphism is induced by the isomorphism Hom(W,R) '

W [−N ] derived from nondegeneracy of ω. Furthermore, we also have the identifi-
cation by 8ω

Derr (T̂ W ) := {D ∈ Der(T̂ W ); D(W )⊂W⊗(r+1)
}

' Hom(W,W⊗(r+1))'W⊗(r+2)
[−N ].

Fixing a homogeneous basis x1, . . . , xm of W , the derivations x i1 · · · x ik ∂/∂x i

(1≤ i1, . . . , ik, i ≤ m), which are these elements corresponding to the linear map
x i
7→ x i1 · · · x ik , comprise a basis of Derk+1(T̂ W ). On the basis,8ω is described by

8ω

(
x i1 · · · x ik

∂

∂x i

)
=

∑
j

ωi j x i1 · · · x ik x jσ−1,

where σ−1 is a symbol of the (−N )-suspension which has homological degree −N .
By the identification 8ω, the space of symplectic derivations is described by

Derω(T̂ W )
8ω
'

∞∏
r=1

(W⊗r )Z/rZ
[−N ] =

∞∏
r=1

W (r)
cyc[−N ].

Here W (r)
cyc := (W⊗r )Z/rZ is the space of invariant tensors by cyclic permutations of

tensor factors, which is also defined in Definition 3.2.
Therefore, the Lie algebra Derω(L̂W ) of symplectic derivations on L̂W is de-

scribed by

Derω(L̂W ) := Der(L̂W )∩Derω(T̂ W )
8ω
'

∞∏
r=2

W (r)[−N ],

Derr+2
ω (L̂W ) := Derr+2(L̂W )∩Derω(T̂ W )

8ω
' W (r)[−N ],

where W (r) := (LW ⊗W )∩W (r)
cyc.

Through the isomorphism8ω, the Lie algebra structure of Der(T̂ W ) is described
as follows:

Lemma 2.3. Let [ · , · ] be the Lie bracket of Der(T̂ W ). Then the linear map
[ · , · ]ω := σ8ω ◦ [ · , · ] ◦ (8

−1
ω σ

−1)⊗2 is equal to∑
d1+d2=N

(id⊗ω(d1,d2))

( ∑
1≤t<r2

π
r1,r2
1;t +

∑
1≤s<r1

π
r1,r2
2;s

)
:W⊗r1 ⊗W⊗r2 →W⊗r1+r2−2

where ω(d1,d2) :W ⊗W → R for integers d1, d2 is the composition of the projection
W ⊗W → Wd1 ⊗Wd2 and the restriction of ω to Wd1 ⊗Wd2 , and πr1,r2

1; j , π
r1,r2
2;i :
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W⊗r1 ⊗W⊗r2 →W⊗r1+r2 for 1≤ i ≤ r1 and 1≤ j ≤ r2 is defined by

π
r1,r2
1; j (a

(1)
1 · · ·a

(1)
r1
⊗ a(2)1 · · ·a

(2)
r2
)= ε · a(2)1 · · ·a

(2)
j−1a(1)1 · · ·a

(1)
r1−1a(2)j+1 · · ·a

(2)
r2

a(1)r1
a(2)j ,

π
r1,r2
2;i (a(1)1 · · ·a

(1)
r1
⊗ a(2)1 · · ·a

(2)
r2
)= ε · a(1)1 · · ·a

(1)
i−1a(2)1 · · ·a

(2)
r2−1a(2)j+1 · · ·a

(2)
r2−1a(1)i a(2)r2

for homogeneous elements a(1)1 , . . . , a(1)r1 , a(2)1 , . . . , a(2)r2 . Here ε is the Koszul sign
of the corresponding permutations.

Proof. Let x1, . . . , xm be a homogeneous basis of W . The Lie bracket for the basis
is described by[

x i1 · · · x ik
∂

∂x i , x j1 · · · x jl ∂

∂x j

]
=

∑
t

εδ
jt
i x j1 · · · x jt−1 x i1 · · · x ik x jt+1 · · · x jl ∂

∂x j

−

∑
s

ε′δ
is
j x i1 · · · x is−1 x j1 · · · x jl x is+1 · · · x ik

∂

∂x i

where ε = (−1)(x
i1+···+x ik−x i )(x j1+···+x jt−1 ), ε′ = (−1)(x

j1+···+x jl−x j )(x is+1+···+x ik−x i ),
and δi

j is the Kronecker’s delta.
Then, for A = x i1 · · · x ir1 and B = x j1 · · · x jr2 , we obtain

[A,B]ω =
∑

t

εx j1 ···x i1 ···x ir1−1 ···x jr2ωir1 jt +
∑

s

ε′x i1 ···x j1 ···x jr2−1 ···x ir1ωis jr2

=

∑
d1+d2=N

(id⊗ω(d1,d2))

( ∑
1≤t<r2

π
r1,r2
1;t +

∑
1≤s<r1

π
r1,r2
2;s

)
(A⊗ B),

where ε and ε′ are the Koszul signs of

(x i1, . . . , x ir1 , x j1, . . . , x jr2 ) 7→ (x j1, . . . , x i1, . . . , x ir1−1, . . . , x jr2 , x ir1 , x jt ),

(x i1, . . . , x ir1 , x j1, . . . , x jr2 ) 7→ (x i1, . . . , x j1, . . . , x jr2−1, . . . , x ir1 , x is , x jr2 ),

respectively. In the calculus above, note that we use the assumption that N is
even. �

The lemma above is needed to prove Theorem 3.9.

Derivations on a dgl. Let δ be an element in Derω(L̂W ) of homological degree −1
such that δ2

= 0. Then ad(δ) is a differential operator on Derω(L̂W ).
In the case that W0 is positively graded, i.e., Wi = 0 for i ≤ 0, we can regard that

δ ∈Derω(LW ) since δ is described by only finite sums. Then we often consider the
positive truncation (Der+ω (LW ), ad(δ)) of the chain complex (Derω(LW ), ad(δ))
defined by

Der+ω (LW )i :=


Derω(LW )i (i > 2),
Ker(ad(δ))1 (i = 1),
0 (otherwise).
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Definition 2.4 (Chevalley–Eilenberg complex). Let (L , δ) be a dgl. We define the
Chevalley–Eilenberg complex as

C p,q
CE (L) := (3

p L∗)q ,

where3•L∗ is the exterior algebra generated by the graded vector space L∗. The first
differential dCE is defined by the formula for c ∈ C p,q

CE (L) and D1, . . . , Dp+1 ∈ L ,

(dCEc)(D1, . . . , Dp+1)=
∑
i< j

ε · c([Di , D j ], D1, . . . , D̂i , . . . , D̂ j , . . . , Dp+1),

where ε = (−1)Di (D1+···+Di−1)+D j (D1+···+D j−1)+Di D j+i+ j−1, and the second differ-
ential Lδ derived from δ is defined by

Lδ = iδdCE− dCEiδ,

using the interior product defined by

(iδc)(D1, . . . , Dp)= c(δ, D1, . . . , Dp),

for c ∈ C p+1,q
CE (L) and D1, . . . , Dp ∈ L . Then the triple (C •,•CE(L), dCE, Lδ) is a

double complex.

We will consider the Chevalley–Eilenberg complexes of dgls (Derω(L̂W ), ad(δ))
and (Der+ω (LW ), ad(δ)), and the invariant space C •,•CE(Der+ω (LW ))Sp(W,δ), where
Sp(W, δ) is the group of symplectic linear isomorphisms W →W preserving δ.

2C. A dgl model with symplectic form of manifolds. In this subsection, we review
a Chen dgl model of a manifold. Let X be a smooth manifold. Put A = A•(X) and
H = H •

DR(X). Fix a homotopy transfer diagram

A
'' // H ;oo

e.g., in the case that X is a closed manifold, it is obtained by using the Hodge
decomposition of the de Rham complex A. Since A is a commutative differential
graded algebra (dga) with symmetric form (intersection form), H has the structure of
a minimal cyclic C∞-algebra by the diagram (details in [Kontsevich and Soibelman
2001; Merkulov 1999; Kadeishvili 2009; Markl et al. 2002; Hamilton and Lazarev
2004] for instance).

Let I be the intersection form on H , m the cyclic C∞-algebra structure on H
obtained by the homotopy transfer diagram, and s : H→ H [1] the suspension map.
We denote V = H [1]∗. Defining the suspension of mi by mi := s ◦mi ◦ (s−1)⊗i for
all i ≥ 1 and of I by ω := I ◦ (s−1)⊗2, then the duals of these define the symplectic
inner product ω on H [1]∗ of degree N = n− 2 and the linear map δi : V → V⊗n
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of homological degree −1. Thus, extending the unique derivation δi : L̂V → L̂V
by the Leibniz rule, then we have the derivation of homological degree −1

δ :=

∞∑
i=1

δi ∈ Derω(L̂V ).

Furthermore we can prove that δ is a differential since m satisfies the A∞-relations
and quadratic, i.e., δ(V )⊂

∏
i≥2 V⊗i , since (H, I,m) is minimal.

The Chen dgl model is a reduced version of the construction. Suppose X is
connected, and put

W := H [1]∗
≥0 = H+(X;R)[−1].

Then we have the restriction δ : L̂W → L̂W of δ and ω :W⊗2
→ R. If X is simply

connected, we can restrict the differential δ on the free Lie algebra LW ⊂ L̂W
since δ(w) for w ∈W has only finitely many nontrivial terms.

Theorem 2.5 [Chen 1977]. For a simply connected closed manifold X with base
point ∗, the dgl (LW, δ) is a Quillen model of X , i.e., there is a Lie algebra
isomorphism

H•(LW, δ)' π•(�X)⊗Q.

3. Graph complex

3A. Orientation and ordering of graded sets. The set of orderings on a set U is
defined by

Ord(U ) := {(u1, . . . , uk) ∈U×k
;U = {u1, . . . , uk}},

where k := #U .

Definition 3.1. Let U be a Z-graded set, i.e., a finite set U given a map | · | :U→Z.

• The graded vector space generated by U is denoted by RU .

• The symmetric algebra generated by U is denoted by SU := S(RU ).

• The exterior algebra generated by U is denoted by 3U :=3(RU ).

For an element (u1, . . . , uk) ∈ Ord(U ), we denote the image of u1 ⊗ · · · ⊗ uk

in 3U by [u1, . . . , uk]. The 1-dimensional vector space generated by this element
is written by

O(U ) := 〈[u1, . . . , uk]〉 ⊂3U.

Definition 3.2. Let V be a Z-graded vector space. We define the subspace V (k)
cyc

of cyclic tensors in V⊗k by the image of the map [ · , . . . , · ]cyc : V⊗k
→ V⊗k

obtained by
x1⊗ · · ·⊗ xk 7→

∑
τ∈Z/kZ

ε · xτ(1)⊗ · · ·⊗ xτ(k),



DOUBLE GRAPH COMPLEX AND CHARACTERISTIC CLASSES OF FIBRATIONS 555

where Z/kZ is identified with the group of cyclic permutations and ε is the Koszul
sign of (x1, . . . , xk) 7→ (xτ(1), . . . , xτ(k)). For a Z-graded set U , we denote

Cyc(U ) := 〈[u1, . . . , uk]cyc; (u1, . . . , uk) ∈ Ord(U )〉 ⊂ (RU )(k)cyc.

3B. Definition of graph complex. Let W be a finite-dimensional symplectic vector
space with form ω of degree N and suppose N is even and Z := {a ∈ Z;Wa 6= 0} ⊂
{0, . . . , N }. Our labeled graph complex depends on (W, ω).

Definition of graphs.

Definition 3.3. An N-graded graph 0 consists of the following information:

• The set H(0) of half-edges.

• The set V (0) of vertices. It is a partition of the set H(0); i.e.,

H(0)=
∐

v∈V (0)

v, v 6=∅ (v ∈ V (0)).

The number #v of elements of any v ∈ V (0) is called the valency of v. A
vertex with valency > 1 is called an internal vertex, and one with valency 1 is
called an external vertex. The sets of internal and external vertices are denoted
by Vi (0) and Ve(0), respectively.

• The set E(0) of edges. It is a partition of the set H(0) such that the number
of elements of any e ∈ E(0) is two, i.e.,

H(0)=
∐

e∈E(0)

e, #e = 2 (e ∈ E(0)).

• The cohomological degree of half-edges. It is a map | · | : H(0)→ Z such
that |h1|+ |h2| = N for an edge e= {h1, h2} ∈ E(0). Then the cohomological
degrees of vertices and edges are defined by

|v| := |h1| + · · · + |hr | − N , |e| := N ,

for v = {h1, . . . , hr } ∈ V (0) and e ∈ E(0).

• The division of the set Vi (0) of internal vertices to two disjoint sets

Vi (0)= Vn(0)q Vs(0)

such that all elements in Vs(0) have cohomological degree−1 and valency≥ 3.
An element of Vn(0) is called a normal vertex, and one of Vs(0) is called a
special vertex.

The set of isomorphism classes of such graphs is denoted by G(N ). Here an
isomorphism between N -graded graphs is a bijection between the sets of half-edges
preserving all information of N -graded graphs.
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Figure 1. Examples of 4-graded graphs.

Example 3.4. In the case of N = 4 and Z = {0, 1, 2, 3, 4}, we can give examples
of 4-graded graphs in Figure 1. In these figures,

• a black vertex • means a normal vertex, a white vertex ◦ a special vertex, and
a square vertex � a univalent vertex, and

• a number drawn beside a half-edge is its degrees.

Decoration on vertices. We shall give the relation equivalent to the dual of vertices
defined by the cyclic Lie operad as in [Conant and Vogtmann 2003; Hamilton 2006;
Markl 1999].

Definition 3.5. Let 0 be an N -graded graph.

• We introduce to Cyc(v)[N ] for v ∈ Vi (0) the commutativity relation

Sv,hr ;s(o) :=
∑

τ∈Sh(s,r−s−1)

oτ
(v,hr )
= 0,

oτ
(v,hr )
:= ε[hτ(1), . . . , hτ(r−1), hr ]cycσ,

for r−1> s> 0 and o= [h1, . . . , hr ]cycσ ∈Cyc(v)[N ], where Sh(p, q) is the
set of (p, q)-shuffles, σ is the symbol of the N -fold suspension, and ε is the
Koszul sign. Then we denote by C(v)= Cyc(v)[N ]/(com. rel.) the obtained
space. This relation for r = 3, 4 is described in Figure 2. (In the case of r = 3,
it is the AS-relation for Jacobi diagrams.)

Decoration on N-graded graphs. Set

Õcom(W, 0) :=
⊙

e∈E(0)

O(e)⊗
⊙

u∈Ve(0)

W [−N ]|u|⊗
∧

vs∈Vs(0)

C(vs)⊗
∧

v∈Vn(0)

C(v),

where⊙
u∈U

V (u) :=
{
vu1 · · ·vuk ∈ Sk

(⊕
u∈U

V (u)
)
;vui ∈ V (ui ), (u1, . . . ,uk) ∈ Ord(U )

}
,

∧
u∈U

V (u) :=
{
vu1 · · ·vuk ∈3

k
(⊕

u∈U

V (u)
)
;vui ∈ V (ui ), (u1, . . . ,uk) ∈ Ord(U )

}
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= 0++

= 0++

=  −

Figure 2. Commutativity (r = 3, 4). (Koszul signs are omitted in figures.)

for a family (V (u))u∈U of Z-graded vector spaces indexed by a finite set U . This
tensor product consists of four factors: the first factor means directions of edges of 0,
the second factor W -labels of external vertices of 0, the third factor (equivalence
classes of) cyclic orderings on special vertices of 0, and the fourth factor the same
on normal vertices of 0. Note that W [−N ]|u| = W|h|[−N ] for an external vertex
u = {h}.

We need to identify elements of Õcom(W, 0) by the symmetry of 0. An au-
tomorphism α of an N -graded graph 0 ∈ G(N ) induces the linear isomorphism
C(v)→ C(α(v)) for v ∈ Vi (0) described by

[h1, . . . , hk]cyc 7→ [α(h1), . . . , α(hk)]cyc,

and the identity map W [−N ]|u| → W [−N ]|α(u)| = W [−N ]|u| for u ∈ Ve(0).
Therefore, the automorphism group of 0 acts on the vector space Õcom(W, 0)
by the induced permutation of half-edges. Then the coinvariant vector space
of Õcom(W, 0) by this action is denoted by Ocom(W, 0). We often consider an
element o of Ocom(W, 0) described by the form

o= [o1, . . . , ol;w1, . . . , wke; c
s
1, . . . , cs

ks
; c1, . . . , ckn ]

:= (o1 · · · ol)⊗ (w1 · · ·wke)⊗ (c
s
1 · · · c

s
ks
)⊗ (c1 · · · ckn )

where wi ∈W [−N ]|ui | and

oi = [ôi ], cs
i = [ĉ

s
i ]cycσ, ci = [ĉi ]cycσ,

for ôi ∈ Ord(ei ), ĉi ∈ Ord(vi ), and ĉs
i ∈ Ord(vs

i ). Such element o is called an
orientation of 0, a pair (0, o) is an oriented graph, and the information

ô= (ô1, . . . , ôl;w1, . . . , wke; ĉ
s
1, . . . , ĉs

ks
; ĉ1, . . . , ĉkn )

is called a lift of an orientation o = [ô] on 0. The vector space Ocom(W, 0) is
generated by orientations.

Example 3.6. In the case of N = 4 and Z = {0, 1, 2, 3, 4}, we can give examples
of decorated 4-graded graphs in Figure 3. In these figures,
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v3v4

v5

w1 w2

Figure 3. Left and center: nonlabeled examples (0, o1) and
(0, o2). The ordering of vertices is v1v2v3v4 and v1v2v4v3. Right:
a labeled example. The ordering of vertices and labels is
(w1ω

−1)(w2ω
−1)v3v4v5.

• an arrow on an edge means a direction, and

• an arc drawn around a vertex is an ordering of half-edges incident to this
vertex.

In Figure 3, left and center, the degrees of vertices are v1 =−1, v2 = 4, v3 = 5,
and v4 = 4. In the space O(0), we have

o1 = (−1)5·4+1(−1)3·1+1(−1)3·(3+1+1)o2 = o2,

where the signs (−1)5·4+1, (−1)3·1+1, (−1)3·(3+1+1) are coming from changes of the
ordering of vertices, the direction of the edge between v2 and v4, and the ordering
of half-edges incident to v4, respectively.

In Figure 3, right, elements w1 ∈W3 and w2 ∈W4 are labels of univalent vertices
v1, v2 (their names v1, v2 of vertices are omitted in the figure). Note their degrees
|v1| = |w1σ

−1
| = −1 and |v2| = |w2σ

−1
| = 0.

Definition of the bigraded vector space Ĉ •,•com(W ). The cohomological bidegree
(p, q) ∈ Z×Z of 0 ∈ G(N ) is defined by

p = #Vn(0), q =
∑

v∈Vn(0)

|v| = #Vs(0)+ N (#E(0)− #V (0))−
∑

u∈Ve(0)

|u|,

and the bidegree of elements in Ocom(W, 0) is defined by that of 0. We define the
space of N-graded ribbon graphs by

Ĉ •,•com(W ) :=
⊕

0∈G(N )

Ocom(W, 0), Ĉ p,q
com(W ) :=

⊕
0∈Gp,q (W )

Ocom(W, 0),
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where Gp,q(W ) is the subset of G(N ) consisting of N -graded graphs of degree (p, q).
Then Ĉ •,•com(W ) can be regarded as a bigraded vector space. We often denote an
element in Ĉ •,•com(W ) corresponding to o ∈ Ocom(W, 0) for 0 ∈ G(N ) by (0, o).

Definition of the first differential d. We define a linear map da,b
v;h1,h2 :Ocom(W, 0)→

Ĉ •,•com(W ) for an N -graded graph 0 ∈G(N ), a normal vertex v ∈ Vn(0), two distinct
half-edges h1, h2 incident to v, and a, b ∈ Z satisfying a+ b = N . For an order
h1, . . . , hr of half-edges incident to v such that h1

= hr and h2
= hi , put

da,b
v;h1,h2(0, [ · ; · ; · ; [h1, . . . , hr ]σ, · ])

= (0
a,b
v;h1,h2, [ · , [h

′, h′′]; · ; · ; [h1, . . . , hi , h′]σ, [h′′, hi+1, . . . , hr ]σ, · ]).

Here σ is the N -fold suspension, and the N -graded graph 0a,b
v;h1,h2 is defined by

H(0a,b
v;h1,h2)= H(0)q{h′, h′′}, V (0a,b

v;h1,h2)= (V (0) \ {v})q{v
′, v′′},

Vs(0
a,b
v;h1,h2)= Vs(0), E(0a,b

v;h1,h2)= E(0)q{e0},

where v′ = {h1, . . . , hi , h′}, v′′ = {h′′, hi+1, . . . , hr }, e0 = {h′, h′′}, |h′| = a, and
|h′′| = b. Note that the equation above is enough to define the operator da,b

v;h1,h2 and
the operator is well-defined. A picture of the map da,b

v;h1,h2 is described in Figure 4.
Then we obtain the linear map d : Ĉ •,•com(W )→ Ĉ •,•com(W ) by

dv(0, o) :=
1
2

∑
a+b=N

∑
h1 6=h2∈v

da,b
v;h1,h2(0, o), d(0, o) :=

∑
v∈Vn(0)

dv(0, o).

The map d can be also described by

dv(0, o)=
∑

a+b=N

∑
0≤s<t<r

da,b
v;hs ,ht

(0, o),

where o= [ · ; · ; · ; [h1, . . . , hr ]σ, · ] and v = {h1, . . . , hr }. Note the relation

da,b
v;h1,h2(0, o)= db,a

v;h2,h1(0, o)

for half-edges h1
6= h2

∈ v. Here well-definedness of d is proved by the relation
with the commutativity relation:

Proposition 3.7. Using the notations above, dvSv,hr ;i (0, o) is equal to zero under
the commutativity relation.

Proof. For integers p, q, we define the linear ordered set [p, q] by {p < p+ 1<
· · ·< q − 1< q}. If p > q, put [p, q] =∅. For partially ordered sets P1, P2, we
denote their direct sum by P1+ P2 (in the category of posets), and their ordinal sum
by P1⊕ P2. Then a (p, q)-shuffle is equivalent to the inverse of an order-preserving
bijection [1, p] + [p+ 1, p+ q] → [1, p+ q].
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h1
hr

hs +1

h1

hs

ht +1
ht

hr
v ′′

v ′
h ′

h ′′

v

Figure 4. The operator da,b
v;hs ,ht

.

Let τ−1
: [1, i] + [i + 1, r − 1] → [1, r − 1] be an (i, r − i − 1)-shuffle and

0≤ s < t < r integers. Put L = τ([s+ 1, t]) and l = t − s.
If τ(s + 1), . . . , τ (t) are ≤ i , then we have τ(s +m) = τ(s + 1)+ (m− 1) for

1 ≤ m ≤ t − s since [1, i] → τ−1([1, i]) is an isomorphism between posets. Put
a = τ(s+ 1)− 1. Then we obtain the shuffle τ2 by τ :

[1, i − l + 1] + [i − l + 2, r − l]
τ−1

2
// [1, r − l]

[1, a]⊕ {∗}⊕ [a+ l, i] + [i + 1, r − 1]
bij.
//

canonical isom.

OO

[1, s]⊕ {∗}⊕ [t + 1, r − 1]

canonical isom.

OO

[1, i] + [i + 1, r − 1]

OOOO

τ−1
// [1, r − 1]

OOOO

The shuffle τ can be recovered from a pair (a, l, τ2), where {a+1, . . . , a+l}⊂ [1, i]
and τ2 is an (i − l + 1, r − i − 1)-shuffle.

Similarly, if τ(s+1), . . . , τ (t) are≥ i+1, we can obtain a triple (a, l, τ2), where
{a+ 1, . . . , a+ l} ⊂ [i + 1, r − 1] and τ2 is an (i − l + 1, r − i − 1)-shuffle.

Otherwise, put p = #(L ∩ [1, i]). Then we obtain the shuffle τ1 by restricting τ :

[1, p] + [p+ 1, l]

canonical isom.
��

τ−1
1

// [1, l]

canonical isom.
��

L� _

�

τ−1
// τ−1(L)� _

�

[1, i] + [i + 1, r − 1] τ−1
// [1, r − 1]

We consider L = ([1, i] + [i + 1, r − 1]) \ L and the order-preserving bijection
ρ−1
: L→ [1, s] ⊕ [t + 1, r − 1] defined by the restriction of τ−1. The shuffle τ

is recovered from a pair (ρ, τ1), where ρ−1
: L → [1, s] ⊕ [t + 1, r − 1] is an

order-preserving bijection and τ1 is a (p, l − p)-shuffle.
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Thus, we have

dvSv,hr ;i ([h1, . . . , hr ]σ)=

r−1∑
l=1

( l−1∑
p=1

∑
ρ

∑
τ1

o
τ
(v′,h′)
1
ρ +

∑
a

∑
τ2

o
τ
(v′′,hr )
2

a,l

)

=

r−1∑
l=1

( l−1∑
p=1

∑
ρ

Sv′,h′;p(oρ)+
∑

a

Sv′′,hr ;i−l+1(oa,l)

)
,

where L = {1, . . . , r − 1} \ L = {u1 < · · ·< u p as integers},

oρ = ε
[
[hu1, . . . , hu p , h′]σ, [hρ(1), . . . , hρ(s), h′′, hρ(t+1), . . . , hρ(r−1), hr ]σ

]
,

oa,l = ε
′
[
[ha+1, . . . , ha+l, h′]σ, [h1, . . . , ha, h′′, ha+l+1, . . . , hr ]σ

]
,

and ε, ε′ are appropriate Koszul signs. (In these equations, the subscripts cyc are
omitted.) �

Definition of the second differential L. For 0 ∈ G(N ), let iv(0) be the N -graded
graph obtained by converting a normal vertex v of degree −1 to a special vertex.
We define the linear map iv : Ocom(W, 0)→ Ocom(W, iv(0)) for o ∈ Ocom(W, 0)
such that

iv(0, [ · ; · ; · ; c, · ])= (iv(0), [ · ; · ; · , c; · ])

for c ∈ C(v) if v has degree −1 and valency ≥ 3, and iv(0, o) = 0 if v does not.
Since the relation

iv1 Sv2,hr ;k(0, o)= Sv2,hr ;kiv1(0, o)

for v1, v2 ∈ Vi (0) holds clearly, the map iv is well-defined. Then the linear map
L : Ĉ •,•com(W )→ Ĉ •,•com(W ) is defined by

L := id − di,

where the linear map i : Ĉ •,•com(W )→ Ĉ •,•com(W ) is obtained by

i(0, o) :=
∑

v∈Vn(0)

iv(0, o).

The map L is also described by

L(0, o)=
∑

v∈Vn(0)

(iv′ + iv′′)dv(0, o)

since iudv = dviu for normal vertices u 6= v.
Then d, i , and L have (cohomological) bidegree (1, 0), (−1, 1), and (0, 1),

respectively.



562 TAKAHIRO MATSUYUKI

Figure 5. A∞-relation.

Figure 6. Cut-off relation.

Definition of the underlying bigraded vector space C •,•com(W ). The space C •,•com(W )

is the quotient space of Ĉ •,•com(W ) by

• (A∞-relation) Rv(0, o) := iv′ iv′′dv(0, o)= 0

for 0 ∈ G(N ) and a normal vertex v (of degree −2). This relation is described
in Figure 5.

• (Cut-off relation) For 0 ∈ G(N ) and e = {h1, h2} ∈ E(0), we define the
N -graded graph 0e as

H(0e)= H(0)q{h1, h2},

E(0e)= (E(0) \ {e})q{{h1, h1}, {h2, h2}},

V (0e)= V (0)q{{h1}, {h2}},

|h1| = N − |h1| =: a, |h2| = N − |h2| =: b.

Then

(0, [[h1,h2], · ; · ; · ; · ])=
∑
|x i
|=a

|x j
|=b

ωi j (0e, [[h1,h1], [h2,h2], · ; x iσ−1, x jσ−1, · ; · ; · ]),

where {x i
} is a homogeneous basis of W and (ωi j ) is the inverse matrix of

(ω(x i , x j )). This relation is described in Figure 6.

Note that C •,•com(W ) is generated by W -labeled graphs with only one internal vertex
by cut-off relation.

On well-definedness of three operators d, i, L on C •,•com(W ). The endomorphisms
d , i , and L of Ĉ •,•com(W ) induce endomorphisms of C •,•com(W ) by the equations

d Rv(0, o)=
∑
u 6=v

Rvdu(0, o), i Rv(0, o)=
∑
u 6=v

Rviu(0, o)

for a normal vertex v of an N -graded graph 0.
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Figure 7. dv′dv(0, o)=−dv′′dv(0, o).

On two differentials d, L on C •,•com(W ).

Proposition 3.8. The bigraded vector space C •,•com(W ) is a double complex with
respect to differentials d and L. We call C •,•com(W ) a double graph complex.

Proof. First, we show the equation d2
= 0. It is proved in the same way as

Kontsevich’s original graph complex. For a normal vertex v of an N -graded graph
(0, o), let v′, v′′ be new vertices obtained by splitting at v. Then

dv′dv(0, o)=−dv′′dv(0, o), dudv(0, o)=−dvdu(0, o)

for u 6=v. The first equation is shown by Figure 7. In the figure, v′ and v′′ are defined
such that the direction of the new edge is from v′ to v′′, and (v′)′, (v′)′′, (v′′)′, (v′′)′′

are also defined in the same way. So we obtain d2(0, o)= 0 by cancellation.
Next, we show L2

= 0. From the equation in Ĉ •,•com(W )

(i L − Li)(0, o)=
(∑

u

iu(iv′ + iv′′)dv −
∑
u 6=v

(iv′ + iv′′)dviu

)
(0, o)

=

∑
v

(iv′′ iv′ + iv′ iv′′)dv(0, o)

= 2
∑
v

Rv(0, o),

we obtain the relation i L − Li = 0 in C •,•com(W ). So the equations

L2
= (id − di)L = id L − di L = id L − d Li = idid − didi,

L2
= L(id − di)= Lid − Ldi = i Ld − Ldi =−idid + didi

hold. Then we obtain L2
= 0. Since Ld+d L =−did+did = 0 holds by definition

of L , we get the proposition. �

3C. Construction of the map to Chevalley–Eilenberg complexes. Let (W, ω) and
Z be as in Section 3B and δ be a symplectic and quadratic differential of homological
degree −1 on L̂W . In this section, the Lie algebra Derω(L̂W ) of symplectic
derivations is denoted by D. We construct a double chain map

C •,•com(W )→ C •,•CE(D)
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from the graph complex C •,•com(W ) to the Chevalley–Eilenberg complex of the dgl
(D, ad(δ)).

Let (0, o) be an oriented graph and ô be a lift of o. Put

k = #V (0), ke = #Ve(0), ks = #Vs(0), kn = #Vn(0),

(r1, . . . , rk) := (1, . . . , 1︸ ︷︷ ︸
ke

, a1, . . . , aks+kn )

:= (1, . . . , 1︸ ︷︷ ︸
ke

, #vs
1, . . . , #vs

ks
, #v1, . . . , #vkn ).

We denote by τ(ô) the linear isomorphism (the permutation of factors of the tensor
product)

W⊗r1 ⊗ · · ·⊗W⊗rk →W⊗2
⊗ · · ·⊗W⊗2

= (W⊗2)⊗l

corresponding to the permutation of half-edges

(h1, . . . , hke , ĉs
1, . . . , ĉs

ks
, ĉ1, . . . , ĉkn ) 7→ (ô1, . . . , ôl).

Then we define the linear map α(0, ô) of cohomological degree (l − k)N by
composing these maps

α(0, ô) :W [−N ]⊗ke ⊗Derω(L̂W )⊗(ks+kn)
proj.
−−→W [−N ]⊗ke ⊗

ks+kn⊗
i=1

Derai+2
ω (L̂W )

8
'W [−N ]⊗ke ⊗

ks+kn⊗
i=1

W (ai )[−N ] ⊂
k⊗

i=1

(W⊗ri [−N ])

σ⊗k

−−→

k⊗
i=1

W⊗ri
τ(ô)
−−→ (W⊗2)⊗l ωE

−→ R,

where 8 := id⊗ke
W [−N ]⊗8

⊗(ks+kn)
ω , ωE := ωe1 ⊗ · · ·⊗ωel , and ωe j := ω(|h

e j
1 |,|h

e j
2 |)

if
e j = {h

e j
1 , he j

2 }. Here we denote by ω(d1,d2) for integers d1, d2 the composition of
the projection W ⊗W → Wd1 ⊗Wd2 and the restriction of ω to Wd1 ⊗Wd2 . The
map α(0, ô) is independent of a choice of linear orders of half-edges representing
cyclic orders, and compatible with the commutativity relation.

We define the map ψ̂(0, ô) :D⊗kn → R by

ψ̂(0, ô)(D1, . . . , Dkn ) := α(0, ô)(w1, . . . , wke , δ, . . . , δ︸ ︷︷ ︸
ks

, D1, . . . , Dkn )
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ω (x, y) = a
x y

b
| x | = a

| y | = b

ψ (Γ, o) (D  , D  ) =1 2

D σ1
w1 w2 δσ D σ2

Figure 8. An example of ψ̂(0, ô)(D1, D2). (0 is the decorated
graph in Figure 3, right.)

for Di ∈D. (An example of ψ̂(0, ô) is described in Figure 8.) Restricting the map1

on the exterior algebra, we can get the map

ψ(0, o)= ψ̂(0, ô) ◦Altkn :3
knD→ R.

The map is independent of a representation ô of o by the definition of an orientation.
So we obtain the map ψ : C •,•com(W )→ C •,•CE(D).

Well-definedness of ψ is proved by the correspondence through ψ between
relations in the graph complex C •,•com(W ) corresponding to properties of derivations:

graph complex derivations

cyclicity symplectic derivation
commutativity Lie derivation

A∞-relation δ2
= 0

cut-off symplectic form

By definition, it is clear except for the A∞-relation. The correspondence for the
A∞-relation is proved in the end of the proof of the following theorem.

Theorem 3.9. The map ψ : C •,•com(W )→ C •,•CE(D) is a double chain map.

Proof. First, we shall show that dCEψ = ψd on Ĉ •,•com(W ). To prove this, we need
Lemma 2.3.

1For a graded vector space V , the injective map Altn :3n V → V⊗n is defined by

Altn(v1 · · · vn)=
1
n!

∑
σ∈Sn

ε(σ )vσ(1)⊗ · · ·⊗ vσ(n)

for v1, . . . , vn ∈ V , where ε(σ ) is the corresponding anti-Koszul sign.
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For an oriented graph (0, o), we define the two lifts ô1, ô2 on 0s,t
vi ;hν ,hµ as

ô1
= ((h′, h′′), · ; · ; · ; v1, . . . , v

′

i , v
′′

i , . . . , vp),

ô2
= ((h′′, h′), · ; · ; · ; v1, . . . , v

′′

i , v
′

i , . . . , vp),

v′i = (h
i
ν+1, . . . , hi

µ, h′), v′′i = (h
i
1, . . . , hi

ν, h′′, hi
µ+1, . . . , hi

ri
),

where ri = #vi . The signs εi are defined by the equations

o1
:= ε1[ô1

], o2
:= ε2[ô2

], ds,t
vi ,hν ,hµo= (−1)i−1o1

= (−1)i−1o2.

So we obtain

d(0, o)=
k∑

i=1

∑
ν<µ

∑
a+b=N

(−1)i−1(0
a,b
vi ;hν ,hµ, o1)

=

k∑
i=1

∑
ν<µ

∑
a+b=N

(−1)i−1(0
a,b
vi ;hν ,hµ, o2).

Note that

dCE(χ ◦Altp)=
1
2

p∑
s=1

(−1)s−1χ ◦ (1⊗s−1
⊗[ · , · ] ⊗ 1⊗p−s) ◦Altp+1

for a linear map χ :W⊗r1[−N ]⊗· · ·⊗W⊗rp [−N ]→R and the antisymmetrization
Altp for p-components. So we should prove

ψ̂(0, ô) ◦ (1⊗i−1
⊗[ · , · ] ⊗ 1⊗p−i−1)

=

∑
ν<µ

∑
a+b=N

(ε1ψ̂(0
a,b
vi ;hν ,hµ, ô1)+ ε2ψ̂(0

a,b
vi ;hν ,hµ, ô2) ◦ τ),

where the map τ means the permutation

X1⊗ · · ·⊗ (xν+1 · · · xµx ′)⊗ (x1 · · · xνx ′′xµ+1 · · · xri )⊗ · · ·⊗ X p

7→ ε · X1⊗ · · ·⊗ (x1 · · · xνx ′xµ+1 · · · xri )⊗ (xν+1 · · · xµx ′′)⊗ · · ·⊗ X p

and ε is the Koszul sign. It follows from the equations

ψ̂(0, ô) ◦ (1⊗i−1
⊗ σ−1(1⊗ω(a,b))π

r ′,r ′′
1;t σ⊗2

⊗ 1⊗p−i−1)= ε1ψ̂(0
a,b
vi ;hν ,hµ, ô

1),

ψ̂(0, ô) ◦ (1⊗i−1
⊗ σ−1(1⊗ω(a,b))π

r ′,r ′′
2;t σ⊗2

⊗ 1⊗p−i−1)= ε2ψ̂(0
a,b
vi ;hν ,hµ, ô

2) ◦ τ,

for r ′ = µ− ν+ 1, r ′′ = r −µ+ ν+ 1, and t = ν+ 1. The first equation is verified
as follows: we have by the definition of ψ̂

ω(x ′, x ′′)ψ̂(0, ô)(X1, . . . , X p)= ε1ψ̂(0
a,b
vi ;hν ,hµ, ô1)(X1, . . . , X ′i , X ′′i , . . . , X p)
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for Xs ∈ W⊗rs , x ′ ∈ Wa , and x ′′ ∈ Wb. Here we put X ′i = xν+1 · · · xµx ′σ−1 and
X ′′i = x1 · · · xνx ′′xµ+1 · · · xrσ

−1 for X i = x1 · · · xrσ
−1. So we obtain the first

equation from

ε1 X iω(x ′, x ′′)= σ−1(1⊗ω)πr ′,r ′′
1;t ⊗ σ

⊗2(X ′i ⊗ X ′′i ).

The second is also verified in the same way.
Next, we shall prove iδψ = ψi on Ĉ •,•com(W ). The ordering

ôi := ( · ; · ; · ; vi , v1, . . . , v̂i , . . . , vp)

is a lift of εi · o, where εi is the anti-Koszul sign of the permutation

(v1, . . . , vp) 7→ (vi , v1, . . . , v̂i , . . . , vp).

So we have

ψi(0, o)(X1, . . . , X p−1)

=

j∑
s=1

εi ·α(ivi (0), ôi )(w1, . . . , wke , δ, . . . , δ︸ ︷︷ ︸
ks+1

,Altp−1(X1, . . . , X p−1))

=

j∑
s=1

∑
π∈Sp−1

ε ·α(0, ô)(w1, . . . , wke , δ, . . . , δ︸ ︷︷ ︸
ks

, Xπ(1), . . . , δ, . . . , Xπ(p−1))

= α(0, ô)(w1, . . . , wke , δ, . . . , δ︸ ︷︷ ︸
ks

,Altp(δ, X1, . . . , X p−1))

= iδψ(0, o)(X1, . . . , X p−1)

where ε is the anti-Koszul sign of

(δ, X1, . . . , X p−1) 7→ (Xπ(1), . . . , δ, . . . , Xπ(p−1)).

From the discussion above, the relation ψ(Rv(0, o))= 0 follows from

ψ(Rv(0, o))= ψ(iv′ iv′′dv(0, o))= ψ(0, o)([δ, δ], · )= 0.

Thus, ψ induces the map ψ : C •,•com(W ) → C •,•CE(D). Furthermore, since ψ is
commutative with d and i , so is L . So we complete the proof. �

The group Sp(W, δ) acts on C •,•com(W ) by the action on their labels. Then, the
chain mapψ :C •,•com(W )→C •,•CE(D) is Sp(W, δ)-equivariant clearly. In particular, we
can consider the Sp(W, δ)-invariant part C •,•com(W )Sp(W,δ) of the complex C •,•com(W ).
It has the double subcomplex C •,•com(N , Z) consisting of N -graded graphs which have
no external vertex. This complex C •,•com(N , Z) does not depend on the symplectic
vector space W . It depends only a range Z of degrees and a degree N of a symplectic
inner product.
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Remark 3.10. We can define the associative version of C •,•com(W ) as follows. Set

Õass(W, 0) :=
⊙

e∈E(0)

O(e)⊗
⊙

u∈Ve(0)

W [−N ]|u|

⊗

∧
vs∈Vs(0)

Cyc(vs)[N ]⊗
∧

v∈Vn(0)

Cyc(v)[N ],

C •,•ass(W ) :=
⊕

0∈G(N )

Oass(W, 0), Oass(W, 0) := Õass(W, 0)Aut(0).

Then (C •,•ass(W ), d, L) is also a double Sp(W, δ)-chain complex, and the chain map

C •,•ass(W )→ C •,•CE(Derω(T̂ W ))

can be defined in the same way. In this case, we can also consider the double sub-
complex C •,•ass(N , Z) which consists of N -graded graphs without external vertices.

4. Applications and examples

Examples of relations between our chain map and a known notion are given in the
following two examples.

Example 4.1. For a cyclic minimal A∞-algebra (H, I,m)with even degree, putting
W := H∗[−1], we have the map C •,•ass(W )→ C •,•CE(Derω(T̂ W )). Here T̂ W is the
dual of the bar construction of (H, I,m). The map induced by the chain map

C0,•
ass(N , Z)→ C0,•

CE(Derω(T̂ W ))= R

is known as the Kontsevich cocycle [Kontsevich 1994; Penkava and Schwarz 1995;
Hamilton and Lazarev 2008] of a cyclic A∞-algebra (H, I,m).

Example 4.2. In the case of Z = {0} and δ = 0, the chain map

C •,0ass(0, {0})→ C •,0CE(Derω(T̂ W ))Sp(W )

is equal to Kontsevich’s chain map [1994; 1993].

In the case that W is positively graded, we define a chain complex C •,•com(W )+ by

C •,•com(W )+ = C •,•com(W )/(positivity),

where the positivity relation is as follows:

• (Positivity) (i) a graph which has a normal vertex v satisfying |v| ≤ 0 is zero,
and (ii) (iv′ + iv′′)dv(0, o) = 0 for an oriented graph (0, o) and a normal
vertex v of degree 0.

The differentials d, L are also defined on C •,•com(W )+, while i is not.

Proposition 4.3. The operators d, L induce the differentials on C •,•com(W )+.
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Proof. It is clear that these operators are compatible with the former condition
(i) of the positivity relation. Note that, to prove compatibility with L for a graph
including a vertex with degree 0, we need to use (ii).

We shall prove they are compatible with (ii). First, we shall calculate the image
of (ii) by the operator d . For 0 ∈ G(N ) and a normal vertex v of degree 0, we have

d(iv′ + iv′′)dv = dv′′ iv′dv + dv′ iv′′dv +
∑

u 6=v′,v′′
du(iv′ + iv′′)dv

= dv′′ iv′dv + dv′ iv′′dv −
∑
u 6=v

(iv′ + iv′′)dvdu .

Here we used the equations in the proof of Proposition 3.8. For a splitting of v such
that |v′| = −1, dv′′ iv′dv must have a nonpositive vertex since |v′′| = 1. In the same
way, dv′ iv′′dv must also have a nonpositive vertex. So d(iv′+ iv′′)dv is equal to zero
under the positivity relation.

Next, we shall calculate the image of (ii) by the operator L:

L(iv′ + iv′′)dv =
∑

u

(iu′ + iu′′)du(iv′ + iv′′)dv

= (i(v′′)′ + i(v′′)′′)dv′′ iv′dv + (i(v′)′ + i(v′)′′)dv′ iv′′dv

−

∑
u 6=v

(iv′ + iv′′)dv(iu′ + iu′′)du

= (i(v′′)′ + i(v′′)′′)iv′dv′′dv + (i(v′)′ + i(v′)′′)iv′′dv′dv

−

∑
u 6=v

(iv′ + iv′′)dv(iu′ + iu′′)du .

By changing names of vertices like in the proof of Proposition 3.8, we get

(i(v′′)′ + i(v′′)′′)iv′dv′′dv =−(i(v′)′′ + iv′′)i(v′)′dv′dv =−Rv′dv′dv − i(v′)′ iv′′dv′dv,

and

(i(v′′)′ + i(v′′)′′)iv′dv′′dv + (i(v′)′ + i(v′)′′)iv′′dv′dv =−Rv′dv′dv + i(v′)′′ iv′′dv′dv

=−Rv′dv′dv − i(v′′)′ i(v′′)′′dv′′dv

=−Rv′dv′dv − Rv′′dv′′dv.

Using the A∞-relation, L(iv′ + iv′′)dv is equal to zero under the positivity relation.
�

Then we can also get the chain map

ψ+ : C •,•com(W )+→ C •(Der+ω (LW ))

induced by ψ .
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Example 4.4. Suppose X = #g(Sn
×Sn)\Int D2n . Its Quillen model is described by

L X = L(u1, v1, . . . , ug, vg) (deg ui = deg vi = n− 1), δ = 0,

ω(ui , v j )= δi j , ω(ui , u j )= ω(vi , v j )= 0.

It means N = 2n − 2, W = 〈u1, v1, . . . , ug, vg〉, and Z = {n − 1}. Then the dgl
(Der+ω (L X ), 0) is a Quillen model of B aut∂,0(X) (which is proved in [Berglund
and Madsen 2014]). In this case, we can forget all special vertices in the graph
complex since δ = 0. So we have the chain map

C •,•com(2n− 2, {n− 1})+/(special vertices)→ C •,•CE(Der+ω (L X ))
Sp(W ).

This map is constructed by [Berglund and Madsen 2014], and it is proved that the
map is an isomorphism under the limit g→∞.

Example 4.5. Suppose X = CP3
\ Int D6. Its Quillen model is described by

L X = L(u1, u2) (deg ui = 2i − 1), δ = 1
2 [u1, u1]

∂

∂u2
,

ω(u1, u2)= ω(u2, u1)= 1.

It means N = 4, W = 〈u1, u2〉, and Z = {1, 3}. Then the dgl (Der+ω (L X ), δ) is a
Quillen model of B aut∂,0(X). Since Sp(W, δ)= 1, we have the chain map

C •,•com(W )+→ C •,•CE(Der+ω (L X ))= C •,•CE(Der+ω (L X ))
Sp(W,δ).

We shall define a certain sub dgl d of Derω(L X ). Put

A1 =
1
2 [u1, u1]

∂

∂u2
, A2 =

1
2 [u2, u2]

∂

∂u1

B1 =
1
2 [u1, u1]

∂

∂u1
+ [u1, u2]

∂

∂u2
, B2 = [u1, u2]

∂

∂u1
+

1
2 [u2, u2]

∂

∂u2
.

Then we have

δ(A1)= δ(B1)= δ(B2)= 0,

δ(A2)=
1
2 [[u1, u1], u2]

∂

∂u1
+

1
2 [[u2, u2], u1]

∂

∂u2
= [A1, A2] = −[B1, B2] =: C,

[Ai , B j ] = [Ai , Ai ] = [B j , B j ] = 0 (i, j = 1, 2),

deg A1 =−1, deg A2 = 5, deg B1 = 1, deg B2 = 3, deg C = 4.

Here we put δ(Z) := [δ, Z ] for simplicity. By the relation above,

d := 〈A1, A2, B1, B2,C〉 = Der1
ω(L X )⊕Der2

ω(L X )
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= + 2d

Figure 9. The relation of graphs (the orientations are omitted).

is a sub dgl of Derω(L X ). Its positive truncation d+ is described by

d+ = 〈A2, B1, B2,C〉,

δ(A2)=−[B1, B2] = C, δ(B1)= δ(B2)= δ(C)= 0,

[A2, Bi ] = [A2, A2] = [Bi , Bi ] = [A2,C] = [Bi ,C] = 0 (i = 1, 2).

Let x, y1, y2, z be the suspension of the dual basis of A2, B1, B2,C . Then the
Chevalley–Eilenberg complex of the dgl d+ is written by

C •,•CE(d
+)=3(x, y1, y2, z) (deg x = 6, deg y1 = 2, deg y2 = 4, deg z = 5),

dx = dy1 = dy2 = 0, dz = x − y1 y2

and its total cohomology

H •

CE(d
+)=3(x, y1, y2)/(x − y1 y2).

Since d+ is the rank ≤ 2 part of Der+ω (L X ), the map H •

CE(Der+ω (L X ))→ H •

CE(d
+)

induced by the inclusion has a section. So nontrivial classes in H •

CE(d
+) give

nontrivial classes in H •

CE(Der+ω (L X )).
The relation dz= x− y1 y2 in the Chevalley–Eilenberg complex is corresponding

to the relation in the graph complex C •,•com(W )+ described in Figure 9. Here the
classes x and y1 y2 correspond to the first term and the sum of the second and third
terms in the figure. Note that y1 and y2 do not correspond to graphs without external
vertices. According to the positivity relation, all the trivalent graphs appearing in
the right-hand side are cycles since the degrees of two half-edges incident to a
permitted bivalent vertex in C •,•com(W )+ must be 3.

Example 4.6. Suppose X = CP4
\ Int D8. Its Quillen model is described by

L X = L(u1, u2, u3) (deg ui = 2i − 1), δ = 1
2 [u1, u1]

∂

∂u2
+ [u1, u2]

∂

∂u3
,

ω(u2, u2)= ω(u1, u3)= 1.
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It means N =6, W =〈u1, u2, u3〉, and Z={1, 3, 5}. Then the dgl (Der+ω (L X ), δ) is a
Quillen model of B aut∂,0(X). Defining the linear transformation τ by τ(u1)=−u1,
τ(u2) = u2, and τ(u3) = −u3, we have Sp(W, δ) = {1, τ }. So C •,•com(W )Sp(W,δ) is
generated by graphs labeled by u1, u2, u3 satisfying #{u1, u3-labeled vertex} even.
For simplicity, we put

[ui1 · · · uik ] := [ui1, . . . , uik ]cyc =

k∑
s=1

(−1)s(k−s)uis+1 · · · uik ui1 · · · uis ∈W k
cyc.

Using notations in Section 3C, we can take a basis of W (2)

[ui u j ] ({i < j} ⊂ {1, 2, 3}),

a basis of W (3)

1
3 [ui ui ui ], [ui u j u j ], [ui ui u j ] ({i < j} ⊂ {1, 2, 3}), [u1u2u3] + [u1u3u2],

and a basis of W (4)

[ui ui u j u j ] (i < j),

[u1u1u2u3] + [u1u1u3u2], [u1u2u2u3] − [u1u3u2u2], [u1u2u3u3] − [u1u3u3u2].

We put the corresponding rank-0, rank-1, and rank-2 bases of Derω(L X )

Pi j , Ai i i , Ai j j , Ai i j , A123, Bi i j j , B1123, B1223, B1233,

and these dual bases pi j , xi jk , and yi jkl of Pi j , Ai jk , and Bi jkl . Then by direct
calculation we have the equations in C •,•CE(Der+ω (L X ))

dy1122 = x222− 2x123+ x122x113− x122x122,

dy2233 = x333x122+ x233x222− x223x223− 2x123x233+ x133x223+ 2p23 y1233,

dy1133 = x233− x133x113− x123x123− 2p23 y1123,

dy1123 = x223− x133− p23 y1122,

dy1223 = x233+ x223x122+ x123x123− x223x113− x123x222− x133x122+ p23 y1123,

dy1233 = x333+ x233x122− x123x223− x233x113− x123x122+ p23 y1133.

Here all terms appearing in the right-hand side of the equations are cocycles. For
example, the fifth relation is corresponding to the relation in the graph complex
C •,•com(W )+ described in Figure 10. In Figure 10, the image by ψ+ of each graph
appearing the last term of the right-hand side is zero.
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d

graphs including
bivalent vertices

= + +

+

+

Figure 10. The relation of graphs ( 1© and 2© mean the orientation
of vertices and the other orientations are omitted).

References

[Berglund and Madsen 2014] A. Berglund and I. Madsen, “Rational homotopy theory of automor-
phisms of manifolds”, preprint, 2014. arXiv

[Chen 1977] K. T. Chen, “Iterated path integrals”, Bull. Amer. Math. Soc. 83:5 (1977), 831–879. MR
Zbl

[Conant and Vogtmann 2003] J. Conant and K. Vogtmann, “On a theorem of Kontsevich”, Algebr.
Geom. Topol. 3 (2003), 1167–1224. MR Zbl

[Hamilton 2006] A. Hamilton, “A super-analogue of Kontsevich’s theorem on graph homology”, Lett.
Math. Phys. 76:1 (2006), 37–55. MR Zbl

[Hamilton and Lazarev 2004] A. Hamilton and A. Lazarev, “Homotopy algebras and noncommutative
geometry”, preprint, 2004. arXiv

[Hamilton and Lazarev 2008] A. Hamilton and A. Lazarev, “Characteristic classes of A∞-algebras”,
J. Homotopy Relat. Struct. 3:1 (2008), 65–111. MR Zbl

[Kadeishvili 2009] T. Kadeishvili, “Cohomology C∞-algebra and rational homotopy type”, pp. 225–
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INTEGRATION OF MODULES I: STABILITY

DMITRIY RUMYNIN AND MATTHEW WESTAWAY

We explore the integration of representations from a Lie algebra to its alge-
braic group in positive characteristic. An integrable module is stable under
the twists by group elements. Our aim is to investigate cohomological ob-
structions for passing from stability to an algebraic group action. As an ap-
plication, we prove integrability of bricks for a semisimple algebraic group.

Over a field of positive characteristic, an algebraic group G acts on its Lie
algebra g and the restricted enveloping algebra U1(g) by automorphisms. This yields
twists: an element x ∈ G twists a g-module (V, θ) into (V, θ)x := (V, θ ◦Ad(x)).
A g-module is G-stable if it is isomorphic to all its twists. A g-module coming
from a G-module is necessarily G-stable but the converse is not true. An important
question in the modular representation theory of Lie algebras and algebraic groups
is to determine for which modules the converse is true. We investigate this question
in this paper.

Our method is subtly different from the known approach. Not only Cline [1972]
and Donkin [1982] but also Parshall and Scott in their modern exposition [2013]
pursue a certain unipotent extension G∗ of the group G that acts on a G-stable
g-module (V, θ). We, instead, contemplate projective actions of G on (V, θ). In
particular, we completely avoid the theory of Schreier systems.

Our approach instead has similarities to the work of Dade [1981] and Théve-
naz [1983] on a related question for abstract groups. They study whether a G-
stable representation (V, θ) of a normal subgroup L of an abstract group G can
be extended to a representation of the entire group G. They show that when
the automorphism group AutL(V ) of V is abelian the extension is controlled by
H 2(G/L ,AutL(V )). Furthermore, the uniqueness of such extensions is controlled
by H 1(G/L ,AutL(V )).

By introducing the terminology of (L , H)-morphs — a type of function which is
partway to being a homomorphism — we are able to reinterpret the results of Dade
and Thévenaz in a more general context (Theorem 5). When we apply these results

The research was partially supported by the Russian Academic Excellence Project “5–100” and by
the Max Planck Society.
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Keywords: Frobenius kernel, representation, cohomology, obstructions.
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to the question of module extensions we repeat Corollary 1.8 and Proposition 2.1
in [Thévenaz 1983], however our formalism allows us to generalise this to the
case where AutL(V ) is only soluble rather than abelian via an inductive process
(Theorem 7).

The other key difference between our results and those of Dade and Théve-
naz is that we work with a slightly different relative cochain complex, denoted
(C •(G, L; A),d), while they work with the more standard complex (C •(G/L; A),d).
Whilst the cohomology of these complexes differs from the second cohomology
group on, Theorem 5 in fact works in either case. However, in order to apply
similar methods to the case of algebraic groups, the study of this new cochain
complex becomes necessary. These considerations are explained in more detail in
Sections 1.5 and 2.5.

Now we reveal the detailed content of the present paper, emphasising the main
results. In Section 1, we devise all the machinery to discuss G-stable modules in
the setting of abstract groups: a group G, its normal subgroup L and a G-stable
L-module (V, θ). We introduce weak (L , H)-morphs and the relative cochain
complex C •(G, L; A) in Section 1.2, where A is an abelian group with a G-action.
They feature in a key exact sequence (see Theorem 5) that controls both uniqueness
and existence of G-actions for a large class of G-stable L-modules.

The main result of this chapter is Theorem 7, a somewhat algorithmic result
pinpointing completely uniqueness and existence of a G-module structure on a
G-stable L-module. Notice that it has been established by Xanthopoulos [1992]
that H 1(G/L; A) controls uniqueness. Since H 1(G/L; A) = H 1(G, L; A), our
results about uniqueness are known. However, H 2(G/L; A) 6= H 2(G, L; A) (and
the latter controls existence), hence our results on existence are new, even in the
setting of abstract groups. Our approach is useful because it fuses uniqueness and
existence into a single process controlled by the relative cohomology.

In Section 2 we extend our Section 1 results from abstract groups to algebraic
groups. We face some technical challenges. An important case for applications
is when L is a Frobenius kernel of G. Hence, we must assume that L is a closed
subgroup scheme, not just a closed algebraic subgroup. The second challenge is
poles: we need to distinguish rational and algebraic cohomology, since we encounter
rational cocycles µ : Gn

→ A that are not necessarily algebraic. We deal with
technicalities in Sections 2.1 and 2.2.

We exhibit a key exact sequence for rational cohomology (Theorem 27 — an
analogue of Theorem 5) in Section 2.3. Again, this sequence controls both unique-
ness and existence of G-actions. Immediately we put it to good use: a G-stable
g-brick (a module with trivial endomorphisms) is a G-module (Theorem 28).

A greater generality than g-bricks is g-modules with a soluble group of auto-
morphisms. These are our assumptions in Section 2.4. Our main result in this
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section is Theorem 29, an analogue of Theorem 7 for algebraic groups. Again, this
theorem pinpoints completely uniqueness and existence of a G-module structure
on a G-stable g-module.

It is interesting to see whether our results could be applied to two old conjectures
in the area: Humphreys–Verma Conjecture [Donkin 1982; Parshall and Scott 2013;
Jantzen 1987, Chapter 11] and Verma Conjecture [Donkin 1980; Xanthopoulos
1992]

1. G-stable modules for abstract groups

In this chapter we study AG-modules, where G is a group, A is an associative ring.

1.1. Automorphisms of indecomposable modules. Let B be a finite-dimensional
algebra over a field K (of any characteristic), M a finite-dimensional B-module,
E=End(M) its endomorphism ring, J = J (E) its Jacobson radical, and H=Aut(M)
its automorphism group. We start with the following useful observation:

Proposition 1. (1) The quotient algebra E/J is a division algebra if and only if
M is indecomposable.

(2) If M is indecomposable and E/J is separable, then H ∼= GL1(D)nU , where
D= E/J is a division algebra and U = 1+ J is a connected unipotent group.

(3) Further to the conditions of (2), if D= K, then H = GL1(K)×U.

Proof. (1) It is a standard fact that a finite length module is indecomposable if
and only if its endomorphism ring is local. Since E is finite-dimensional, this is
equivalent to E/J being a division ring.

(2) By (1), D = E/J. Since D is separable, we can use the Malcev–Wedderburn
theorem to split off the radical, i.e., to realize D as a subalgebra of E such that
E= D⊕ J.

Clearly, H = GL1(E). Consider an element x = d + j, d ∈ D, j ∈ J. Since
xn
=dn
+ j ′ for some j ′∈ J, x is nilpotent if and only if d=0. By the fitting lemma,

x ∈ H if and only if d 6= 0. The key isomorphism is given by the multiplication map:

GL1(D)nU ∼=−→ H = GL1(E), (d, 1+ j) 7→ d + d j,

H = GL1(E)
∼=−→GL1(D)nU, d + j 7→ (d, 1+ d−1 j).

It remains to observe that U = 1+ J is a connected unipotent algebraic group.
It is connected because it is isomorphic to J as a variety. It is unipotent because
each of its elements is unipotent in GL(M).

(3) The Malcev–Wedderburn decomposition turns J into a D-D-bimodule. Our
condition forces D⊗K Dop

= K⊗K Kop
= K so that the bimodule structure is just

the K-vector space structure. Hence, GL1(D)= GL1(K) and U commute. �
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1.2. (L, H)-morphs. Let G ≥ L , K ≥ H be two group-subgroup pairs. Let
N = NK (H) and CK (H) be the normaliser and the centraliser of H in K. By an
(L , H)-morph from G to K we understand a function f : G→ K satisfying the
following four conditions:

(1) f |L is a group homomorphism.

(2) f (G)⊂ NK (H).

(3) f (x) f (y) ∈ f (xy)H for all x, y ∈ G.

(4) f (L)⊂ CK (H).

By a weak (L , H)-morph from G to K we understand a function f : G → K
satisfying only the first three conditions.

One can observe that a weak (L , H)-morph is just a homomorphism G→ N/H
with a choice of lifting to N satisfying an additional condition. For instance, weak
(G, 1)-morphs are the same as homomorphisms G→ K and weak (1, K )-morphs
are just functions G→ K which preserve the identity. Furthermore, the same state-
ments also hold if we replace weak morphs with morphs in the previous sentence.

Commonly (L , H)-morphs originate from K -G-sets X = K XG , i.e., G acts on
the right, K on the left and the actions commute. Let θ ∈ X such that its G-orbit is
inside its K -orbit. Let H be the stabiliser of θ in K. Choose a section K/H → K
which sends the coset H to 1K . The composition of the section with the G-orbit
map of θ is a function

f : G→ K characterised by f (x)θ = θ x for all x ∈ G.

Lemma 2. The map f defined above is a (1, H)-morph.

Proof. By definition, f (xy)θ = θ xy. On the other hand, θ xy
= (θ x)y

= ( f (x)θ)y
=

f (x) f (y)θ . Hence, θ = f (xy)−1 f (xy)θ = f (xy)−1 f (x) f (y)θ and f (xy)−1 f (x) f (y)∈ H.
Now pick h ∈ H. Then f (x)−1h f (x)θ = f (x)−1hθ x

=
f (x)−1

θ x
=

f (x)−1 f (x)θ = θ

so that f (x)−1h f (x) ∈ H. �

We would like to identify weak (L , H)-morphs that define the same homomor-
phisms G→ N/H. More precisely, we say that two weak (L , H)-morphs f and f ′

are equivalent if f ′(x) ∈ f (x)H for all x ∈ G. We denote the set of equivalence
classes of weak (L , H)-morphs by [L H ]mo(G, K ). Furthermore, given a fixed
homomorphism θ : L→ K we denote by [L H ]θmo(G, K ) the set of equivalence
classes of those weak (L , H)-morphs that restrict to θ on L .

Let A be an additive abelian group with a G-action (a ZG-module). We consider
a subcomplex (C̃ •(G, L; A), d) of the standard complex (C •(G; A), d) that consists
of such cochains µn that are trivial on Ln , i.e., µn |L×...×L≡ 0A.

We see that this cochain complex fits into an exact sequence of cochain complexes

0→ C̃ •(G, L; A)→ C •(G; A)→ C •(L; A)→ 0.
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This then allows us to form a long exact sequence of cohomology

. . .→H n−1(G; A)→H n−1(L; A)→ H̃ n(G, L; A)→H n(G; A)→H n(L; A)→. . .

For our purposes, we have to modify this subcomplex slightly. We consider
a subcomplex (C •(G, L; A), d) of the standard complex (C •(G; A), d) which is
obtained from (C̃ •(G, L; A), d) in the following way: for n > 0, Cn(G, L; A)=
C̃n(G, L; A), whilst C0(G, L; A) = AL. We can furthermore replace the com-
plex C •(L; A) with the complex C̃ •(L; A), which is defined by C̃n(L; A) =
Coker(Cn(G, L; A)→ Cn(G; A)) for all n ≥ 0. In particular, we observe that
C̃n(L; A) = Cn(L; A) for all n ≥ 1. This then recovers an exact sequence of
cochain complexes:

0→ C •(G, L; A)→ C •(G; A)→ C̃ •(L; A)→ 0.

In particular, noting that for the cochain complex C̃ •(L; A)we have H̃ 0(L; A)=0
and H̃ n(L; A) = H n(L; A) for n ≥ 1, we can form the long exact sequence of
cohomology

0→ H 1(G, L; A)→ . . .→ H n−1(L; A)

→ H n(G, L; A)→ H n(G; A)→ H n(L; A)→ . . .

What can we say about the natural map fn : H n(G, L; A)→ H n(G; A)? From
this long exact sequence, the following proposition is clear.

Proposition 3. (1) For n > 0, H n(L; A) = 0 if and only if fn is surjective and
fn+1 is injective.

(2) For n > 1, fn is injective if and only if the restriction map Zn−1(G; A)→
Zn−1(L; A) is surjective.

Proof. (1) This follows from the exact sequence.

(2) Suppose Zn−1(G; A)→ Zn−1(L; A) is surjective. Pick µ ∈ Zn(G, L; A) such
that [µ] ∈ ker( fn). Then µ ∈ Bn(G; A) and µ = dη for some η ∈ Cn−1(G; A).
Moreover, d(η|L) = µ|L ≡ 0 so that η|L ∈ Zn−1(L; A). Our assumption gives
ζ ∈ Zn−1(G; A) such that ζ |L = η|L . Hence, η − ζ ∈ Cn−1(G, L; A) and µ =
d(η− ζ ) ∈ Bn(G, L; A).

Now suppose that fn is injective. Pick µ ∈ Zn−1(L; A), and extend it to
χ ∈ Cn−1(G; A). Hence dχ ∈ Zn(G, L; A) and [dχ ] ∈ ker( fn). So dχ = dζ
for some ζ ∈ Cn−1(G, L; A). Now χ − ζ ∈ Zn−1(G; A) and (χ − ζ )|L = µ. �

Corollary 4. For n>1, H n(G, L; A)=0 if and only if H n−1(G; A)→H n−1(L; A)
is surjective and H n(G; A)→H n(L; A) is injective. Furthermore, H 1(G, L; A)=0
if and only if H 1(G; A)→ H 1(L; A) is injective.
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The next theorem clarifies the origin of this new complex. Let us fix a homomor-
phism θ = f |L : L→ N and choose a subgroup H̃ ≤ H, normal in N = NK (H) such
that A := H/H̃ is abelian. Notice that the conjugation gH h H̃ := ghg−1 H̃ defines a
structure of an N/H -module (and a G-module via any weak (L , H)-morph) on A.
Informally, we should think of the next theorem as “an exact sequence”

(1) H 1(G, L; A) 99K [L H̃ ]θmo(G, N )→ [L H ]θmo(G, N )→ H 2(G, L; A)

keeping in mind that the second and the third terms are sets (not even pointed sets)
and the first arrow is an “action” rather than a map. Let us make it more precise: a
weak (L , H)-morph defines a G-module structure ρ on A. For each particular ρ
(not just its isomorphism class) we define

[L H̃ ]θmo(G, N )ρ ⊆ [L H̃ ]θmo(G, N ), [L H ]θmo(G, N )ρ ⊆ [L H ]θmo(G, N )

as subsets of those weak (L , H)-morphs that define this particular G-action ρ.
These subsets could be empty, in which case we consider the following theorem
true for trivial reasons. The reader should consider this theorem and its proof as a
generalisation of the results in Sections 1 and 2 in [Thévenaz 1983] to the situation
of weak (L , H)-morphs.

Theorem 5. We retain the notation preceding this theorem. For each G-action ρ
on A the following statements hold:

(1) There is a restriction map

Res : [L H̃ ]θmo(G, N )ρ→ [L H ]θmo(G, N )ρ, Res(〈 f 〉)= [ f ],

where 〈 f 〉 and [ f ] are the equivalence classes in [L H̃ ]θmo(G, N )ρ and
[L H ]θmo(G, N )ρ .

(2) The abelian group Z1(G, L; (A, ρ)) acts freely on the set [L H̃ ]θ mo(G, N )ρ
by

γ · 〈 f 〉 := 〈γ̇ f 〉, where γ̇ f (x)= γ̇ (x) f (x) for all x ∈ G

and γ̇ : G γ
−→ A→ H is a lift of γ to a map G→ H with γ̇ (1)= 1.

(3) The corestricted restriction map Res : [L H̃ ]θmo(G, N )ρ → Im(Res) is a
quotient map by the Z1(G, L; (A, ρ))-action.

(4) Two classes 〈 f 〉, 〈g〉 ∈ [L H̃ ]θmo(G, N )ρ lie in the same B1(G, L; (A, ρ))-
orbit if and only if there exist h ∈ H, f ′ ∈ 〈 f 〉, g′ ∈ 〈g〉 such that [ f (L), h]⊂ H̃
and f ′(x)= hg′(x)h−1 for all x ∈ G.

(5) There is an obstruction map

Obs : [L H ]θmo(G, N )ρ→ H 2(G, L; (A, ρ)), Obs([ f ])= [ f ]]

where the cocycle f ] is defined by f ](x, y)= f (x) f (y) f (xy)−1 H̃ .

(6) The sequence (1) is exact, i.e., the image of Res is equal to Obs−1([0]).
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Proof. Suppose 〈 f 〉 = 〈g〉. This gives a function α : G→ H̃ such that α|L ≡ 1 and
f (x)= α(x)g(x) for all x ∈ G. Since H ⊇ H̃ , we conclude that [ f ] = [g] and the
map Res is well-defined. This proves (1).

Suppose Res(〈 f 〉) = Res(〈g〉). Then [ f ] = [g] gives a function α : G → H
such that α|L ≡ 1 and f (x)= α(x)g(x) for all x ∈ G. We can also obtain such a
function from a cochain γ ∈ C1(G, L; (A, ρ)) by lifting α = γ̇ . Let us compute
in the group N/H̃ denoting aH̃ by a. The weak (L , H)-morph condition for f is
equivalent to the following equality:

α(xy) g(xy)= f (xy)= f (x) f (y)= α(x)g(x) α(y)g(y)

= α(x)g(x)α(y)g(x)−1 g(x)g(y).

Now notice that
g(xy)= g(x)g(y)= g(x) g(y)

is the weak (L , H)-morph condition for g, while

α(xy)= α(x)g(x)α(y)g(x)−1 = α(x) g(x)α(y)g(x)−1 = α(x) [ρ(x)(α)](y)

is the cocycle condition for α = α H̃ . Any two of these three conditions imply the
third one, which proves both (2) and (3), except the action freeness.

Suppose 〈 f 〉 = γ · 〈 f 〉 = 〈γ̇ f 〉. This gives a function α : G → H̃ such that
α|L ≡ 1 and γ̇ (x) f (x) = α(x) f (x) for all x ∈ G. Hence, γ̇ = α and γ = α ≡ 1.
Thus, the action is free.

Let us examine da · 〈 f 〉 = 〈 ˙da f 〉 for some a ∈ AL . Since da(x)=−a+ρ(x)(a)
and ρ(x) can be computed by conjugating with f (x), we immediately conclude that

[ ˙da f ](x)= ȧ−1 f (x)ȧ f (x)−1 f (x)= ȧ−1 f (x)ȧ.

It is easy to see that [ f (L), ȧ] ⊂ H̃ . The argument we have just given is reversible,
i.e., if f (x)= hg(x)h−1 then 〈g〉 = dh̄ · 〈 f 〉 and h̄ ∈ AL . This proves (4).

Suppose [ f ] = [g]. This gives a function α : G → H such that α|L ≡ 1 and
f (x)= α(x)g(x) for all x ∈ G. Let us compute the cocycles in N/H̃ , keeping in
mind that H/H̃ is abelian:

f ](x, y)= f (x) f (y) f (xy)−1 = α(x) g(x) α(y) g(y) g(xy)
−1
α(xy)

−1

=
(
α(xy)

−1
α(x) g(x)α(y) g(x)−1

)
g(x)g(y) g(xy)−1

= d α(x, y)+ g](x, y).

Thus [ f ]] = [g]], proving (5).
It is clear that f ] ≡ 1 for f ∈ [L H̃ ]θmo(G, N )ρ . Hence, Obs(Res(〈 f 〉))= [0].

Suppose now that Obs([ f ])=[0]. This gives a function α :G→H such that α|L ≡1
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and dα= f ]. Consider g :G→N defined by g(x)=α(x)−1 f (x) for all x ∈G. Then
[g]= [ f ] and we can verify that g ∈ [L H̃ ]θmo(G, N )ρ by checking g]≡ 1 in N/H̃ :

g](x, y)= α(x)
−1

f (x) α(y)
−1

f (y) f (xy)
−1
α(xy)

∼ α(xy) α(x)
−1(

f (x) α(y) f (x)
−1)−1 f ](x, y)

= (d α(x, y))−1 f ](x, y)≡ 1.

This proves (6). �

Let us quickly reexamine how the last section works for (L , H)-morphs. All
of its results including Theorem 5 clearly work, although the objects that appear
have additional properties. Most crucially, since f (L) ⊆ CK (H), the L-action
on the abelian group A is trivial. If L is normal in G, this just means that A is a
ZG/L-module.

An important feature is that Z1(L; A) consists of homomorphisms L→ A in
this case. This means that Proposition 3 yields the following corollary:

Corollary 6. If the group L is perfect, then f1 : H 1(G, L; A) → H 1(G; A) is
surjective and f2 : H 2(G, L; A)→ H 2(G; A) is injective.

1.3. Module extensions. We now assume that L is a normal subgroup of G. Let A

be an associative ring, (V, θ) an AL-module, K = AutAV and H = AutAL V its
automorphism groups. We can think of θ as an element of the set of AL-structures
X = hom(L , K ). Then H is the centraliser in K of θ(L). By N, as before, we
denote the normaliser of H in K.

Naturally, X is a K -G-set: G acts by conjugation on L twisting the AL-module
structure, K acts by conjugations on the target, while H =StabK (θ). The module V
is called G-stable if (V, θ)∼= (V, θ g) for all g ∈ G. This is equivalent to the orbit
inclusion θG

⊆
K θ . By Lemma 2 this gives a (1, H)-morph f : G→ K.

If g ∈ L , the isomorphism f (g) : (V, θ)→ (V, θ g) can be chosen to be θ(g).
Indeed,

θ(g)(θ(h)v)= θ(gh)(v)= θ(ghg−1)(θ(g)(v))= θ g(h)(θ(g)(v))

for all g, h ∈ L . Then, without loss of generality f |L = θ , and f is an (L , H)-morph
in [L H ]θmo(G, N ).

Suppose that the group H =AutAL V is soluble. We can always find a subnormal
series H = H0BH1B. . .BHk ={1}with abelian quotients A j = H j−1/H j such that
each H j is normal in N. For instance, we can use the commutator series H j = H ( j).
In this case, every abelian group A j becomes an N -module.

If A is finite-dimensional over the field K and V is a finite-dimensional indecom-
posable AL-module, we can use Proposition 1 to derive useful information about
its automorphisms. In particular, if D= EndAL(V )/J is a separable field extension
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of K, then H = GL1(D)n (1+ J ) is soluble. It admits another standard N -stable
subnormal series:

Hm = 1+ J m, m ≥ 1, Am = (1+ J m)/(1+ J m+1).

As groups, we have Am= ((1+J m)/(1+J m+1), ·)∼= (J m/J m+1,+). The following
theorem is the direct application of Theorem 5. It determines the uniqueness and
existence of a G-module structure on a G-stable L-module. The proof is obvious.

Theorem 7. Let V = (V, θ) be a G-stable AL-module with a soluble automorphism
group H, where A is an associative ring. Let H = H0B H1B . . .B Hk = {1} be a
subnormal N-stable series with abelian factors A j = H j−1/H j .

Any AG-module structure 2 on (V, θ) compatible with its AL-structure (i.e.,
2|AL = θ) can be discovered by the following recursive process in k steps. One
initialises the process with an (L , H0)-morph f0 = f coming from the G-stability.
The step m is the following.

(1) The (L , Hm−1)-morph fm−1 : G → N such that fm−1|L = θ determines a
G-module structure ρm on Am .

(2) If Obs([ fm−1]) 6= 0 ∈ H 2(G, L; (Am, ρm)), then this branch of the process
terminates.

(3) If Obs([ fm−1])= 0∈ H 2(G, L; (Am, ρm)), then we choose an (L , Hm)-morph
fm : G→ N such that Res([ fm])= [ fm−1].

(4) For each element of H 1(G, L; (Am, ρm)) we choose a different fm branching
the process. (The choices different by an element of B1(G, L; (Am, ρm)) are
equivalent, not requiring the branching.)

(5) We change m to m+ 1 and go to step (1).

An AG-module structure2 on (V, θ) compatible with its AL-structure is equivalent
to fk for one of the nonterminated branches. Distinct nonterminated branches
produce (as fk) nonequivalent compatible AG-module structures.

This process is subtle as ρm is revealed only when fm−1 is computed. It would
be useful to have stability, i.e., the fact the G-modules (Am, ρm) are the same
(isomorphic) for different branches. The actions ρm on Am = Hm−1/Hm on different
branches differ by conjugation via a function G → Hm−2. Thus, one needs all
two-step quotients Hm−1/Hm+1 to be abelian to ensure stability. Having said that,
we can still have some easy criteria for existence, uniqueness and nonuniqueness.

Corollary 8 (existence test). Suppose H 2(G, L; (Am, ρm)) = 0 for all m for one
of the branches. Then this branch does not terminate and an AG-module structure
exists.
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Corollary 9 (uniqueness test). Suppose H 1(G, L; (Am, ρm))= 0 for all m for one
of the nonterminating branches. Then this branch is the only branch. Moreover, if
an AG-module structure exists, it is unique up to an isomorphism.

Corollary 10 (nonuniqueness test). Suppose H 1(G, L; (Ak, ρk)) 6= 0 for one of the
nonterminating branches. Then there exist nonequivalent AG-module structures.

1.4. Extension from not necessarily normal subgroups. In Section 1.3 we restrict
our attention to the case of L being a normal subgroup of G. Let us take a moment
to examine how Section 1.3 works if L is not normal.

Set P :=
⋂

g∈G Lg, where Lg := g−1Lg. Let A be an associative ring, (V, θ) an
AL-module. Note that (V, θ) is also an AP-module under restriction, so we can
view θ as an element of the set X = hom(P, K ). Let K =AutAV and H =AutAP V
be its automorphism groups, so H is the centraliser in K of θ(P). By N, as before,
we denote the normaliser of H in K.

As in Section 1.3, X is a K -G-set. The AL-module V is called G-stable-by-
conjugation if (V, θ)∼= (V, θ g) as A[L ∩ Lg

]-modules for all g ∈ G. Note that this
condition guarantees that V is G-stable as an AP-module. This is equivalent to the
orbit inclusion θG

⊆
K θ . By Lemma 2 this gives a (1, H)-morph f : G→ K.

If g ∈ L , the A[L ∩ Lg
]-isomorphism f (g) : (V, θ)→ (V, θ g) can be chosen to

be θ(g). Indeed, θ(g)(θ(h)v)= θ(gh)(v)= θ(ghg−1)(θ(g)(v))= θ g(h)(θ(g)(v))
for g ∈ L , h ∈ L ∩ Lg. Then, without loss of generality f |L = θ , and f is an
(L , H)-morph in [L H ]θmo(G, N ).

This then allows us to proceed with the inductive process of Theorem 7 as before,
when H = AutAP V is soluble.

1.5. Comparison with C•(G/L; A). When studying the question of extending
representations from a normal subgroup, Dade and Thévenaz use the cohomol-
ogy of the cochain complex (C •(G/L; A), d) to control existence and uniqueness
of such extensions. In this paper, however, we use the cohomology complex
(C •(G, L; A), d) instead. It is worth taking a moment to compare the cohomology
of these two complexes, and see where the difference in approaches arises. We use
the notation of Section 1.2, assuming that cochains are normalised since this does
not affect the cohomology groups.

In order for the action of G/L on A to make sense, we need to make the
assumption that L acts on A trivially. The reader can observe that this assumption
holds in the case considered in Section 1.3, and, in fact, holds whenever one obtains
the G-action on A from an (L , H)-morph as opposed to a weak (L , H)-morph.
With this assumption, we have the following proposition.

Proposition 11. Under the aforementioned conditions we have isomorphisms of
groups H 0(G, L; A)∼= H 0(G/L; A) and H 1(G, L; A)∼= H 1(G/L; A).
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Proof. It is easy to see that H 0(G, L; A)= AG
= H 0(G/L; A). The natural map

from the group of normalised cochains

inf : Ĉ1(G/L; A)→ C1(G, L; A), inf(µ)(g)= µ(gL),

defines a map Inf := [inf] : H 1(G/L; A)→ H 1(G, L; A) of cohomology groups.
It is injective because Inf([µ])= 0 means that inf(µ)= da for some a ∈ A. Then
µ= da and [µ] = 0.

It is surjective because for η ∈ Z1(G, L; A) we have dη = 0 that translates as

η(gh)= g(η(h))+ η(g) for all g, h ∈ G.

If one chooses h ∈ L , then it tells us that η(gh)= η(g), i.e., that η is constant on
L-cosets. Thus, the cocycle

µ ∈ Ẑ1(G/L; A), µ(gL) := η(g)

is well-defined. By definition inf(µ)= η. �

Considering the second cohomology of these complexes, it is still possible to
construct the inflation map Inf : H 2(G/L; A)→ H 2(G, L; A) in the natural way,
but this map is no longer an isomorphism in general. We can still view H 2(G/L; A)
as a subgroup of H 2(G, L; A):

Proposition 12. The map Inf : H 2(G/L; A)→ H 2(G, L; A) is injective.

Proof. If Inf([η])= 0 ∈ H 2(G, L; A) then there exists µ ∈ C1(G, L; A) such that
dµ = inf(η). Note that inf(η) is constant on L × L-cosets by construction. In
particular, for g ∈ G and h ∈ L , we have

µ(g)−µ(gh)= g(µ(h))+µ(g)−µ(gh)= inf(η)(g, h)

= inf(η)(g, 1)= inf(η)(1, 1)= 0,

using the cocycle condition in the penultimate equality. Hence, µ is constant on
cosets of L in G. In particular, if we define µ̃ ∈ Ĉ1(G/L; A) by µ̃(gL) = µ(g)
then we obtain that η = dµ̃ and so [η] = 0 ∈ H 2(G/L; A). �

In the context of Theorem 5, we can see that H 2(G/L; A) and H 2(G, L; A) can
be made to play the same role in certain key cases. To that end, we say that an
(L , H)-morph f is normalised if f (gh)= f (g) f (h) whenever g ∈ G and h ∈ L .
Note that this definition is independent of the subgroup H.

Lemma 13. In the context of Theorem 7, the (L , Hi )-morphs fi can be assumed
to be normalised for each i . Furthermore, with this assumption, the cocycles
f ]i ∈ Z2(G, L; Ai+1) are constant on cosets of L × L in G×G.

Proof. These results follow from Lemmas 9.2 and 9.4(i) in [Karpilovsky 1989]. �
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For the rest of this section we assume all morphs are normalised. The second state-
ment of Lemma 13 immediately yields that, given an (L , H)-morph f , Obs([ f ])
lies in the image of the natural homomorphism Inf : H 2(G/L; A)→ H 2(G, L; A).
The discussion in this section yields the following result:

Corollary 14. Let f be a normalised (L , H)-morph. There exists η ∈ Z2(G/L; A)
with Inf([η])= Obs([ f ]). Furthermore, Obs([ f ])= 0 ∈ H 2(G, L; A) if and only
if [η] = 0 ∈ H 2(G/L; A).

Combining Proposition 11 and Corollary 14, we observe that Sections 1.2 and 1.3
could be interpreted using the cochain complex C •(G/L; A) at all points instead of
the complex C •(G, L; A) (although doing so would force us to work exclusively
with normalised morphs instead of not-necessarily-normalised weak morphs). In-
deed, this is the approach taken by Dade and Thévenaz in the contexts they consider.
Our reasons for not taking this approach are threefold. Firstly, our new complex fits
nicely into an exact sequence as described in Section 1.2. Secondly, this complex
is more natural to work with — Dade and Thévenaz essentially move from the
complex C •(G/L; A) to the complex C •(G, L; A) as described in this section, and
then proceed as we do. Finally, our main motivation in studying the case for abstract
groups is to gain insight into the question for algebraic groups, where the procedures
described in this section do not work smoothly (cf. Section 2.5).

In particular, note that if H is abelian then the corollaries at the end of Section 1.3
give precisely Corollary 1.8 and Proposition 2.1 in [Thévenaz 1983].

2. G-stable modules for algebraic groups

In this chapter we consider algebraic groups over an algebraically closed field K of
positive characteristic p. Algebraic groups are affine and reduced, groups schemes
are affine and not necessarily reduced.

2.1. Rational and algebraic G-modules. We distinguish algebraic and rational
maps of algebraic varieties. In particular, we can talk about algebraic and rational
homomorphisms of algebraic groups f : G → H. The latter are defined on an
open dense subset U = dom( f ) of G containing 1 and satisfy f (x) f (y)= f (xy)
whenever x, y, xy ∈U.

A rational automorphic G-action on a commutative algebraic group H is a
rational map G× H → H, defined on an open set U × H containing 1× H, with
the usual action conditions and also such that for each g ∈U the map x 7→ gx is a
group automorphism of H. An algebraic G-action on H is the same, but where the
map G× H → H is algebraic.

In an important case, the distinction between rational and algebraic maps can be
essentially forgotten, as observed by Rosenlicht [1956].
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Lemma 15 [Rosenlicht 1956, Theorem 3]. Let G and H be algebraic groups
with G connected. Suppose f : G → H is a rational homomorphism. Then f
extends uniquely to an algebraic group homomorphism G→ H.

When H is commutative, this lemma is a special case of the next lemma. Indeed,
if one takes the G-action on H to be trivial, then the condition in the following
lemma is precisely the condition for a map to be a homomorphism.

Lemma 16. Suppose that G is a connected algebraic group and (H,+) is a commu-
tative algebraic group with an algebraic automorphic G-action ρ. Let f : G→ H
be a rational map such that f (xy) = f (x) + x f (y) for all x, y, xy ∈ dom( f )
(where x f (y) := ρ(x)( f (y))). Then f extends to an algebraic map satisfying
f (xy)= f (x)+ x f (y) for all x, y ∈ G.

Proof. Since f is rational and G is connected, dom( f )=U ⊂ G is a dense open
subset. Set V =U ∩U−1.

Fix x ∈ V. Consider the rational map

fx : G→ H, fx(y) := f (yx)+ yx f (x−1).

This map is rational since it is defined on the dense open set V x−1. Observe that
on V ∩ V x−1 we have that fx = f by the assumption on f . Now, let x, z ∈ V and
define the rational map

fx,z : G→ H, fx,z(y) := fx(y)− fz(y).

Then fx,z is defined on V x−1
∩ V z−1. If the set f −1

x,z (H \ {0}) is nonempty, it is
open dense. Hence, it has nonempty intersection with V ∩ V x−1

∩ V z−1. However,
since on V ∩V x−1

∩V z−1 we have f = fx = fz , this is impossible. Thus, we must
have fx,z≡0 on V x−1

∩V z−1. In particular, if y ∈V x−1
∩V z−1 then fx(y)= fz(y).

Therefore, the following map is a well-defined locally-algebraic, and hence
algebraic, map:

f̂ : G→ H, f̂ (y) := fw(y), where w ∈ y−1V .

This map clearly restricts to f on V. Furthermore, it satisfies the condition from
the lemma:

Let a, b ∈ G. Choose w ∈ b−1a−1V ∩ b−1V — this exists since both these sets
are open dense in G. We then have abw ∈ V and bw ∈ V. The condition on f tells
us that 0= f (1)= f (bw)+ bw f (w−1b−1). Hence, we have the equations

f̂ (ab)= fw(ab)= f (abw)+ abw f (w−1),

f̂ (a)= fbw(a)= f (abw)+ abw f (w−1b−1),

a f̂ (b)= a fw(b)= a f (bw)+ abw f (w−1).

This then gives us that f̂ (ab)= f̂ (a)+ a f̂ (b), as required. �
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Recall that a rational1 representation of an algebraic group G is a vector space V,
equipped with an algebraic homomorphism θ : G → GL(V ). An immediate
consequence of Lemma 15 is that if G is connected, then θ is uniquely determined
by any of its restrictions to an open subset and any rational homomorphism of
algebraic groups G→ GL(V ) determines a representation.

Similar to the case of abstract groups, we have the following proposition:

Proposition 17 [Xanthopoulos 1992, Section 4.3]. (cf. Proposition 1) Suppose
that V is a finite-dimensional indecomposable g-module, where g is the Lie algebra
of the algebraic group G over K. Then as algebraic groups we have

Autg(V )= K×× (1+ J ),

where J is the Jacobson radical of Endg(V ). Furthermore, 1+ J is a connected
unipotent algebraic subgroup of Autg(V ).

2.2. Rational and algebraic cohomologies. Let H be an affine group scheme act-
ing on an additive algebraic group (A,+) algebraically by automorphisms. The
following easy lemma shall be useful in what follows.

Lemma 18. Let H be an irreducible affine group scheme. Then H is primary, i.e.,
every zero-divisor in K[H ] lies inside the nilradical.

Proof. The affinity of H tells us that K[H ] = K[y1, . . . , yn]/I for some n ≥ 1 and
some Hopf ideal I. In particular, I has a primary decomposition I = Q0∩ · · ·∩ Qr

(which we assume to be normal) with associated primes P0 =
√

I , P1, . . . , Pr .
From the perspective of group schemes, this uniquely endows H with a finite
collection p0, p1, . . . , pr of embedded points of H, where pi is a generic point of
the irreducible closed subscheme given by Qi . Furthermore, for i > 0 each pi is of
codimension at least one. If x is a closed point in H, then the set xp0, xp1, . . . , xpr

corresponds to the associated primes of another primary decomposition of I. Hence,
by uniqueness, x acts on the set p0, p1, . . . , pr by permutation. Thus,

Hred =

r⋃
i=1

( ⋃
x closed point

xpi

)
red
=

r⋃
i=1

(pi )red.

However, over an algebraically closed field, Hred cannot be a finite union of proper
subvarieties. Hence, r = 0 and the result follows. �

Define the cochain complex (Cn
Rat(H ; A), d) to consist of the rational maps

H n
→ A defined at (1,1, . . . ,1) with the standard differentials of group cohomology.

A rational function f on H n is defined on an open dense subset U ⊆ H n, thus, U
has a nonempty intersection Uα = U ∩ H n

α with each irreducible component H n
α

1It is a standard terminology, which slightly disagrees with our usage of the adjective rational.
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of H n. Since H n is a group scheme, its irreducible components are connected
components that yields the direct sum decomposition of functions:

K[H n
] = ⊕αK[H n

α ].

Note that each Hα is isomorphic to an irreducible affine group scheme, so we can
apply Lemma 18. Thus, Uα is of the form U (sα) for a non-zero-divisor sα ∈K[H n

α ]

and f = hs−1 for some h ∈K[H n
] and a non-zero-divisor s := (sα)∈K[H n

]. Thus,
f ∈K[H n

]S , the localised ring of functions obtained by inverting the set S of all
non-zero-divisors.

Writing functions on the algebraic group A as K[A] = K[x1, . . . xm]/I, a ra-
tional n-cochain µ is uniquely determined by an m-tuple of rational functions
(µi ) ∈K[H n

]
m
S satisfying the relations of I. In particular, if each component of H

is infinitesimal,

K[H n
]S = K[H n

] and Cn
Rat(H ; A)= Cn

Alg(H ; A),

where, in general, (Cn
Alg(H ; A), d) is the cochain subcomplex of (Cn

Rat(H ; A), d)
that consists of those rational maps H n

→ A which are, in fact, algebraic.
Let us now concentrate on a connected algebraic group G and its connected

subgroup scheme L . There is another subcomplex of (Cn
Rat(G; A), d) which we

are interested in: we define (C̃ •Rat(G, L; A), d) to consist of rational maps Gn
→ A

that are trivial on Ln (i.e., everywhere 0 on Ln). As in the case of abstract groups,
we define (C •Rat(G, L; A), d) by

Cn
Rat(G, L; A)=

{
C̃n

Rat(G, L; A), if n > 0,
AL , if n = 0.

There is a natural inclusion of cochain complexes C •Rat(G, L; A)→ C •Rat(G; A).
We can hence define the cochain complex C̃ •Rat(L; A) such that C̃n

Rat(L; A) :=
Coker(Cn

Rat(G, L; A)→ Cn
Rat(G; A)) for all n ≥ 0.

In particular, this gives us the short exact sequence of cochain complexes

0→ C •Rat(G, L; A)→ C •Rat(G; A)→ C̃ •Rat(L; A)→ 0.

We define the algebraic complexes C •Alg(G, L; A) and C̃ •Alg(L; A) in the expected
way, and once again get a short exact sequence of cochain complexes. In either case,
this allows us to construct the long exact sequence in cohomology (suppressing the
“Rat” and “Alg”):

(2) 0→ H 1(G, L; A)→ . . .→ H̃ n−1(L; A)

→ H n(G, L; A)→ H n(G; A)→ H̃ n(L; A)→ . . .

Note that H̃ 0
Rat(L; A) = H̃ 0

Alg(L; A) = 0, hence this exact sequence starts in
degree one.



590 DMITRIY RUMYNIN AND MATTHEW WESTAWAY

These long exact sequences can be connected, using the maps induced by the
inclusions Cn

Alg(G, L; A) ↪→ Cn
Rat(G, L; A) and Cn

Alg(G; A) ↪→ Cn
Rat(G; A):

. . . −→ H n
Alg(G, L; A) −→ H n

Alg(G; A) −→ H̃ n
Alg(L; A) −→ H n+1

Alg (G, L; A) −→ . . .y y y y
. . . −→ H n

Rat(G, L; A) −→ H n
Rat(G; A) −→ H̃ n

Rat(L; A) −→ H n+1
Rat (G, L; A) −→ . . .

Since we identify C0
Alg(G; A) with algebraic maps from the trivial algebraic

group to A (and similarly in the other complexes), there is no distinction between
rational and algebraic maps. Hence,

H 0
Rat(G; A)= H 0

Alg(G; A)= H 0
Rat(G, L; A)= H 0

Alg(G, L; A)= AG.

The cocycle condition on f ∈ C1
Rat(G; A) is precisely the condition considered

in Lemma 16 for a rational map f : G→ A. Since G is connected, Lemma 16 tells
us the map extends to an algebraic map. Hence, in this case

H 1
Rat(G; A)= H 1

Alg(G; A) and H 1
Rat(G, L; A)= H 1

Alg(G, L; A).

This leads to the following proposition. The first part of it follows from the exact
sequence. The second part has a similar proof to Proposition 3.

Proposition 19 (cf. Proposition 3). (1) If H̃ 1
Rat(L; A)= 0, then H 1

Rat(G, L; A)=
H 1

Rat(G; A).

(2) For n > 0, if the natural map Zn−1
Rat (G; A)→ Z̃n−1

Rat (L; A) is surjective, then
the natural map H n

Rat(G, L; A)→ H n
Rat(G; A) is injective.

The appropriate long exact sequence yields the following.

Corollary 20. H 2
Rat(G, L; A) = 0 if and only if H 1

Rat(G; A)→ H̃ 1
Rat(L; A) is sur-

jective and H 2
Rat(G; A)→ H̃ 2

Rat(L; A) is injective.

When the action is trivial, we can learn more about what these cohomology
groups are.

Lemma 21. If G acts trivially on A and Hom(L , A)= 0, then Z̃1
Rat(L; A)= 0.

Proof. Let µ+C1
Rat(G, L; A) ∈ Z̃1

Rat(L; A), so dµ ∈ C2
Rat(G, L; A). In particular,

dµ|L2 = 0. However, since the action is trivial, dµ|L2 = 0 if and only if µ|L is a
rational homomorphism L → A if and only if µ|L is a homomorphism L → A
(since L is connected, by assumption). Since Hom(L , A) = 0, we conclude that
µ+C1

Rat(G, L; A)= 0+C1
Rat(G, L; A). Hence, Z̃1

Rat(L; A)= 0. �

Lemma 22. Let G be a connected algebraic group which acts trivially on a commu-
tative algebraic group A. Let L ≤ G be a closed connected subgroup scheme. Then
H 1

Rat(G; A)= Hom(G, A) and H 1
Rat(G, L; A)= {µ ∈ Hom(G, A) | µ|L ≡ 0}.
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Proof. Since the G-action on A is trivial, the coboundary map C0
Rat(G; A) →

C1
Rat(G; A) is just the trivial map. Hence, we get that H 1

Rat(G; A) = Z1
Rat(G; A),

the rational 1-cocycles of G. However, as the action is trivial, rational 1-cocycles
of G on A are the same as homomorphisms of algebraic groups G→ A. Hence,
H 1

Rat(G; A)= Hom(G, A).
A similar argument gives H 1

Rat(G, L; A)= {µ ∈ Hom(G, A) | µ|L ≡ 0}. �

Combining Lemmas 21, 22 and Proposition 19 (2), we get the following corollary:

Corollary 23. Let G be a connected algebraic group acting algebraically (not
necessarily trivially) by automorphisms on a commutative algebraic group A.
Let L ≤ G be a connected closed subgroup scheme of G such that the action
of L on A is trivial, and Hom(L , A)= 0. Then H 1

Rat(G, L; A)= H 1
Alg(G; A) and

H 2
Rat(G, L; A)→ H 2

Rat(G; A) is injective.

The following lemma by van der Kallen [1973, Proposition 2.2] will be useful:

Lemma 24. Let G be a semisimple, simply-connected algebraic group. Suppose
further that, if p = 2, the Lie algebra g of G does not contain A1, B2 or Cl (l ≥ 3)
as a direct summand. Then g is perfect, i.e., g= [g, g].

Proof. It is enough to prove this result for G simple and simply-connected, with
irreducible root system 8. It is well known that g is simple and nonabelian (and so
g= [g, g]) in the following cases: p - l + 1 in type Al , p 6= 2 in types Bl,Cl, Dl ,
p 6= 2, 3 in types E6, E7, F4,G2, and p 6= 2, 3, 5 in type E8. It is further known
[Capdeboscq et al. 2017] that g is simple and nonabelian in the following cases:
p = 2 in types E6,G2, p = 3 in types E7, F4, and p = 2, 3, 5 in type E8.

Furthermore, it is known from Table 1 in [Hogeweij 1982] that g= [g, g] in all
the remaining cases except for p = 2 in types A1, B2,Cl (l ≥ 3). �

Lemma 25. Let G be a semisimple, simply-connected algebraic group over an al-
gebraically closed field K of characteristic p which acts trivially on a commutative
algebraic group A. Suppose further that, if p = 2, the Lie algebra g of G does not
contain A1, B2 or Cl (l ≥ 3) as a direct summand. Let G1 be the first Frobenius
kernel of G. Then H 2

Rat(G,G1; A)= 0.

Proof. Let us first show that H 2
Rat(G; A) = 0. Let µ : G ×G→ A be a rational

cocycle defined on the open set U ×U with U−1
=U. We can define a local group

structure on the set A×G by setting

(a, g)(b, h)= (a+ b+µ(g, h), gh) and (a, g)−1
= (−a−µ(g, g−1), g−1).

In the language of Weil [1955], A×U is a group-chunk in the pre-group A×G.
By Weil’s theorem [1955], there exists an algebraic group H birationally equivalent
to A×U with 8 : A×U→8(A×U ) an isomorphism of algebraic group-chunks
and 8(A×U ) a dense open set in H.
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Since H is connected it is generated by8(A×U ). Let f : A→ H be the natural
algebraic group homomorphism coming from A→ A×U. This is clearly injective
and, since A commutes with each element of A×U, we have that f (A)⊂ Z(H).
Furthermore, the natural projection A × U → G extends to a rational (and so
algebraic) homomorphism π : H→ G, which is surjective as U generates G (since
G connected). Finally, it is clear that f (A)= kerπ∩8(A×U ). Hence, π descends
to a homomorphism π̄ : H/ f (A)→ G, whose kernel is discrete (since 8(A×U )
is dense in H ) and, hence, central (as G connected).

In other words, we have a central extension 1→ A→ H→ G→ 1 of algebraic
groups, which corresponds to an algebraic cocycle µ̃ : G×G→ A. It is straightfor-
ward to see that µ̃|U×U =µ|U×U , and hence [µ] lies in the image of the natural map
H 2

Alg(G; A)→ H 2
Rat(G; A). Thus the map H 2

Alg(G; A)→ H 2
Rat(G; A) is surjective.

It suffices to prove that H 2
Alg(G; A)= 0 when A is Ga or Gm or a finite group: the

long exact sequence in cohomology reduces the case of arbitrary A to one of these
cases. It is known that H 2

Alg(G;Ga)= H 2(G;Ktriv)= 0 [Jantzen 1987, II.4.11].
Consider a nontrivial cohomology class in H 2

Alg(G; A) when A is Gm or a
nontrivial finite group. It yields a nonsplit central extension 1→ A→ G̃→G→ 1.
Pick a nontrivial character χ : A→ Gm . There exists an irreducible representation
of G̃ with a central character χ . It is an irreducible projective representation of G.
By the original version of Steinberg’s tensor product theorem [1963] it is linear.
Hence, χ is trivial. This contradiction proves that H 2

Alg(G; A)= 0 for these two
particular A. We have finished the proof that H 2

Rat(G; A)= 0 for an arbitrary A.
Since G1 is a height 1 group scheme, rational homomorphisms of schemes

G1→ A are fully controlled by the corresponding restricted homomorphisms of
Lie algebras g→ Lie(A). By Lemma 24, g = [g, g] and thus all such homomor-
phism of Lie algebras are trivial. Hence, we can apply Corollary 23 to get that
H 2

Rat(G,G1; A)→ H 2
Rat(G; A) is injective, and so

H 2
Rat(G,G1; A)= 0. �

2.3. G-stable bricks. In Section 1, we have introduced the notions of weak (L , H)-
morphs and (L , H)-morphs for abstract groups. In this section, we discuss how
these notions apply to algebraic groups and see how they can be used to shed some
light on the lifting of g-modules to G-modules.

Suppose that G, K are algebraic groups over K, where G is connected, and that
L , H are closed subgroup schemes of G, K respectively. We say that a rational
map f : G→ K is a (weak) (L , H)-morph of algebraic groups if it satisfies the
conditions for a (weak) (L , H)-morph of abstract groups, where condition (3) is
interpreted for only those x, y, xy ∈ dom( f ).

In analogy with the case of abstract groups, a weak (L , H)-morph of algebraic
groups is a homomorphism G→ N/H with a rational lifting N/H → N which
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satisfies an additional condition. It is clear that if H is normal in K then con-
dition (2) is trivially satisfied. We again have that weak (L , 1)-morphs are just
homomorphisms G→ K, and that weak (1, K )-morphs are rational maps G→ K
which preserve the identity.

We say that two weak (L , H)-morphs of algebraic groups, f and g, are equivalent
if f (x)g(x)−1

∈ H for all x ∈ dom( f ) ∩ dom(g). Given a homomorphism of
algebraic groups θ : L→ K, we denote by [L H ]θmo(G, K ) the quotient by this
equivalence relation of the set of weak (L , H)-morphs of algebraic groups from G
to K which restrict to θ on L .

Suppose that X is a separated algebraic scheme on which G acts rationally on
the right (i.e., the action X ×G→ X is a rational map), K acts algebraically on
the left, and the actions commute. Suppose further that θ ∈ X (K) is such that
θG
⊂

K θ , and that there exists a rational section K/H→ K where H = StabK (θ)

is the scheme-theoretic stabiliser of θ .
As in the case for abstract groups, this gives us a rational map

f : G→ K characterised by f (x)θ = θ x for all x ∈U
open
⊂ G.

Lemma 26. The map f defined above is a (1, H)-morph of algebraic groups.

Proof. We can think of f as the composition of the rational maps

G ↪→ {θ}×G→ K θ→ K/H → K .

Note that K θ → K/H is an algebraic map by [Demazure and Gabriel 1970,
Proposition 3.2.1]. We then have that the composition is rational since each domain
of definition intersects the previous map’s image.

The proof that f (x) f (y) ∈ f (xy)H for x, y ∈ G with f (x), f (y) and f (xy)
defined is the same as in the abstract case, as is the proof that f (G)⊂ NK (H). �

Now we fix algebraic (group, subgroup scheme) pairs (G, L) and (K , H) with H
soluble and G connected. Denote by mG,mK the corresponding multiplication
maps, 1G,1K the diagonal embeddings, and invG, invK the inverse maps. Let
θ : L→ K be a homomorphism of algebraic group schemes. Furthermore, choose H̃
to be an algebraic subgroup of H, characteristic in N = NK (H) such that A := H/H̃
is commutative. We denote the quotient map H → A by π .

We can define an N -action on H by conjugation. Note that since H̃ is char-
acteristic in N, so preserved by conjugation, this passes to an algebraic N -action
on A. Hence, we have an algebraic action of N on A which is trivial on H (since A
is commutative). This gives us an algebraic N/H -action on A. For an element
f ∈ [L H ]θmo(G, K ), we get a rational homomorphism G→ N/H which is, in
fact, algebraic by Lemma 15. Thus, every element of [L H ]θmo(G, K ) induces an
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algebraic G-action on A. This G-action respects the multiplication operation of A,
i.e., it is an algebraic automorphic G-action.

As in the case for abstract groups, we can form something resembling an exact
sequence. Let ρ be a rational G-action on A, and define

[L H̃ ]θmo(G, N )ρ ⊂ [L H̃ ]θmo(G, N ), [L H ]θmo(G, N )ρ ⊂ [L H ]θmo(G, N )

as the subsets of weak morphs which induce the action ρ.
We get the following theorem:

Theorem 27 (cf. Theorem 5). For a rational G-action ρ on A the following state-
ments hold:

(1) There is a restriction map

Res : [L H̃ ]θmo(G, N )ρ→ [L H ]θmo(G, N )ρ, Res(〈 f 〉)= [ f ],

where 〈 f 〉 and [ f ] are the equivalence classes in [L H̃ ]θmo(G, N )ρ and
[L H ]θmo(G, N )ρ .

(2) The abelian group Z1
Rat(G, L; (A, ρ)) acts freely on the set [L H̃ ]θmo(G, N )ρ

by
γ · 〈 f 〉 := 〈γ̇ f 〉, where γ̇ f = mK ◦ (γ̇ × f ) ◦1G

and γ̇ : G γ
−→ A→ H comes from a rational Rosenlicht section A→ H (cf.

[Rosenlicht 1956, Theorem 10]) with γ̇ (1)= 1.

(3) The corestricted restriction map Res : [L H̃ ]θmo(G, N )ρ → Im(Res) is a
quotient map by the Z1

Rat(G, L; (A, ρ))-action.

(4) If H, H̃ and A are reduced, two classes 〈 f 〉, 〈g〉 ∈ [L H̃ ]θmo(G, N )ρ lie in
the same B1

Rat(G, L; (A, ρ))-orbit if and only if there exist h ∈ H, f ′ ∈ 〈 f 〉,
g′ ∈ 〈g〉 such that [ f (L), h] ⊂ H̃ and f ′(x)= hg′(x)h−1 for all x ∈ G.

(5) There is an obstruction map

Obs : [L H ]θmo(G, N )ρ→ H 2
Rat(G, L; (A, ρ)), Obs([ f ])= [ f ]],

where the cocycle f ] is defined by

G×G (p1,p2,mK )
−−−−−−→G×G×G ( f, f, invK f )

−−−−−−→ K × K × K mK
−→ H π

−→ A.

Here, p1 and p2 denote projection to the first and second coordinate respec-
tively.

(6) The sequence (cf. sequence (1))

[L H̃ ]θmo(G, N )ρ→ [L H ]θmo(G, N )ρ→ H 2
Rat(G, L; (A, ρ))

is exact, i.e., the image of Res is equal to Obs−1([0]).
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Proof. If 〈 f 〉 = 〈g〉 then the map

α : G ( f, invK g)
−−−−−−→ K × K m

−→ K

has image in H̃ and is trivial on L . It is rational as it is a composition of rational
maps, and the identity is in the domain of definition and image of each map.

We also observe that given an analogous α : G → H (i.e., corresponding to
[ f ]= [g]) we get πα :G→ A. Denoting the Rosenlicht section [1956, Theorem 10]
A→ H by τ , we see that τπα = α and thus ˙(πα)= α. Note that we may assume
the Rosenlicht section is defined at 0A by composing with a translation if necessary.
All the maps here are rational. In particular, πα ∈ C1

Rat(G, L; (A, ρ)).
With these observations in mind, the remainder of the proof follows in the

same way as in the proof of Theorem 5 does for abstract groups, doing everything
diagrammatically. �

Before going any further, let’s consider the following case where we can use
this exact sequence directly. A restricted g-module (V, θ) satisfying the condition
that Autg(V ) = K× is called a brick. A brick is necessarily an indecomposable
g-module.

Theorem 28. Suppose G is a semisimple, simply-connected algebraic group over
an algebraically closed field K of characteristic p > 0, with Lie algebra g. Suppose
further that, if p = 2, g does not contain A1, B2 or Cl (l ≥ 3) as a direct summand.
Let (V, θ) be a finite-dimensional G-stable brick. Then there exists a unique G-
module structure 2 on V with 2|G1 = θ .

Proof. We use Theorem 27 in the following situation:

• L = G1, the first Frobenius kernel of G,

• K = GL(V ),

• H = Autg(V )= K×,

• N = NK (H),

• X = HomK(g, gl(V )), a separated algebraic scheme with θ ∈ X (K).

Observe that G acts on X on the right via the adjoint map on the domain and
GL(V ) acts on X on the left via conjugation on the image. Furthermore, the actions
commute, and the G-stability of V gives us that θG

⊂
GL(V)θ .

Hence, Lemma 26 gives a (1, H)-morph of algebraic groups, say f :G→GL(V ).
In particular, it gives a homomorphism of algebraic groups f : G → PGL(V ),
together with a rational lifting η : PGL(V )→ GL(V ). This rational lifting can be
defined as follows: fix a basis of V and let U be the open subset of PGL(V ) consist-
ing of all cosets which can be represented by a (unique) matrix A= (ai j )∈GL(V )
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with a11 = 1. Then define the map η :U → GL(V ) by assigning to each coset this
representative.

Currently f and θ give the same maps from G1 to N/H , since

θ(x)θ(a)(v)= θ(x)θ(a)θ(x−1)(v)= θ(xax−1)(v)= θ x(a)(v)

for x, a ∈ G1(S), v ∈ V (S) for any commutative K-algebra S. Note, however, that
the maps G1→ K do not necessarily agree.

To fix this potential disagreement, we define a rational map R :G1→ H =K× by
R(g)= f (g)−1θ(g) for g ∈ G1(S). There exists a rational map R̃ : G→ H =K×

which restricts to R on G1. Indeed, we have R ∈K[G1] (as G1 is infinitesimal), so
we can lift it to R̃ ∈K[G] (since K[L] is a quotient of K[G]). Let U = G \ f̃ −1(0).
This is open in G, and on U we have that the image of R̃ lies inside K×, so R̃ is a
rational map G→K×. If now we define f̃ :G→GL(V ) by f̃ (g)= f (g)R̃(g), we
get that f̃ is a (G1, H)-morph which restricts to θ on G1, fixing the disagreement.

Observe that with H̃ := 1, we get (in the notation of the Theorem 27) A = H
and G acting on A trivially. Hence, the “exact sequence” from Theorem 27 is

H 1
Rat(G,G1;K

×)99K[G11]θmo(G,N )1→[G1 H ]θmo(G,N )1→H 2
Rat(G,G1;K

×).

By Lemma 25, H 2
Rat(G,G1;K

×) = 0. Hence [ f̃ ] ∈ [G1 H ]θmo(G, N )1 can
be lifted to f̂ ∈ [G11]θmo(G, N )1. This means that 2 := f̂ : G → GL(V ) is a
homomorphism of algebraic groups which restricts to θ on G1. Furthermore, this
representation is unique (up to equivalence) if H 1

Rat(G,G1;K
×)= 0.

By Lemma 22,

H 1
Rat(G,G1;K

×)= {µ ∈ Hom(G;K×) | µ|G1 ≡ 1}.

Since G is perfect, H 1
Rat(G,G1;K

×)= 0 and the extension is unique. �

2.4. G-stable modules with soluble automorphisms. We return to the general sit-
uation, where (G, L), (K , H) are algebraic (group, subgroup scheme) pairs with H
soluble, G connected, and H reduced. However, from now on we suppose that L
is a normal subgroup scheme of G. We also fix a homomorphism of algebraic
groups θ : L → K, where the image commutes with H, so we are now dealing
with (L , H)-morphs. Everything in the previous section can be reformulated in
terms of (L , H)-morphs without difficulty — the key difference is that the G-action
on A is now trivial on L . Since H is soluble, we can find a subnormal series
H = H0B H1B . . .B Hk = {1} with commutative quotients A j = H j−1/H j and
each H j characteristic in N = NK (H) and reduced.

Suppose that f is an (L , H)-morph of algebraic groups such that f |L = θ . As
in the case of abstract groups, we get the following theorem — it generalises the
procedure which we have used for bricks in the previous section.
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Theorem 29 (cf. Theorem 7). Given an (L , H)-morph of algebraic groups f = f0

with f |L = θ , we obtain any (L , 1)-morph extending θ by applying the following
procedure. Step m is the following:

(1) The (L , Hm−1)-morph fm−1 : G → N such that fm−1|L = θ determines a
rational G-action ρm on Am .

(2) If Obs([ fm−1]) 6= 0 ∈ H 2
Rat(G, L; (Am, ρm)), then this branch of the process

terminates.

(3) If Obs([ fm−1]) = 0 ∈ H 2
Rat(G, L; (Am, ρm)), then we choose an (L , Hm)-

morph fm : G→ N such that Res([ fm])= [ fm−1].

(4) For each element of H 1
Rat(G, L; (Am, ρm)) we choose a different fm branching

the process. (The choices different by an element of B1
Rat(G, L; (Am, ρm)) are

conjugate by an element of H.)

(5) We change m to m+ 1 and go to step (1).

An (L , 1)-morph which restricts to θ on L is equivalent to fk for one of the
nonterminated branches. Two (L , 1)-morphs f, g come from different branches if
and only if there is no h ∈ H such that f (x)= hg(x)h−1 for all x ∈ G.

We get the following corollaries, similarly to Section 1.3:

Corollary 30. Suppose H 2
Rat(G, L; (Am, ρm))=0 for all m for one of the branches.

Then this branch does not terminate and there is a homomorphism f : G → K
which restricts to θ on L.

Corollary 31. Suppose H 1
Rat(G, L; (Am, ρm))=0 for all m for one of the nontermi-

nating branches. Then this branch is the only branch. Moreover, if a homomorphism
of algebraic groups f : G → K restricting to θ exists, then it is unique up to
conjugation by an element of H.

Corollary 32. Suppose H 1
Rat(G, L; (Ak, ρk)) 6= 0 for one of the nonterminating

branches. Then there exist algebraic homomorphisms G → K which are not
conjugate by an element of H.

We apply this theorem (and these corollaries) in the following case — a generali-
sation of the case from the previous section:

• G is a connected algebraic group over K with Lie algebra g,

• L = G1,

• K = GL(V ), where (V, θ) is a finite-dimensional G-stable indecomposable
g-module,

• H = Autg(V ),

• X = HomK(g, gl(V )), a separated algebraic scheme with θ ∈ X (K).
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Applying exactly the same argument as in Theorem 28, we only start to encounter
problems when trying to extend the rational map R : G1→ H to a rational map on
the whole of G. This can be fixed without much difficulty.

As a variety, we have that

H = K××Kn
⊂ Kn+1

for some n (Proposition 17). Hence, we get R=(R0, R1, . . . , Rn), where Ri ∈K[G1]

for i = 0, 1, . . . , n. We can then lift each of these to elements of K[G], so we obtain
R̃ = (R̃0, R̃1 . . . , R̃n) : G→ Kn+1. We would like the image to lie in H. Thus, we
define U = G \ R−1

0 (0). This is an open set in G, so we can view R̃ as a rational
map from G to K××Kn

= H which is defined on U, and restricts to R on G1.
Now we can define f̃ : G→ GL(V ) as f̃ (g) = f (g)R̃(g). This is a (G1, H)-

morph of algebraic groups, which restricts to θ on G1. Hence, we are in the situation
of Theorem 29. Observe that θ : G1 → GL(V ) extends to a homomorphism of
algebraic groups 2 : G→ GL(V ) if and only if there exists a (G1, 1)-morph of
algebraic groups extending θ . In particular, the corollaries to Theorem 29 can be
used to determine the existence and uniqueness of a G-module structure on V.

Corollary 33 (existence test). Suppose G is a connected algebraic group over K

with Lie algebra g, and suppose V is an indecomposable G-stable finite-dimensional
g-module. Then there exists a G-action on V which respects the g-module structure
if and only if there is a branch (in the terminology of Theorem 29) which does
not terminate; for instance, a branch such that H 2

Rat(G,G1; (Am, ρm))= 0 for all
(Am, ρm) on that branch.

Corollary 34 (uniqueness test). Suppose that G is a connected algebraic group
over K with Lie algebra g, and that V is an indecomposable G-stable finite-
dimensional g-module. Suppose further that there exists a G-action on V which
extends the g-module structure. This G-action is unique (up to isomorphism)
if and only if there is a branch (in the terminology of Theorem 29) such that
H 1

Rat(G,G1; (Am, ρm))= 0 for all (Am, ρm) on that branch.

Observe that combining Corollary 34 with Corollary 23 for the N -stable sub-
normal series Hm = 1+ J m, m ≥ 1, we get a similar result to Proposition 4.3.1 in
[Xanthopoulos 1992].

2.5. Comparison with C•Rat(G/L; A). Let us now mimic the approach we took
in Section 1.5 and examine how our cochain complex (C •Rat(G, L; A), d) compares
with the complex (C •Rat(G/L; A), d) on the level of cohomology. We use the
notation of Section 2.3. As with our discussion in Section 1.5 we have to assume
that L acts trivially on A for this discussion to be meaningful — a condition which
holds in the examples considered.

Similar to the case for abstract groups, we have the following proposition:
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Proposition 35. Under the aforementioned conditions we have isomorphisms of
groups H 0

Alg(G, L; A)∼= H 0
Alg(G/L; A) and H 1

Alg(G, L; A)∼= H 1
Alg(G/L; A).

Proof. Making use of the universal property of the quotient for algebraic groups,
the proof follows word-for-word as in Proposition 11. �

Recalling the observation that there is no distinction between H i
Alg and H i

Rat
for i = 0, 1, this tells us that H 0

Rat(G, L; A)∼= H 0
Alg(G/L; A) and H 1

Rat(G, L; A)∼=
H 1

Alg(G/L; A) in these circumstances.
The universal property of the quotient for algebraic groups further yields an

analogue of Proposition 12.

Proposition 36. The maps InfAlg : H 2
Alg(G/L; A)→ H 2

Alg(G, L; A) and InfRat :

H 2
Rat(G/L; A)→ H 2

Rat(G, L; A) are injective.

Proof. The proof follows as in Proposition 12. �

In the case of abstract groups, Section 1.5 shows that by making careful choices
of (L , H)-morphs in Theorem 7 the image of the obstruction maps

Obs : [L H ]θmo(G, N )ρi → H 2(G, L; (Ai , ρi ))

always lies inside H 2(G/L; (Ai , ρi )) ↪→ H 2(G, L; (Ai , ρi )). As such, it is pos-
sible to reinterpret Theorem 7 using the complex (C •(G/L; A), d) instead of
(C •(G, L; A), d) at all points. This conclusion for abstract groups, however, relies
on the observation that it is always possible to assume that the (L , H)-morphs being
considered are normalised. When translating the results to the case of algebraic
groups it is far from clear that the analogues of Lemma 13 and Corollary 14 hold.

Question. Can the (L , H)-morphs considered in Sections 2.3 and 2.4 be chosen
to be normalised?
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UNIFORM BOUNDS OF THE PILTZ DIVISOR PROBLEM
OVER NUMBER FIELDS

WATARU TAKEDA

We consider the upper bound of the Piltz divisor problem over number
fields. The Piltz divisor problem is known as a generalization of the Dirich-
let divisor problem. We deal with this problem over number fields and
improve the error term of this function for many cases. Our proof uses
the estimate of exponential sums. We also show uniform results for the
ideal counting function and relatively r-prime lattice points as one of its
applications.

1. Introduction

The behavior of arithmetic functions has long been studied, and it is one of the most
important areas of research in analytic number theory. But many arithmetic functions
f .n/ fluctuate as n increases, and it becomes difficult to deal with them. Thus, many
authors study partial sums

P
n�x f .n/ to obtain some information about arithmetic

functions f .n/. In this paper we consider the Piltz divisor function ImK .x/ over
a number field. Let K be a number field with extension degree ŒK WQ�D n, and
let OK be its ring of integers. Let DK be the absolute value of the discriminant
of K. Then the Piltz divisor function ImK .x/ counts the number of m-tuples of
ideals .a1; a2; : : : ; am/ such that the product of their ideal norms Na1 � � �Nam � x.
It is known that

(1-1) ImK .x/� Res
sD1

�
�K.s/

mx
s

s

�
:

We denote by �mK.x/ the error term of ImK .x/, that is, ImK .x/�RessD1
�
�K.s/

mxs

s

�
.

In the case mD 1, this function is the ordinary ideal counting function over K.
For simplicity we substitute IK.x/ and �K.x/ for I 1K.x/ and �1K.x/, respectively.
There are many results about IK.x/ from the 1900s. In the case K DQ, integer
ideals of Z and positive integers are in one-to-one correspondence, so IQ.x/D Œx�,
where Œ � � is the Gauss symbol. For the general case, the best estimate of �K.x/
hitherto is the following theorem.
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Theorem 1-2. The following estimates hold for all " > 0:

nD ŒK WQ� �K.x/

2 O
�
x
131
416 .log x/

18627
8320

�
[Huxley 2002]

3 O
�
x
43
96
C"
�

[Müller 1988]

4 O
�
x
41
72
C"
�

[Bordellès 2015]

5� n� 10 O
�
x1�

4
2nC1

C"
�

[Bordellès 2015]

11� n O
�
x1�

3
nC6
C"
�

[Lao 2010]

There are also many results about Im
Q

from the 1800s. In 1849 Dirichlet showed
that

I 2Q.x/D x log xC .2
 � 1/xCO
�
x
1
2

�
;

where 
 is the Euler constant, defined by


 D lim
n!1

� nX
kD1

1

k
� logn

�
:

The O-term has been improved by many researchers many times; the best estimate
hitherto is x

517
1648
C" [Bourgain and Watt 2017].

As we have mentioned above, there exist many results about other divisor prob-
lems, but it seems that there are not many results about the Piltz divisor problem
over number fields.

Theorem 1-3 [Nowak 1993]. When nD ŒK WQ�� 2, then we get

�mK.x/D

(
OK

�
x1�

2
mn
C 8
mn.5mnC2/ .log x/m�1�

10.m�2/
5nC2

�
for 3�mn� 6;

OK
�
x
1� 2

mn
C 3

2m2n2 .log x/m�1�
2.m�2/
mn

�
for mn� 7:

For the estimate of the lower bound, Girstmair, Kühleitner, Müller, and Nowak
obtain the following �-results:

Theorem 1-4 [Girstmair et al. 2005]. For any fixed number field K with n D
ŒK WQ�� 2,

(1-5) �mK.x/D�
�
x
1
2
� 1
2mn .log x/

1
2
� 1
2mn .log log x/�.log log log x/��

�
;

where � and � are constants depending onK. To be more precise, letKgal be the Ga-
lois closure of K=Q, G DGal.Kgal=Q/ its Galois group, and H DGal.Kgal=K/

the subgroup of G corresponding to K. Then

� D
mnC 1

2mn

� nX
�D1

ı��
2mn
mnC1 � 1

�
and �D

mnC 1

4mn
RC

mn� 1

2mn
;
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where

ı� D

ˇ̌˚
� 2G

ˇ̌
jf� 2G j � 2 �H��1gj D �jH j

	ˇ̌
jGj

and R is the number of 1� � � n with ı� > 0.

We know the following conditional result. If we assume the Lindelöf hypothesis
for the Dedekind zeta function, it holds that for all " > 0, for all K, and for all m,

(1-6) �mK.x/DO"
�
x
1
2
C"D"K

�
:

In this paper we estimate the error term of �mK.x/ by using exponential sums.
In [Nowak 1993; Girstmair et al. 2005], they use other approaches, so we expect
new development for the Piltz divisor problem over number fields. As a results, we
improve the estimate of upper bound of �mK.x/ for many K and many m.

In Section 2, we show some auxiliary theorems to consider the upper bound
of the error term �mK.x/. First we give a review of the convexity bound for
the Dedekind zeta function and generalized Atkinson lemma [1941]. Next we
show Proposition 2-6, which reduces an ideal counting problem to a problem of
exponential sums. This proposition plays a crucial role in our computing �mK.x/.

In Section 3, we prove the following theorem about the error term �mK.x/ by
using estimates of exponential sums.

Theorem 1-7. For every " > 0 the following estimate holds. When mn� 4, then

�mK.x/DOn;m;"
�
x
2mn�3
2mnC1

C"D
2m

2mnC1
C"

K

�
:

This theorem gives improvement of the upper bound of �mK.x/ for mn� 4.
In Section 4, we give some applications. First we give a uniform estimate for the

ideal counting function over number fields. Second we show a good uniform upper
bound of the distribution of relatively r-prime lattice points over number fields as a
corollary of the first application.

In Section 5, we consider a conjecture about estimates for the Piltz divisor
functions over number fields. It is proposed that for all number fields K and for all
m the best upper bound of the error term is better than that on the assumption of
the Lindelöf hypothesis (1-6).

2. Auxiliary theorem

In this section, we show some important lemmas for our argument. Let s D � C i t
and n D ŒK W Q�. We use the convexity bound of the Dedekind zeta function to
obtain an upper bound of the error term of the Piltz divisor function �mK.x/.
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It is well known that the Dedekind zeta function satisfies the functional equation

(2-1) �K.1� s/DD
s� 1

2

K 2n.1�s/��ns�.s/n
�

cos �s
2

�r1Cr2�
sin �s

2

�r2
�K.s/;

where r1 is the number of real embeddings of K and r2 is the number of pairs of
complex embeddings.

The Phragmen–Lindelöf principle and (2-1) give the well known convexity bound
of the Dedekind zeta function [Rademacher 1959]: for any " > 0 and nD ŒK WQ�,

(2-2) �K.� C i t/D

8̂̂̂<̂
ˆ̂:
On;"

�
jt j

n
2
�n�C"D

1
2
��C"

K

�
if � � 0;

On;"
�
jt j

n.1��/
2
C"D

1��
2
C"

K

�
if 0� � � 1;

On;".jt j
"D"K/ if 1� �

as jt jnDK !1, where K runs through number fields with ŒK W Q� D n. In the
previous papers, we also use this convexity bound (2-2) to estimate the distribution
of ideals. In the following sections, we show some estimates for �mK.x/ in the
similar way to our previous papers.

Lemma 2-3 states the growth of the product of the Gamma function and trigono-
metric functions in the functional equation (2-1) of the Dedekind zeta function.

Lemma 2-3. Let � 2 fcos; sing and n be a positive integer. Then

�.s/n

1� s

�
cos �s

2

�r1Cr2�
sin �s

2

�r2
D Cn�ns�

�
ns�

nC1

2

�
�
�
n�s

2

�
COn

�
jt j�2Cn��

n
2

�
;

where C is a constant and s D � C i t .

Proof. This lemma is shown from the Stirling formula and estimate for trigonometric
functions. �

Next we introduce the generalized Atkinson lemma. This lemma is quite useful
for calculating integrals of the Dedekind zeta function.

Lemma 2-4 [Atkinson 1941]. Let y > 0, 1 <A�B , and � 2 fcos; sing, and define

I D
1

2�i

Z ACiB

A�iB

�.s/�
�
�s

2

�
y�s ds:

If y � B , then

I D �.y/CO
�
y�

1
2 min

��
log B

y

��1
; B

1
2

�
Cy�ABA�

1
2 Cy�

1
2

�
:

If y > B , then

I DO
�
y�A

�
BA�

1
2 min

��
log

y

B

��1
; B

1
2

�
CAA�

1
2

��
:
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Finally we introduce the following lemma to reduce the ideal counting problem
to an exponential sum problem.

Lemma 2-5 [Bordellès 2015]. Let 1 � L � R be a real number and f be an
arithmetical function satisfying f .m/ D O.m"/, and let e.x/ D exp.2�ix/ and
F D f ��, where � is the Dirichlet product symbol. For a 2 R�f1g and b; x 2 R

and for every " > 0 the following estimate holds:X
m�R

f .m/

ma
�.2�xmb/DOn;"

�
L1�aCR" max

L<S�R
S�a

� max
S<S1�2S

max
M;N�S1
MN�S

max
M�M1�2M
N�N1�2N

ˇ̌̌̌ X
M<m�M1

F.m/
X

N<n�N1

e.x.mn/b/

ˇ̌̌̌�
:

The next proposition plays a crucial role in our computing ImK .x/. We consider
the distribution of ideals of OK , where K runs through extensions with ŒK WQ�D n
and some conditions. The detail of the conditions will be determined later, but they
state the relation of the principal term and the error term.

Proposition 2-6. Let FK D ImK ��. For every " > 0 the following estimate holds:

�mK.x/DOn;m;"

�
L1�˛C x

mn�1
2mn D

1
2n

K R" max
L�S�R

S�
mnC1
2mn

� max
S<S1�2S

max
M;N�S1
MN�S

max
M�M1�2M
N�N1�2N

ˇ̌̌̌ X
M<l�M1

FK.m/
X

N<k�N1

e

�
mn

�
xlk

DK

� 1
mn
�ˇ̌̌̌

C x
mn�2
2mn

C"D
1
n
C"

K R
mn�2
2mn

C"
C x

mn�1
mn
C"D

1
n
C"

K R�
1
mn
C"

�
;

where K runs through number fields with ŒK WQ�D n and some conditions.

Proof. Let dmK .l/ be the number of m-tuples of ideals .a1; a2; : : : ; am/ such that
the product of their ideal norms Na1 � � �Nam D l . Then one can easily check that

(2-7) �K.s/
m
D

1X
lD1

dmK .l/

ls
for <s > 1

and
ImK .x/D

X
l�x

dmK .l/:

Thus, Perron’s formula plays a crucial role in this proof.
We consider the integral

1

2�i

Z
C

�K.s/
mx

s

s
ds;

where C is the contour C1[C2[C3[C4 shown below:
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-

6

-

6

�

O <.s/

=.s/

r?
iT

�iT

�" 1C "

C2

C1

C4

C3

In a way similar to the well known proof of Perron’s formula, we estimate

(2-8)
1

2�i

Z
C1

�K.s/
mx

s

s
ds D ImK .x/CO"

�
x1C"

T

�
:

We can select the large T , so that the O-term in the right-hand side is sufficiently
small. For estimating the left-hand side by using estimate (2-2), we divide it into
the integrals over C2, C3, and C4.

First we consider the integrals over C2 and C4 asˇ̌̌̌
1

2�i

Z
C2[C4

�K.s/
mx

s

s
ds

ˇ̌̌̌
�

1

2�

Z 1C"

�"

j�K.� C iT /j
mx

�

T
d� C

1

2�

Z 1C"

�"

j�K.� � iT /j
mx

�

T
d�:

It holds by the convexity bound of the Dedekind zeta function (2-2) that their sum
is estimated as

(2-9)
ˇ̌̌̌
1

2�i

Z
C2[C4

�K.s/
mx

s

s
ds

ˇ̌̌̌
DOn;m;"

�Z 1C"

�"

.TmnDmK /
1��
2
C"x

�

T
d�

�
DOn;m;"

�
x1C"D"K
T 1�"

CT
mn
2
�1C"D

m
2
C"

K x�"
�
:

By the Cauchy residue theorem, (2-8), and (2-9) we obtain

(2-10) �mK.x/D
Z
C3

�K.s/
mx

s

s
dsCOn;m;"

�
x1C"D"K
T 1�"

CT
mn
2
�1C"D

m
2
C"

K x�"
�
:

Thus, it suffices to consider the integral over C3 as

1

2�i

Z
C3

�K.s/
mx

s

s
ds D

1

2�i

Z �"CiT
�"�iT

�K.s/
mx

s

s
ds:
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Changing the variable s to 1� s, we have

1

2�i

Z
C3

�K.s/
mx

s

s
ds D

1

2�i

Z 1C"CiT

1C"�iT

�K.1� s/
mx

1�s

1� s
ds:

From functional equation (2-1), it holds that

1

2�i

Z
C3

�K.s/
mx

s

s
dsD

1

2�i

Z 1C"CiT

1C"�iT

�
D
s� 1

2

K 2n.1�s/��ns�.s/n
�

cos �s
2

�r1Cr2
�

�
sin �s

2

�r2
�K.s/

�mx1�s
1� s

ds:

By Lemma 2-3 the integral over C3 can be expressed as

1

2�i

Z
C3

�K.s/
xs

s
ds

D
Cx

2�i

Z 1C"CiT

1C"�iT

D
�m
2

K

�
.2n/mn�mnx

DmK

��s
�
�
mns�

mnC1

2

�
�
�
mn�s

2

�
�K.s/ ds

COn;m;"
�
D
m
2
C"

K T
mn
2
�1C"x�"

�
:

Changing the variable mns� mnC1
2

to s, we have

1

2�i

Z
C3

�K.s/
xs

s
dsD

Cx
mn�1
2mn D

1
2n

K

2�i

Z mn�1
2
Cmn"CmniT

mn�1
2
Cmn"�mniT

�
2mn�

�
x

DmK

� 1
mn
��s

��.s/�

�
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2
C
.mnC 1/�

4

�
�K

�
s

mn
C
mnC 1

2mn

�
ds

COn;m;"
�
D
m
2
C"

K T
mn
2
�1C"x�"

�
:

From (2-7) the function �K.s/m can be expressed as a Dirichlet series. It is absolutely
and uniformly convergent on compact subsets on <.s/ > 1. Therefore, we can
interchange the order of summation and integral. Thus, we obtainZ �

2mn�

�
x

DmK

� 1
mn
��s

�.s/�

�
�s

2
C
.mnC 1/�

4

�
�K

�
s

mn
C
mnC 1

2mn

�
ds

D

1X
lD1

dmK .l/

l
mnC1
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Z �
2mn�

�
lx

DmK

� 1
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��s

�.s/�

�
�s

2
C
.mnC 1/�

4

�
ds;

where the integration is on the vertical line from mn�1
2
Cmn"�mniT to mn�1

2
C

mn"CmniT . Properties of trigonometric functions lead to

�

�
�s

2
C
.mnC 1/�

4

�
D˙

(
�
�
�s
2

�
if mn is odd;

1p
2

�
�
�
�s
2

�
˙ �1

�
�s
2

��
if mn is even;
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where f�; �1g D fsin; cosg. Hence, it holds that

1

2�i

Z
C3

�K.s/
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s

s
ds D

Cx
mn�1
2mn D

1
2n

K
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2
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:

Applying Lemma 2-4 to this integral with y D 2mn�
�
lx
DmK

� 1
mn , AD mn�1

2
Cmn",

B DmnT , and T D 2�
�
xR
DmK

� 1
mn , this becomes
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:

We evaluate three O-terms as follows. First we consider the first O-term. One can
estimate

�
log R

l
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DO
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�
, so we obtain
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Next we calculate the second O-term
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Since it is well known that dmK .l/DO.l
"/, we get
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Finally we estimate the third O-term in a similar way to calculate the first O-term.
One can estimate
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From above results, we obtain

(2-11)
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From estimates (2-10) and (2-11), it is obtained that
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Next we consider the above sum. Let FK DdmK ��, where � is the Dirichlet product
symbol. From Lemma 2-5 this becomes
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Let SK.x; S/ be the sum in the O-term, that is,

S�
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:

This proposition reduces the initial problem to an exponential sums problem. There
are many results to estimate an exponential sums. In the next section, we estimate
the Piltz divisor function by using some results for exponential sums established by
many authors.

3. Estimate of counting function

In the last section, we showed that the error term of the Piltz divisor function
�mK.x/ can be expressed as an exponential sum. Let X > 1 be a real number,
1 �M <M1 � 2M and 1 � N < N1 � 2N be integers, and .am/; .bn/ � C be
sequences of complex numbers, and let ˛; ˇ 2 R. Then we define

(3-1) SD
X
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am
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N<n�N1
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�
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�
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�̨ �
n

N

�̌ �
:

Lemma 3-2 [Wu 1998]. Let ˛; ˇ 2R such that ˛ˇ.˛�1/.ˇ�1/¤ 0, and jamj � 1
and jbnj � 1 and LD log.XMN C 2/. Then

L�2SDO
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.XM 3N 4/

1
5 C .X4M 10N 11/
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16 C .XM 7N 10/
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1
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:
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Next Bordellès also shows this lemma by using estimates for triple exponential
sums by Robert and Sargos.

Lemma 3-3 [Bordellès 2015]. Let ˛; ˇ 2 R such that ˛ˇ.˛� 1/.ˇ� 1/¤ 0, and
jamj � 1 and jbnj � 1. If X DO.M/, then

.MN/�"S
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.XM 5N 7/

1
8 CN.X�2M 11/

1
12 C.X�3M 21N 23/

1
24 CM

3
4NCX�

1
4MN

�
:

The following Srinivasan result is important for our estimating �mK.x/.

Lemma 3-4 [Srinivasan 1962]. Let N and P be positive integers and un � 0,
vp > 0, An, and Bp denote constants for 1 � n � N and 1 � p � P . Then there
exists q with properties

Q1 � q �Q2

and

NX
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un C

PX
pD1

Bpq
�vp

DO

� NX
nD1

PX
pD1

unCvp

q
A
vp
n B

un
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BpQ
�vp
2

�
:

The constant involved in the O-symbol is less than N CP .

Srinivasan [1962] remarks that the inequality in Lemma 3-4 corresponds to the
“best possible” choice of q in the range Q1 � q �Q2. We apply Lemma 3-4 to
improve the error term �mK.x/.

Theorem 3-5. For every " > 0 the following estimate holds. When mn� 4, then
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We use the above lemmas withX Dmn
�
xMN
DmK

� 1
mn > 0. Let 0�˛� 1

3
; we consider

four cases:

case 1; S˛�N � S
1
2 ;

case 2; S
1
2 �N � S1�˛;

case 3; S1�˛�N;

case 4; N � S˛:

When S˛�N � S
1
2 , we apply Lemma 3-2 and this gives

(3-6) S�"x
mn�1
2mn D

1
2n

K SK.x; S/

DOn;m;"
�
x
5mn�3
10mn D

3
10n

K R
2mn�3
10mn Cx

2mn�1
4mn D

1
4n

K R
5mn�8
32mn Cx

11mn�9
22mn D

9
22n

K R
6mn�9
22mn

Cx
mn�1
2mn D

1
2n

K R
mn�1
2mn

� 1
2
˛
Cx

11mn�12
22mn D

6
11n

K R
15mn�24
44mn Cx

mn�2
2mn D

1
n

KR
mn�2
2mn

�
:

When S
1
2 �N � S1�˛ we use Lemma 3-2 again reversing the role of M and N .

We obtain the same estimate for the case that S˛�N � S
1
2 . For case 3, we use

Lemma 3-3:

(3-7) S�"x
mn�1
2mn D

1
2n

K SK.x; S/

DOn;m;"
�
x
4mn�3
8mn D

3
8n

K R
mn�3
8mn

C 1
4
˛
C x

3mn�4
6mn D

2
3n

K R
5mn�8
12mn

C 1
12
˛

C x
4mn�5
8mn D

5
8n

K R
3mn�5
8mn

� 1
12
˛
C x

mn�1
2mn D

1
2n

K R
mn�2
4mn

C 1
4
˛
C x

2mn�3
4mn D

3
4n

K R
2mn�3
4mn

�
:

If x
1

mn.1�˛/�1D
� m
mn.1�˛/�1

K � S , the condition of Lemma 3-3, X D O.N/, is
satisfied. Therefore, it suffices to choose LD x

1
mn.1�˛/�1D�

m
mn.1�˛/�1

K . For case 4,
we use Lemma 3-3 again reversing the role of M and N . We obtain the same
estimate for the case that N �S˛ . Combining (3-6) and (3-7) with Proposition 2-6,
we obtain

(3-8) �mK.x/DOn;m;"
�
x
5mn�3
10mn D

3
10n

K R
2mn�3
10mn

C"
C x

2mn�1
4mn D

1
4n

K R
5mn�8
32mn

C"

C x
11mn�9
22mn D

9
22n

K R
6mn�9
22mn

C"
C x

mn�1
2mn D

1
2n

K R
mn�1
2mn

� 1
2
˛C"

C x
11mn�12
22mn D

6
11n

K R
15mn�24
44mn

C"
C x

mn�2
2mn D

1
n

KR
mn�2
2mn

C"

C x
4mn�3
8mn D

3
8n

K R
mn�3
8mn

C 1
4
˛C"
C x

3mn�4
6mn D

2
3n

K R
5mn�8
12mn

C 1
12
˛C"

C x
4mn�5
8mn D

5
8n

K R
3mn�5
8mn

C 1
12
˛C"
C x

2mn�3
4mn D

3
4n

K R
2mn�3
4mn

C"

C x
mn�1
mn
C"D

1
n
C"

K R�
1
mn
C"
C x

1�˛
mn.1�˛/�1D

�
m.1�˛/

mn.1�˛/�1

K

�
:
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By Lemma 3-4 with x
1

mn.1�˛/�1D
� m
mn.1�˛/�1

K �R � xD there exists R such that
the error term of estimate (3-8) is much less than

x
2mn
2mnC7

C"D
2m

2mnC7
C"

K C x
5mnC3
5mnC24

C"D
5m

5mnC24
C"

K C x
6mn�4
6mnC13

C"D
6m

6mnC13
C"

K

C x
.1�˛/mnC˛�1
.1�˛/mnC1

C"D
.1�˛/m

.1�˛/mnC1
C"

K C x
15mn�17
15mnC20

C"D
3m

3mnC4
C"

K C x
mn�2
mn
C"D

1
n
C"

K

C x
.2˛C1/mn�2˛
.2˛C1/mnC5

C"D
.2˛C1/m

.2˛C1/mnC5
C"

K C x
.˛C5/mn�˛�7
.˛C5/mnC4

C"D
.˛C5/m

.˛C5/mnC4
C"

K

C x
.2˛C9/mn�2˛�12
.2˛C9/mnC9

C"D
.2˛C9/m

.2˛C9/mnC9
C"

K C x
2mn�3
2mnC1

C"D
2m

2mnC1
C"

K

C x
5mn.1�˛/�6C3˛
10mn.1�˛/�10

C"D
m�3m˛

10mn.1�˛/�10
C"

K C x
16mn.1�˛/�19C8˛
32mn.1�˛/�32

C"D
3m�8m˛

32mn.1�˛/�32
C"

K

C x
11mn.1�˛/�14C9˛
22mn.1�˛/�22

C"D
3m�9m˛

22mn.1�˛/�22
C"

K C x
1
2
C"

C x
22mn.1�˛/�31C24˛
44mn.1�˛/�44

C"D
9m�24m˛

44mn.1�˛/�44
C"

K C x
mn.1�˛/�2C2˛
2mn.1�˛/�2

C"D
m�2m˛

2mn.1�˛/�2
C"

K

C x
4mn.1�˛/�6C5˛
8mn.1�˛/�8

C"D
2m�5m˛

8mn.1�˛/�8
C"

K C x
6mn.1�˛/�9C9˛
12mn.1�˛/�12

C"D
3m�9m˛

12mn.1�˛/�12
C"

K

C x
12mn.1�˛/�18C17˛
24mn.1�˛/�24

C"D
6m�17m˛

24mn.1�˛/�24
C"

K C x
2mn.1�˛/�3C3˛
4mn.1�˛/�4

C"D
m�3m˛

4mn.1�˛/�4
C"

K

C x
1�˛

mn.1�˛/�1D
�

m.1�˛/
mn.1�˛/�1

K :

When mn� 4 and ˛ D mnC3
7mn�5

, then we have

�mK.x/DOn;m;"
�
x
2mn�3
2mnC1

C"D
2m

2mnC1
C"

K

�
: �

For mn � 4 this theorem gives new results for the Piltz divisor problem over
number fields. In particular, if we fix K with ŒK W Q� D 4, then we improve the
estimate for �K.x/ as follows:

Corollary 3-9. For any number field K with ŒK WQ�D 4,

�K.x/DOK;"
�
x
5
9
C"
�
:

This result is better than Bordellès’ result.

4. Application

In this section we introduce some applications of our theorems. First we obtain
a uniform estimate for the ideal counting function IK.x/. From the proof of
Theorem 3-5, we obtain the following theorem.
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Theorem 4-1. For all ">0 for any fixed 0�ˇ� 8
2nC5

� " and C >0 the following
holds. If K runs through number fields with ŒK WQ�� n and DK � Cxˇ , then

�K.x/DOC;n;"
�
x
2n�3C2ˇ
2nC1

C"
�
:

The condition DK � Cxˇ is caused by the relation between the principal
term and the error term. It is well known that IK.x/ is very important to esti-
mate the distribution of relatively r-prime lattice points. We regard an `-tuple of
ideals .a1; a2; : : : ; a`/ of OK as a lattice point in K`. We say that a lattice point
.a1; a2; : : : ; a`/ is relatively r-prime for a positive integer r if there exists no prime
ideal p such that a1; a2; : : : ; a` � pr . Let V r

`
.x;K/ denote the number of relatively

r-prime lattice points .a1; a2; : : : ; a`/ such that their ideal norm Nai � x.
B. D. Sittinger [2010] shows that

V r` .x;K/�
�`K

�K.r`/
x`;

where �K is the residue of �K at s D 1. It is well known that

(4-2) �K D
2r1.2�/r2hKRK

wK
p
DK

;

where hK is the class number ofK, RK is the regulator ofK, and wK is the number
of roots of unity in O�K .

After that we show some results for the error term:

Er` .x;K/D V
r
` .x;K/�

�`K
�K.r`/

x`:

In [Takeda 2017; Takeda and Koyama 2018] we consider the relation between the
relatively r-prime problem and other mathematical problems. If we assume the
Lindelöf hypothesis for �K.s/, then it holds that for all " > 0

(4-3) Er` .x;K/D

�
O"
�
x
1
r
. 3
2
C"/
�

if r`D 2;
O"
�
x`�

1
2
C"
�

otherwise:

From easy calculation, we obtain the following corollary.

Corollary 4-4. For all " > 0 and for any fixed 0 � ˇ � 8
2nC5

� " and C > 0 the
following holds. If K runs through number fields with ŒK WQ�� n and DK � Cxˇ ,
then

Er` .x;K/D

(
OC;n;"

�
x

4n�2
r.2nC1/

C 4
2nC1

ˇC"
�

if r`D 2;

OC;n;"
�
x`�

4
2nC1

C
2nC5�.2nC1/`

2.2nC1/
ˇC"

�
otherwise:

For the proof of this corollary, please see the proof of Theorem 4.1 of [Takeda
and Koyama 2018].
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5. Conjecture

Theorem 4-1 states good uniform upper bounds. It is proposed that for all number
fields K the best uniform upper bound of the error term is better than that on the
assumption of the Lindelöf hypothesis (1-6).

Conjecture 5-1. If K runs through number fields with DK < x, then

�mK.x/D o
�
x
1
2

�
:

From estimate (1-5), this conjecture may give the best estimate for uniform upper
bound of �mK.x/. As we remarked above (Theorem 1-2) this conjecture is very
difficult even when K is fixed and mD 1.
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EXPLICIT WHITTAKER DATA FOR ESSENTIALLY TAME
SUPERCUSPIDAL REPRESENTATIONS

GEO KAM-FAI TAM

Based on the ideas of Bushnell and Henniart, and of Paskunas and Stevens,
we construct explicit Whittaker data for an essentially tame supercuspidal
representation of GLn(F), where F is a non-Archimedean local field.

1. Introduction

Let F be a non-Archimedean local field, V be an n-dimensional F-vector space,
and G be the group AutF (V ) of F-linear automorphisms of V, usually regarded as
GLn(F) by choosing a basis of V. Let π be a supercuspidal representation of G. As
a classical result in [Gel’fand and Kajdan 1975], we know that π admits a unique
Whittaker model. More precisely, take a tuple of Whittaker data (N , ψ) consisting
of a maximal unipotent subgroup N of G and a nondegenerate character ψ of N, in
the sense that its restriction to every simple root subgroup of N is nontrivial, then
we have

HomG(π, IndG
Nψ)= 1.

As another classical result in [Bushnell and Kutzko 1993], we know that π
is isomorphic to a compactly induced representation from a finite-dimensional
representation 3 of an open compact-mod-center subgroup J of G; that is,

π ∼= cIndG
J 3.

Using Frobenius reciprocity and Mackey’s formula [Kutzko 1977], the existence
and uniqueness of a Whittaker model is equivalent to the existence of a pair (N , ψ)
as above such that

(1-1) HomN∩ J(ψ,3) 6= 0,

and the pair is unique up to conjugation by J [Bushnell and Henniart 1998].
The above is the starting point of [Bushnell and Henniart 1998] in describing

an explicit Whittaker function for a supercuspidal representation. This description,
together with the result in [Paskunas and Stevens 2008], turn out to be useful in
computing the epsilon factor for a certain pair of supercuspidal representations which

MSC2010: primary 22E50; secondary 20G05.
Keywords: Whittaker data, essentially tame supercuspidal representations.
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differ only at the “tame level” (see [Paskunas and Stevens 2008, Section 7] and [Kim
2014, Theorem 4.4.3]). However, as pointed out in the introduction of [Paskunas
and Stevens 2008], the proof of [Bushnell and Henniart 1998, Lemma 2.10] contains
a gap, so they have to bypass the problem using a “ black box” case (explained
below) in [Paskunas and Stevens 2008].

The purpose of this paper is to construct explicit Whittaker data (N , ψ) for an
essentially tame supercuspidal representation π . The essential tameness condition
means that, by the definition in [Bushnell and Henniart 2005], if the group

{χ : unramified character of F× such that (χ ◦ det)⊗π ∼= π}

has order f , which is necessarily a divisor of n, then the residual characteristic p
of F does not divide n/ f . We will explain the advantage of restricting to the
essentially tame case at the end of this introduction.

We summarize briefly the method of constructing our Whittaker data, mostly
following Theorem 3.3 and Section 4.2 of [Paskunas and Stevens 2008]. Let θ be
the simple character of a compact subgroup H 1 of G, in the sense of [Bushnell and
Kutzko 1993, Section 3.2], underlying a chosen inducing type 3 of π . Associated
to θ is an element β ∈ A = EndF (V ) such that E0 = F[β] is a subfield of A and is
tamely ramified over F in the essentially tame case. We will construct a maximal
unipotent subgroup N satisfying

θ |H1∩N = ψβ |H1∩N ,

where ψβ : A→C, x 7→ψF ◦ trA/F (β(x−1)) with ψF being an additive character
of F trivial on pF but not on oF , together with other conditions in [Paskunas and
Stevens 2008, Theorem 3.3].

The above unipotent subgroup N is defined by a particular ordered basis b of V,
given in (4-4). To describe it briefly, associated to the element β is a set {βi }

t
i=0

of approximation elements such that
∑t

i=0 βi = β and, in the essentially tame case,
that E j = F

[∑
j≤i βi

]
form a tower of intermediate (tamely ramified) extensions

between E0 and F. When t=0, which is known as the minimal case in [Bushnell and
Kutzko 1993, (1.4.15)], we define b cyclicly using the element β, similar to the one
defined in [Bushnell and Henniart 1998, 2.1 Proposition]. In the presence of multiple
approximation elements (i.e., t > 0), we define b cyclicly also, but in an inductive
way along these elements. Our b is different from the one defined in [Bushnell and
Henniart 1998, 2.1 Proposition] at the level of the complexity of approximations.

It is unknown whether ψβ can be extended to a character of N ; however, using
the matrix presentation of β with respect to b, we construct an analogous element
α ∈ A such that ψ = ψα is a nondegenerate character of N. As the main result in
Theorem 5.1, we will show that ψ satisfies

ψ |H1∩N = ψβ |H1∩N ,
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and that the conditions in [Paskunas and Stevens 2008, Theorem 3.3] are satisfied
as well, which is enough to imply that (1-1) holds for our (N , ψ). As a note, the
case when [E0 : F] = n, i.e., E0 is a maximal subfield in A, is the “black box”
case deemed by [Paskunas and Stevens 2008]. Hence when E0/F is moreover
tamely ramified, our (N , ψ) serve as a “black box” character for the arguments in
[Paskunas and Stevens 2008, Section 3].

The description of our basis b, combined with the results in [Paskunas and Stevens
2008; Kim 2014], provides a direct formula of the conductor of the epsilon factor
for a certain pair of supercuspidal representations mentioned above and which are,
as in our present paper, essentially tame. Such a formula can also be deduced from
the general conductor formula in [Bushnell et al. 1998], obtained using the theory of
intertwining operators of Shahidi, with an inductive calculation of a certain discrimi-
nant of β [Bushnell and Henniart 2003]. We will explain it briefly in the last section.

Note that, using the rational canonical form of β, we can of course extend ψβ to
a character of the maximal unipotent subgroup Nβ defined using the cyclic basis
generated by β (as in [Bushnell and Henniart 1998, 2.1 Proposition]). However,
(Nβ, ψβ) may not be good Whittaker data; in particular, they do not give the correct
conductor formula for the epsilon factors of pairs in Paskunas and Stevens’ case.

Finally, we remark that the whole development of our main result requires
E0/F to be tamely ramified. As we will see, the tower of intermediate extensions
{E j }

t
j=0 between E0 and F allows us to define inductively the basis b in (4-4), and

consequently decompose the simple character θ and the compact subgroup H 1
∩ N

inductively to derive our main result. The author believes that a more complex
technique is required for the general case beyond the essentially tame case, and
hopes to deal with it in his future work.

1A. Notations. Let F be a non-Archimedean local field with an algebraic closure
denoted by F . Denote by oF the ring of integers of F and by pF the maximal ideal
of oF . The residue field kF = oF/pF of F is a finite extension of Fp. Denote by
vF : F→ Z∪ {∞} the valuation of F.

If r ∈ R, we denote by r+ the smallest integer strictly greater than r .

2. Tamely ramified extensions

The main purpose of this section is to gather some known facts concerning tamely
ramified extensions. More importantly, we consider minimal elements in a tamely
ramified extension, and study how they form bases with nice properties on lattice
filtrations.

2A. Complementary subgroup. Let E/F be a tamely ramified extension of degree
n = n(E/F) and ramification degree e = e(E/F). Put f = f (E/F)= n/e.
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Throughout we fix a chosen uniformizer $F of F, and let µF be the group of
roots of unity with order coprime to p. We also fix $E and let µE similarly for the
field E , and assume that $ e

E$
−1
F ∈ µE . We define the complementary subgroup

CE of E× to be the subgroup generated by $E and µE . It can be shown that CE

depends only on the choice of $F . Moreover, if K/F is an intermediate field
extension in E , then CK ⊆ CE . We denote by C tame

F the union of all CE , with E
ranges over all tamely ramified extensions of F.

If r is a positive integer, let U r
F be the r -th unit group 1+pr

F . In general for r ∈R,
we write U r

F =U dreF where dre is the smallest integer ≥ r , and write U r+
F =U dre+F

where dre+ is the smallest integer > r . We define U r
E similarly. Any element

b ∈ E× can be uniquely decomposed as cu where c ∈ CE and u ∈U 1
E . We call c

the first term of b.

2B. Minimality. At the beginning of this subsection, we only require E/F to be a
finite separable extension of degree n. Later we will require E/F to be moreover
tamely ramified.

Let E = F[α] for some α ∈ E . Denote e = e(E/F) and v = vE(α). From
[Kutzko and Manderscheid 1988, Proposition 1.5], we say that α is minimal over F
if it satisfies

(I) gcd(v, e)= 1, and

(II) any one of the following conditions:

(a) oF [β] = oK , where K/F is the maximal unramified extension in E/F
and β = NE/K (α)/$

v
F .

(b) The elements {x j }
n
j=1, where x j = α

j/$
b jv/ec
F , form an oF -basis of oE .

In particular we have oE =⊕
n−1
j=0oF x j .

(c) kE = kF [γ + pE ], where γ = xe = α
e/$ v

F ([Bushnell and Kutzko 1993,
(1.4.15)]).

By [Kutzko and Manderscheid 1988, Proposition 1.5], given (I), the three
conditions in (II) are equivalent.

To incorporate the construction of simple characters, we recall another equiv-
alent minimality condition from [Bushnell and Kutzko 1993]. Let V be a finite-
dimensional E-vector space. We first regard V as an F-vector space and denote
A = EndF (V ). Let A be an hereditary oF -order in A, with Jacobson radical P and
normalized by E×. Let vA be the valuation on A associated with A. Let B be the
centralizer of E in A, and denote B= A∩ B. Recall from [Bushnell and Kutzko
1993, 1.4] the oF -lattice

Nk(α,A)= {x ∈ A : αx − xα ∈Pk
}
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and the critical exponent

k0(α,A)=max{k ∈ Z :Nk(α,A) 6⊂B+P}.

By convention, if α ∈ F, we put k0(α,A)=∞. In fact, by [Bushnell and Kutzko
1993, (1.4.13)(ii)], the definition is independent of the vector space V. One important
property is [Bushnell and Kutzko 1993, (1.4.15)]

(2-1) vA(α)≤ k0(α,A),

with equality if and only if α is minimal over F.

Proposition 2.1. An element α ∈ F× with finite order modulo F× coprime to p is
minimal over F. In particular, any element in C tame

F is minimal over F.

Proof. The second statement follows directly from the first, so we focus on proving
the first statement. The idea of the proof comes from [Reimann 1991, Lemma 2.8].
Let α have finite order modulo F×, and assume that α /∈ F (otherwise the result is
trivial). We will use condition (2-1) and, since the condition does not depend on
the choice of the vector space V, we can assume V to be E = F[α] as an F-vector
space, and denote A, A, and P as above, so that B = E and B= oE . The statement
can be proved if we show that

Nk(α,A)= oE +Pk−vA(α)

for all k ∈Z. Let τ(x)= αxα−1 for all x ∈ A, which is an F-algebra automorphism
of A. We hence take x ∈A such that τ(x)− x ∈Pk−vA(α). If m is the order of α in
F×/F×, we define

s : A→ A, X 7→ 1
m

m−1∑
i=0

τ i (X),

which is an F-linear projection onto E , and so s(x) ∈ oE as m ∈ o×F . The relation

x = s(x)−
m−1∑
i=0

i∑
j=1

τ j−1(τ (x)− x)

implies that x ∈ oE +Pk−vA(α). The converse inclusion is straightforward. �

Corollary 2.2. Suppose that the field E = F[α], for some α ∈ E , is tamely ramified
over F. Then α is minimal if and only if the first term of α also generates E over F.

Proof. We write α = au for some a ∈ CE and u ∈U 1
E . It is straightforward to see

that α satisfies minimality conditions (I) and (c) if and only if a does the same for
field E . �

We provide a useful calculation of the critical exponent of an element generating
a tamely ramified field extension.
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Proposition 2.3. Suppose that β ∈ A such that E = F[β] is a tamely ramified
extension of F, and A is an oF -hereditary order normalized by E×. Take c ∈ CE

and denote γ = β − c. If k0(γ,A) < vA(c), then

k0(β,A)=

{
k0(γ,A) if c ∈ F[γ ],
vA(c) otherwise.

Proof. This can be derived from [Bushnell and Kutzko 1993, (2.2.8)]. �

2C. A special property. Suppose that V is an n-dimensional F-vector space con-
taining an oF -lattice chain L. We call an F-basis {x j }

n
j=1 of V an oF -basis of L, in

the sense of [Bushnell and Kutzko 1993, (1.1.7)], if

(A) it is an oF -basis of L(r) for some r ∈ Z, and

(B) there exist a( j, r) ∈ Z, for all j = 1, . . . , n and r ∈ Z, such that

L(r)=
⊕

j

p
a( j,r)
F x j .

We may arrange the integers such that a( j, r)≤ a( j + 1, r).
For example, if V is a field extension E = F[α] as in the last section, then the set
{x j }

n
j=1 in the minimality condition (b) is an oF -basis of {pr

E }r∈Z. Indeed, suppose
that {y j } is an ordered set equal to {x j } as a set but with the order rearranged such
that vE(y j )= i if j = f i + k with 0≤ i < e and 1≤ k ≤ f , then we have

(2-2) pr
E =

e−1⊕
i=t

f⊕
k=1

ps
F y f i+k ⊕

t−1⊕
i=0

f⊕
k=1

ps+1
F y f i+k

if r = se+t for all s ∈Z and t=0, . . . , e−1. Indeed we always have the inclusion⊇
for all r ∈Z, and we just have to show the equality for r =0, . . . , e−1 by periodicity.
We of course have the equality for r = 0 and r = e. We then obtain the equality for
other r by counting the kF -dimensions of successive quotients on both sides of (2-2).

For constructing Whittaker data, we require a special property. Denote by
vL : V → Z∪ {∞} the associated valuation of L. Let {u j }

n
j=1 be an oF -basis of L

satisfying the following condition.

(*) For every u =
∑

j a j u j ∈ V with a j ∈ F, we have vL(a j u j )≥ vL(u) for all j.

This condition leads to the following simple useful result:

Proposition 2.4. Suppose further that vL(ui ) ≥ vL(u j ) if i ≤ j. For every u =∑
i ai ui ∈ V, if vL(u) > vL(ui ) for some i , then a j ∈ pF for all j ≥ i .

Proof. This is because vL(a j u j ) ≥ vL(u) > vL(ui ) ≥ vL(u j ), where the first
inequality comes from condition (*) above. �
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For example, the basis of E in the minimality condition (b), and hence the cyclic
basis {αi

}
[E :F]−1
i=0 , satisfy the condition (*), by observing from (2-2). If moreover

vE(α)≤ 0, then the cyclic basis also satisfies the conclusion in Proposition 2.4.

3. Essentially tame supercuspidal representations

In this section, we recall the construction of essentially tame supercuspidal repre-
sentations of G using admissible characters.

3A. Structure of admissible characters. Given a character ξ of F×, the level of ξ
is the smallest integer r = rF (ξ) ≥ 0 such that ξ |U r+1

F
is trivial. We call ξ tamely

ramified if r = 0.
Suppose that E/F is a tamely ramified extension and ξ is an admissible character

of E× over F in the sense of [Howe 1977], which means that for some intermediate
subfield K between E and F,

• if ξ factors through NE/K , then E = K, and

• if ξ |U 1
E

factors through NE/K , then E/K is unramified.

From [Howe 1977, Corollary of Lemma 11] we know that an admissible character ξ
admits a factorization

(3-1) ξ = ξ−1(ξ0 ◦ NE/E0) · · · (ξt ◦ NE/Et )(ξt+1 ◦ NE/F ),

with notations specified as follows.

• We have a tower of field extensions

(3-2) E = E−1 ⊇ E0 ) E1 · · ·) Et ) Et+1 = F,

and each ξi is a character of E×i . This tower is uniquely determined by ξ .

• Let ri be the level of ξi ◦ NE/Ei , then r = rt+1 is the level of ξ . We assume
that ξt+1 is trivial if rt+1 = rt . We call the increasing sequence of integers
r0 < · · · < rt the jumps of ξ , which are uniquely determined by ξ . For later
computation, we put r−1 = 0.

• If E0 = E , then we replace (ξ0 ◦ NE/E0)ξ−1 by ξ0. If E0 ( E , then we assume
that ξ−1 is tamely ramified and E/E0 is unramified.

We put ξξ−1
−1 =40◦NE/E0 , where40=ξ0(ξ1◦NE0/E1) · · · (ξt◦NE0/Et )(ξt+1◦NE0/F ).

Note that the jumps {ri }
t
i=0 depend only on 40 ◦ NE/E0 |U 1

E
, and are invariant under

the Galois action on ξ .
We fix an additive character ψ of F, which is assumed to be trivial on pF but

not on oF . For any tamely ramified extension K/F, we write ψK = ψF ◦ trK/F .
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We recall several results from [Moy 1986, Section 2.2]. For i = 0, . . . , t + 1,
suppose that si is the level of ξi , which means that si e(E/Ei ) = ri ; then there is
βi ∈ p

−si
Ei
− p−si+

Ei
such that

(3-3) ξi (x)= ψEi (βi (x − 1)), for all x ∈U si/2+
Ei

.

This βi , depending on the choice of ξi , can be regarded as in p−ri
E − p−ri+

E and
chosen mod p

(−ri/2)+
E . Let ci ∈ CEi be the first term of ξi . For i = 0, . . . , t , each

character ξi is generic over Ei+1, in the sense that

(3-4) Ei+1[ci ] = Ei ,

which implies that

(3-5) gcd(si , e(Ei/Ei+1))= 1.

We write

(3-6) β = β(ξ)= β0+ · · ·+βt+1.

Note that vE(β)=−r , the level of ξ . When r = 0, i.e., ξ is tamely ramified, then
all ξi , with i = 0, . . . , t + 1, are trivial, and we take β = 0.

Proposition 3.1. For i = 0, . . . , t :

(i) Ei = F[βt+1+ · · ·+βi ].

(ii) Each βi ∈ Ei is minimal over Ei+1.

Proof. We know (i) is true because we have a decreasing sequence (3-2) of field
extensions, while (ii) follows from (3-4) and Corollary 2.2. �

3B. Construction of simple characters. We identify E as an n-dimensional vector
space V and hence obtain an embedding E ↪→ A. We define an hereditary order

A= {X ∈ A : Xpk
E ⊆ pk

E for all k ∈ Z}

and its j-th radical

P
j
A = {X ∈ A : Xpk

E ⊆ p
k+ j
E for all k ∈ Z}, for j ∈ Z.

We also extend the definition such that Pr
A =P

dre
A and Pr+

A =P
dre+
A for r ∈ R. We

then define the following subgroups in G,

UA =U 0
A = A× and U j

A = 1+P
j
A, for all j ∈ Z>0,

and define U r
A and U r+

A similarly for r ∈R≥0. Finally, we define Bi , Pr
Bi

, and Pr+
Bi

as the centralizers of Ei in A, Pr
A, and Pr+

A respectively, and define the subgroups
UBi , U r

Bi
, and U r+

Bi
in UA as the centralizers of E×i in UA, U r

A, and U r+
A respectively.
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Given an element α ∈ A, we denote a map

ψα : A→ C, x 7→ ψF ◦ trA/F (α(x − 1)).

If v = vA(α) < 0, then the restriction of ψα on U−(v/2)+A defines a character, which
is trivial on U−v+A .

Given an admissible character ξ of E×, we recall the construction of a simple
character θ = θξ , in the sense of [Bushnell and Kutzko 1993, Section 3.2], on the
compact subgroup

H 1
= H 1

ξ :=U 1
B0

U r0/2+
B1

· · ·U rt−1/2+
Bt

U rt/2+
Bt+1

(note that Bt+1 = A) and whose restriction onto U 1
E coincides with ξ |U 1

E
. Like ξ ,

this simple character also admits a factorization

θ = θ0θ1 · · · θt+1

such that

θi |U 1
B0

U
r0/2+
B1

···U
ri−1/2+
Bi

= ξi ◦ detBi/Ei and θi |U
ri /2+
Bi+1
···U rt /2+

Bt+1

= ψβi .

It is well-defined since on the intersection U ri/2+
Bi

the characters are equal, by (3-3).
Note that when r = 0, we take A = Mn(oF ) with H 1

= U 1
A, and θ is the trivial

character of H 1.

Proposition 3.2. The assignment ξ |U 1
E
7→ θ is well-defined, i.e., it is independent

of the factorization (3-1).

Proof. The verifying arguments are quite routine, so we only provide a brief idea
as follows. Before we begin, in order to reduce the load of notations, we denote
the restriction of any character φ of some E× to U 1

E just by φ instead of φ|U 1
E
, and

similarly if we replace E by other fields.
First of all, remember that the jumps {ri } and the intermediate subfields {Ei } in

(3-2) are uniquely determined by ξ . Suppose we have another factorization of ξ
whose factors are {ξ ′i }

t+1
i=−1, then we can inductively deduce that, for i = 0, . . . , t+1,

(3-7) ξ−1
i ξ ′iφi−1 = φi ◦ NEi/Ei+1

for some characters φi of U 1
Ei+1

, each of whose level ti is less than si = ri/e(E/Ei )

because of (3-5). We remark that here we take φ−1 and φt+1 to be trivial. In the
additive level, suppose that

(3-8) φi (x)= ψEi+1(γi (x − 1)) for all x ∈U ti/2+
Ei+1

,

then (3-7) becomes, for i = 0, . . . , t + 1,

(3-9) β ′i + γi−1−βi = γi

for some element γi ∈ Ei+1, and we take γ−1 = γt+1 = 0.



626 GEO KAM-FAI TAM

Now we consider the restriction of θ to U ri/2+
Bi+1

, on which each factor θ j is equal to

ψβ j if j ≤ i, and ξ j ◦ detB j/E j = (ξ j ◦ NEi/E j ) ◦ detBi/Ei if j > i.

Similar results apply to each factor θ ′j of θ ′. We then apply (3-7) and (3-9) to obtain

θ(θ ′)−1
|
U

ri /2+
Bi+1

= φi ◦ detBi+1/Ei+1 ·ψ
−1
γi
,

which is just trivial because of (3-8). Therefore, we have θ = θ ′. �

Given ξ with β as in (3-6), we associate a stratum [A, r, 0, β], in the sense of
[Bushnell and Kutzko 1993, (1.5)], to ξ , where r = −vE(β). Note that we have
taken β = 0 when ξ is tamely ramified, in which case the associated stratum is null
[Mn(oF ), 0, 0, 0].

Proposition 3.3. (i) If the level r of ξ is positive, then the stratum [A, r, 0, β] is
simple, with a sequence of approximation strata [A, r, ri , γi ], where

γi =

t+1∑
j=i

β j ,

and each with a derived stratum [Bi , ri , ri −1, ci ], all in the sense of [Bushnell and
Kutzko 1993, (2.4.2)].

(ii) θ ∈ C(A, 0, β), the set of simple characters in the sense of [Bushnell and Kutzko
1993, (3.2.3)].

Proof. We first prove (i), which is to show that the sequence [A, n, ri , γi ] satisfies the
conditions in [Bushnell and Kutzko 1993, (2.4.1)]. In fact, many of the arguments
are routine, mostly following from constructions. One technical part is [Bushnell
and Kutzko 1993, (2.4.1)(iv)], where we have to show that

k0(γi ,A)=−ri for each i = 0, . . . , t.

We first decompose β term by term as
∑r

i=1 ai with ai ∈ CE and vE(ai ) = −i .
Hence βi =

∑ri
j=ri−1+1 a j and ari = ci . We now apply induction, assuming

that k0(γi+1,A) = −ri+1, which is less than vE(ci ). By the second case of
Proposition 2.3, we have k0(ci +γi+1,A)=−ri . Now notice that each ak with k =
ri−1+1, . . . , ri , lies in Ei = F

[
γi+1+

∑ri
l=k al

]
. In particular γi+1+

∑ri
l=ri−1+1 al =

γi , and so by the first case of Proposition 2.3, k0(γi ,A)=−ri .
Once (i) is established, (ii) can be checked just by the definition in [Bushnell

and Kutzko 1993, (3.2.3)]. The case for θ being trivial (when ξ is tamely ramified)
is just by convention, so we move on to the positive level case. By induction along
the approximation sequence in (i), it suffices to show that for each i = 0, . . . , t + 1,
we have

2i := θi · · · θt+1 ∈ C(A, ri−1/2+, γi ).
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Now the subgroup H ri−1/2+ is U ri−1/2+
Bi

· · ·U rt/2+
Bt+1

. For each j ≥ i , the factor
θ j |H ri−1/2+ is equal to

ξ j ◦ detB j/E j |U
ri−1/2+
Bi

···U
r j−1/2+
B j

·ψβ j |U
r j /2+
B j+1

···U rt /2+
Bt+1

.

We hence check the conditions in [Bushnell and Kutzko 1993, (3.2.3)] for the
character 2i .

(a) We have 2i |U
ri−1/2+
Bi

= (ξi (ξi+1 ◦ NEi/Ei+1) · · · (ξt+1 ◦ NEi/F )) ◦ detBi/Ei .

(b) The compact subgroup H ri−1/2+ is clearly normalized by

K(Bi )= {x ∈ B×i : x
−1Bi x =Bi },

and so are the characters ξ j ◦ detB j/E j and ψβ j for j ≥ i .

(c) We have H ri/2+ = U ri/2+
Bi+1
· · ·U rt/2+

Bt+1
, on which the factor θi is equal to ψβ j ,

and 2i+1 ∈ C(A, ri/2+, γi+1) by induction assumption. �

We show very briefly that our θ agrees with the one in [Bushnell and Henniart
2005, Section 2.3]. We will not go into detail as it incurs heavy definitions and
notations from transfers [Bushnell and Kutzko 1993], endo-classes [Bushnell and
Henniart 1996, Section 7], and tame liftings [Bushnell and Henniart 1996, Section 9],
but only refer to the references as given.

Suppose that ξ is an admissible character of E×, with an associated stratum
[A, r, 0, β] as constructed in the previous section, and θ ∈ C(A, 0, β) is a simple
character of a compact subgroup H 1 of G. Recall from [Bushnell and Henniart
2005, Section 2.3] that, if we write ξ |U 1

E
=40◦NE/E0 for some character40 of U 1

E0
,

and denote the endo-classes of θ and 40 by EF (θ) and EE0(40) respectively, then a
specific simple character θ0 is characterized by the condition that

EE0(40) is a E0/F-lift of EF (θ0).

Our simple character θ constructed above satisfies this condition, because of the
relation

θ |U 1
E
= ξ |U 1

E

which is exactly the relation in [Bushnell and Henniart 1996, (9.2)] that defines the
tame lifting of a simple character. Hence θ0 = θ .

We continue to follow [Bushnell and Henniart 2005, Section 2.3]. On the compact
mod-center subgroup

J= Jξ := E×U 1
B0

U r0/2
B1
· · ·U rt−1/2

Bt
U rt/2
A ,

we define an extended maximal simple type 3=3ξ , which is a finite-dimensional
irreducible representation, depending on ξ and whose restriction onto H 1 is a direct
sum of θ = θξ . We then put π = πξ := cIndG

J 3.
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Proposition 3.4. (i) The representation π is irreducible, supercuspidal, and es-
sentially tame. Moreover, any such representation arises from the above
construction.

(ii) We have f (π)= n/e(E0/F).

(iii) The isomorphism class of π depends only on the orbit of (E/F, ξ) under
Galois conjugation. (This orbit is called an admissible pair in [Bushnell and
Henniart 2005].)

Proof. All statements can be deduced from Proposition 2.3 and Theorem 2.3 of
[Bushnell and Henniart 2005]. �

4. A special choice of ordered basis

We continue from the last section. In Section 4A, we provide the desired properties
of our F-basis of E for constructing our explicit Whittaker data. In Section 4B, we
construct such an ordered basis, and express the element β and the compact subgroup
H 1 with respect to this basis. Finally, in Section 4C we provide a factorization of
H 1
∩ N, where N is the maximal unipotent subgroup defined by this ordered basis,

according to the one defined by θ .

4A. An inductively subordinate condition. We first consider a general situation.
Suppose that E0/F is a finite extension with a tower of subextensions {Ei }

t+1
i=0

similar to (3-2), except that we do not require E0/F to be tamely ramified. Let V
be an E0-vector space with an oE0-lattice chain L in V. Suppose that, for each
i = 0, . . . , t + 1, there is an ordered Ei -decomposition of V as

(4-1) V =
⊕
j∈I i

W i
j

for an ordered set I i of indices, such that the following conditions hold:

(I) There is a decomposition of ordered sets I i+1
=
⊔

j∈I i I i+1
j such that

(4-2) W i
j =

⊕
k∈I i+1

j

W i+1
k .

(II) For each r ∈ Z, we have

L(r)=
⊕
j∈I i

L(r)∩W i
j ,

which means that the decomposition (4-1) conforms with L over Ei , in the
sense of [Bushnell and Kutzko 1993, (7.1.1(i))] or [Bushnell and Henniart
1996, (10.5)].
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We call the refining decompositions in (4-1) inductively subordinate to L. Let FEi

be the associated Ei -flag. By regarding all flags FEi as F-flags by restriction of
scalars, we have a successive refinement of F-flags

(4-3) FE0 ⊂ · · · ⊂ FEt ⊆ F,

which gives rise to a tower of unipotent subgroups

NFE0
⊂ · · · ⊂ NFEt

⊆ N = NF .

4B. The ordered basis. Let ξ be an admissible character of E× over F, with
{βi }

t
i=0 the set of approximation elements as in Section 3A. For future computation,

we define an extra element β−1 to be a primitive root of unity in µE when E 6= E0,
and put β−1 = 0 when E = E0.

We choose the following ordered F-basis b= {x j }
n
j=1 of V = E ,

(4-4) x1 = 1 and x j+1 = βi x j

for i = −1, . . . , t , if j is a multiple of [Ei+1 : F] but not a multiple of [Ei : F].
Note that:

• vE(x j )≤ vE(xk) for all j > k, with equality if and only if E 6= E0 and k is a
multiple of [E0 : F] with j = k+ 1, in which case xk+1 = β−1xk .

• If β /∈ F, then vE(x j ) < 0 for all j > 1.

We can also define this basis inductively as follows. Let

b−1
= {1, β−1, β

2
−1, . . . , β

[E :E0]−1
−1 }.

This is an ordered cyclic E0-basis of E . For i = 0, . . . , t + 1, we define

bEi+1(βi )= {1, βi , β
2
i , . . . , β

[Ei :Ei+1]−1
i }

and, if bi−1 is ordered as {z1, . . . , z[E :Ei ]}, define

(4-5) bi
j = z jβ

( j−1)([Ei :Ei+1]−1)
i bEi+1(βi )

for j = 1, . . . , [E : Ei ]. Each bi
j is an Ei+1-basis of an Ei -vector space, and

bi
= bi

1 t · · · t b
i
[E :Ei ]

,

is an Ei+1-basis of E . Finally, we have b= bt.
We hence define, for i = 0, . . . , t + 1 and j = 1, . . . , [E : Et ],

(4-6) W i
j = spanFb

i−1
j ,

which is an Ei -vector space of dimension 1. Condition (I) in the previous section is
clearly satisfied.
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Proposition 4.1. (i) Let L(r) = pr
E in V = E ; then the refining decompositions

defined by (4-6) are inductively subordinate to L.

(ii) In particular, the condition of Proposition 2.4 is satisfied by the basis b.

Proof. For (i), we claim that condition (II) is satisfied by (4-6). If we show that, for
each r ∈ Z,

(4-7) pr
E =

[E :Ei ]⊕
j=1

p
ai ( j,r)
Ei

z j (here bi−1
= {z1, . . . , z[E :Ei ]})

for suitable integers ai ( j, r), for i = 0, . . . , t + 1, then the claim is implied by the
last i . The minimality of β−1 implies that (4-7) holds for i = 0, by the remark
after Proposition 2.4 (indeed in this case a0( j, r)= r for all j). If (4-7) holds for
some i , then by the same remark again (substituting E, F and α by Ei , Ei+1 and βi ,
respectively) and the minimality in Proposition 3.1, we show that, for s ∈ Z,

ps−v
Ei
= β

−( j−1)([Ei :Ei+1]−1)
i ps

Ei
=

[Ei :Ei+1]−1⊕
k=0

p
b j

i+1(k,s)
Ei+1

βk
i

for suitable integers b j
i+1(s, k) and where v = ( j − 1)([Ei : Ei+1] − 1)vEi (βi ). We

obtain

pr
E =

⊕
j,k

p
b j

i+1(k,ai (r, j))
Ei+1

w j,k

with w j,k = z jβ
( j−1)([Ei :Ei+1]−1)+k
i forming the basis bi by (4-5). Hence (4-7) holds

for i + 1.
For (ii), it is enough to show that (*) is satisfied. We again apply induction on i .

Condition (*) is satisfied by the cyclic basis b−1, and suppose it is satisfied by bi−1,
so that if u =

∑
z j∈bi−1 a j z j for a j ∈ Ei then vE(a j z j )≥ vE(u). Write

a j =

[Ei :Ei+1]−1∑
k=0

b j,k y j,k

for some b j,k ∈ Ei+1 and y j,k = β
( j−1)([Ei :Ei+1]−1)+k
i , then by applying (*) on the

Ei+1-basis {y j,k}k for Ei we obtain vEi (b j,k y j,k)≥ vEi (a j ). Now

u =
∑
w j,k∈bi

b j,kw j,k,

with w j,k as above forming the basis bi, and vE(b j,kw j,k) ≥ vE(a j z j ) ≥ vE(u).
Hence (*) is satisfied by bi. �
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We now provide some properties of the matrix presentations of the elements β
and β−1, and also the compact subgroup H 1, with respect to the ordered basis b.

Proposition 4.2. (i) The matrix presentation β j,k , where j, k = 1, . . . , n, of β
with respect to b takes the form

β j,k ∈

{
1+ pF if j − k = 1 and k is not a multiple of [E0 : F],
pF if j − k > 1 or if j − k = 1 and k is a multiple of [E0 : F].

(ii) When E 6= E0, the matrix presentation (β−1) j,k of β−1 with respect to b takes
the form

(β−1) j,k ∈

{
1+ pF if j − k = 1 and k is a multiple of [E0 : F],
pF if j−k> 1 or if j−k= 1 and k is not a multiple of [E0 : F].

(iii) In the matrix presentation of H 1 with respect to b, the entries in the strictly
upper triangle belong to oF .

(We remark that, in cases (i) and (ii), we do not need to study the ( j, k)-entries
with j ≤ k.)

Proof. To prove (i), for each k = 1, . . . , n, we will determine where the entries
of the k-th column of β belong with respect to b. Let i = i(k) be the index such
that k is a multiple of [Ei+1 : F] but not a multiple of [Ei : F]; then xk+1 = βi xk

by construction. If E = E0, we want to show that the product

βxk =

t+1∑
i=0

βi xk

lies in
k⊕

l=1

Fxl + xk+1+

n⊕
l=k+1

pF xl .

First of all, we have

(4-8) βt+1xk + · · ·+βi+1xk ∈

k⊕
l=1

Fxl,

because if we write xk = β
mt
t · · ·β

m j+1
j+1 β

m j
j for some integers mt+1, . . . ,m j > 0,

then i ≥ j − 1, and we see that Ei+1xk ∈
⊕k

l=1 Fxl ; in particular (4-8) holds. We
then show that

(4-9) βi−1xk + · · ·+β0xk ∈

n⊕
l=k+1

pF xl .

For all j < i ,
vE(β j xk) > vE(βi xk)= vE(xk+1).
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By Proposition 2.4, the coefficients of xl , for l ≥ k+ 1, of all βi−1xk, . . . , β0xk , lie
in pF , and (4-9) holds. When E 6= E0, the proof is similar, except that when k is a
multiple of [E0 : F], we have xk+1 = β−1xk , and so

βxk ∈

k⊕
l=1

Fxl ⊕

n⊕
l=k+1

pF xl .

For (ii), the arguments are similar to above. If k is a multiple of [E0 : F],
then β−1xk = xk+1. Otherwise, we have vE(β−1xk) = v(xk) > v(xk+1), and so
β−1xk ∈

⊕k
l=1 Fxl ⊕

⊕n
l=k+1 pF xl .

For (iii), notice that {x j/$
bvE (x j )/ec
F }

n
j=1 is an oF -basis for the lattice chain

L(r) = pr
E in V = E . With this basis, the entries of UBi for all i , hence those

of H 1, belong to oF . If we use the basis b= {x j }
n
j=1 instead, then the ( j, k)-entry

is multiplied by $ bvE (x j )/ec−bvE (xk)/ec
F . In the upper triangle consisting of ( j, k)-

entries where j < k, we have vE(x j ) > vE(xk), and so the ( j, k)-entry with respect
to b is still in oF . �

Corollary 4.3. ψβ+β−1 |N∩H1(x)=ψF
(∑n−1

j=1 x j, j+1
)
, where x j,k is the ( j, k)-entry

of the matrix presentation of x ∈ A with respect to b.

Proof. With respect to the basis b, it is easy to see that the entries of β+β−1 in the
lower sub-diagonal belong to 1+pF , and those underneath belong to pF . Also, N is
defined by this ordered basis, and the entries of N ∩H 1 in the strictly upper triangle
belong to oF . Since ψF is trivial on pF but not on oF , we have the desired result. �

As a remark, for a fixed β, there are other bases which also serve our purpose.
For instance, we can take the basis constructed in the same way as b but with all βi

replaced by their first terms ci . One can prove, almost verbatim, that β takes the
same form as in the proposition. Also, another factorization of ξ yields another set
of elements {βi }, and so another β, but the matrix presentation of that β takes the
same form.

We end this subsection with a few examples.

Example 4.4. Let [A, r, 0, β] be a minimal stratum, and let m be the degree of
E0= F[β] over F. For a positive integer d , let E be the unramified extension of E0

of degree d , and take a primitive root of unity in µE . We construct the basis

b= {1, β, . . . , βm−1, ζβm−1, ζβm, . . . , ζβ2m−2, ζ 2β2m−2 . . . , ζ d−1βd(m−1)
}.

We consider the matrix of β relative to b. On the j-th column where j is not
a multiple of m, the entries are all 0 except the ( j+1)-th entry, which is 1. For
k = 1, . . . , d, if βm

= φ(β) for some F-polynomial φ of degree m − 1, then we
have β · xkm = β · ζ

k−1βk(m−1)
= ζ k−1β(k−1)(m−1)φ(β), which lies in the F-span
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of x j for (k− 1)m < j ≤ km. Therefore, on the (km)-th column, the j-th entries
for j > km are all 0.

We then consider the matrix of ζ relative to b. On the j-th column where j is
a multiple of m, the entries are all 0 except the ( j+1)-th entry, which is 1. For
s = 1, . . . ,m− 1, if β−s

= φs(β) for some F-polynomial φs of degree m− 1, then
minimality implies that its coefficients must lie in pF . Now if j = (k − 1)m + l,
where k = 1, . . . , d and l = 1, . . . ,m− 1, then

ζ · x j = ζ · ζ
k−1β(k−1)(m−1)+(l−1)

= ζ kβk(m−1)φm−l(β),

which lies in the pF -span of xi where km < i ≤ (k+ 1)m, in particular i > j + 1.
Therefore, on the j-th column, the i-th entry for i ≤ j + 1 is 0, and lies in pF for
i > j + 1.

We hence see that the element ζ + β has the desired form as in Corollary 4.3.
Note that we did not assume that E0/F is tamely ramified in the minimal case: all
we need to know is that the valuation of β is negative.

Example 4.5. We provide one more example for small n which exhibits the situation
when multiple jumps are present. Let’s take n = 4. As the minimal case is covered
in the previous example, we assume that our simple stratum [A, r, 0, β] has two
jumps. Consider a tower of the form E ⊃ K ⊃ F where [E : K ] = [K : F] = 2.
For simplicity, we only consider two extreme cases.

(i) Suppose that E/F is totally ramified, and so p 6= 2. We fix a uniformizer $F

and choose $K and $E such that $ 2
K = a$F and $ 2

E = b$K for some a, b ∈ µF .
Consider the element

β =$−r
F +$

−s
K +$

−t
E ,

where 4r > 2s > t > 0 and both s and t are odd. The basis constructed by β0=$
−t
E

and β1 =$
−s
K is

{1, $−s
K , $−t

E $−s
K , $−t

E $−2s
K }.

The matrix of β takes the form
$−r

F (a$F )
−s b−t(a$F )

−(t+s)/2
∗

1 $−r
F 0 ∗

0 1 $−r
F ∗

(a$F )
s 0 1 ∗


(the last column is unimportant for our purposes).

(ii) Suppose now that E/F is unramified. Let K = F[ζ ] and E = K [η], where
ζ, η ∈ µE and satisfy the equations ζ 2

= aζ + b and η2
= (cζ + d)η+ (eζ + f )

with all a, . . . , f ∈ oF . Write $ =$F and consider for example the element

β =$−r
+ ζ$−s

+ η$−t,
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where r > s > t > 0. With the basis

{1, ζ$−s, ζη$−(t+s), ζ 2η$−(t+2s)
},

the matrix of β takes the form
$−r b$−2s b(ae+ f )$−(s+2t)

∗

1 $−r
+ a$−s (ae+ a f + be)$−2t

∗

(−a/b)$ s 1 $−r
+ bc$−t

∗

(1/b)$ 2s 0 1+ (ac+ d)$ s−t
∗

.
4C. A factorization for maximal unipotent subgroups. We first work on a general
situation. Let E/F be a finite extension and V be a finite-dimensional E-vector
space, also regarded as an F-vector space. Denote A = EndF (V ) and let A be
an hereditary oF -order in A defined by an oE -lattice chain L in V. Let B be the
centralizer of E in A, and denote B= A∩ B.

We suppose that V admits an ordered decomposition
⊕

j W j into a direct sum
of E-subspaces, and FE is the associated E-flag. We further suppose that each W j ,
viewed as an F-vector space, admits an ordered decomposition into a direct sum⊕

i W
i
j of F-subspaces, altogether forming an F-flag F in V. Let MF be the

subgroup of G stabilizing all W i
j , let NF be the unipotent subgroup in G defined by

the flag F , and let N−F be its opposite. Also, define MFE , NFE , and N−FE
similarly,

using the flag FE .
Lastly, we suppose that the refining decompositions above are both subordinate

to L, in the sense of the conditions in Section 4A.

Proposition 4.6. (i) For each positive integer k, the subgroups U k
A and U k

B admit
an Iwahori decomposition

U k
A = (U

k
A ∩ NFE )(U

k
A ∩MFE )(U

k
A ∩ N−FE

)

and similarly for U k
B.

(ii) For positive integers k1 < k2, we have

(U k1
BU k2

A )∩ NF = (U
k1
B ∩ NFE )(U

k2
A ∩ NF ).

Proof. Part (i) is given by [Bushnell and Henniart 1996, (10.4)] and noting that, if
the decomposition conforms with L over E , it also conforms with L over F. For
part (ii), we first prove the “maximal” case, i.e., when V is 1-dimensional over E , in
which case NFE is trivial, and the right-hand side is U k2

A ∩ NF . This is equal to the
left-hand side by [Blondel and Stevens 2009, Lemma A.5 Appendix]. If E is not
maximal in A, we can follow the idea in [Blondel and Stevens 2009, Corollary A.6
Appendix]. By (i), we have

(U k1
BU k2

A )∩ PFE = (U
k1
B ∩ NFE )(U

k2
A ∩ NFE )(U

k1
B ∩MFE )(U

k2
A ∩MFE ),
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and note that NF ⊂ PFE , so

U k1
BU k2

A ∩ NF = (U
k1
B ∩ NFE )(U

k2
A ∩ NFE )((U

k1
B ∩MFE )(U

k2
A ∩MFE )∩ NF ).

The last bracket lies in the maximal case for the Levi subgroup MFE , and so is equal
to U k2

A ∩MFE ∩ NF . Since (U k2
A ∩ NFE )(U

k2
A ∩MFE ∩ NF )=U k2

A ∩ NF , we have
the desired result. �

We further assume that E/F is tamely ramified, with a tower of intermediate sub-
fields (3-2) coming from an admissible character. Let H 1 be the subgroup defined in
Section 3B, and NFEi

, for i =0, . . . , t+1, be the maximal Ei -flags defined by the or-
dered decompositions in (4-6), which are inductively subordinate by Proposition 4.1.

Corollary 4.7. Given a sequence of flags as in (4-3), then

H 1
∩ NF = (U 1

B0
∩ NFE0

) · · · (U rt−1/2+
Bt

∩ NFEt
)(U rt/2+

A ∩ NF ).

Proof. By the inductive subordination, we apply Proposition 4.6 (ii) inductively.
First regard U 1

B0
· · ·U rt−1/2+

Bt
as a subgroup of U 1

Bt
and so

H 1
∩ NF = (U 1

B0
· · ·U rt−1/2+

Bt
∩ NFEt

)(U rt/2+
A ∩ NF ).

We can therefore apply induction on U 1
B0
· · ·U rt−1/2+

Bt
∩NFEt

and obtain the desired
result. �

Proposition 4.8. θ |N∩H1 = ψβ |N∩H1 .

Proof. For each i , we already know that θi is equal to ψβi on

(U ri/2+
Bi+1
∩ NFEt

) · · · (U rt/2+
A ∩ NF )

from its construction. It suffices to show that θi on

(U 1
B0
∩ NFE0

) · · · (U ri−1/2+
Bi

∩ NFEi
),

which is ξi ◦ detBi/Ei , is also equal to ψβi . Indeed, on all NFE j
for j ≤ i , the

character detBi/Ei is trivial, while ψβi is also trivial since βi ∈ MFEi
⊂ MFE j

. �

5. The main result

Let π be an essentially tame supercuspidal representation compactly induced by
an extended maximal type (J,3) which contains a simple character θ ∈ C(A, 0, β)
associated to an admissible character ξ , and N = NF be the maximal unipotent
subgroup defined by the F-flag

F = {V j }
n
j=1, where V j =

j⊕
k=1

Fxk,

and {x j }
n
j=1 is the ordered basis constructed in (4-4).
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Let:

• α0 be an element in Matn(F) whose matrix representation (α0) j,k with respect
to b is 1 if j− k = 1 but is 0 if k is a multiple of [E0 : F], and is 0 if j− k > 1
(and can be anything if j ≤ k).

• α−1 be an element in Matn(F) whose matrix representation (α−1) j,k with
respect to b is 0 if j − k = 1 but is 1 if k is a multiple of [E0 : F], and is 0 if
j − k > 1 (and can be anything if j ≤ k).

• α = α−1+α0.

Hence, with the notation defined in [Paskunas and Stevens 2008], we have

α ∈ X+F := {x ∈ A : xVi ⊂ Vi+1 and xVi 6⊂ Vi for all i},

and so by [Paskunas and Stevens 2008, Lemma 1.2] ψα defines a non-degenerate
character of N. (Note that, in contrast, ψβ may not extend to a character of the
whole N.)

Theorem 5.1. HomN∩ J(ψα,3) 6= 0.

Proof. We show that the condition at the beginning of [Paskunas and Stevens 2008,
Section 4.2] is satisfied, then our result is implied by Corollary 4.13 of the same
work. Hence it suffices to show that (F, ψα0, α−1) satisfies the conditions (i)-(iv)
in Theorem 3.3 of the same work.

(i) This condition is just FE0 ⊂ F in our notation, which is true by construction.

(ii) In Proposition 4.8, we showed that θ |N∩H1 = ψβ |N∩H1 . Now with the ma-
trix representation of β and elements in H 1 in Proposition 4.2(i), we know that
ψβ |N∩H1 = ψα0 |N∩H1 .

(iii) If E = E0, then NFE0
is trivial and the result is clearly satisfied. If E 6= E0,

then ψα0 on NFE0
is trivial since the matrix entry (α0)k,k+1 with respect to b is 0

when k is a multiple of [E0 : F].

(iv) The maximal unipotent subgroup NFE0
∩UB0/U 1

B0
of UB0/U 1

B0
is defined by

the cyclic basis
{1̄, β̄−1, β̄

2
−1, . . . , β̄

[E :E0]−1
−1 },

where each x̄ is x +PB0 ∈ UB0/U 1
B0

for x ∈ UB0 . The character ψβ−1 clearly
defines a nondegenerate character, by arguments similar to [Bushnell and Henniart
1998, 2.1]. This character is equal to ψα−1 by Proposition 4.2 (ii). �

5A. A formula for the Artin conductor. Suppose that (π1, π2) is a pair of essen-
tially tame supercuspidal representations of GLni (F), for i = 1, 2, such that their
extended maximal simple types contain the same simple character, hence the same
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associated simple or null stratum. Recall the conductor of the epsilon factor for the
pair (π1, π2) computed in [Paskunas and Stevens 2008; Kim 2014], which is

f(π1×π2)= f(τ1× τ2)+
n1n2

e(E0/F)[E0 : F]
vE(x[E0:F]/x1),

where τi is a supercuspidal representation of GLni/[E0:F](E0), compactly induced
from the “level-zero” component of the extended maximal simple type of πi (see
[Paskunas and Stevens 2008, Section 7]).

Let’s compare this result with the calculation in [Bushnell et al. 1998, Theo-
rem 6.5]. The conductor formula implies that

f(π1×π2)= f(τ1× τ2)+ n1n2
c(β)

[E0 : F]2
.

Here c(β) is a certain kind of “discriminant”, whose value can be inductively
computed from [Bushnell and Henniart 2003, 3.1] as

c(βi )

[Ei : F]2
=

c(βi+1)

[Ei+1 : F]2
+

k0(βi ,A)

e(E0/F)

(
1

[Ei+1 : F]
−

1
[Ei : F]

)
.

We can rewrite it into a direct formula as

c(β)=
[E0 : F]
e(E0/F)

t∑
i=0

([E : Ei+1] − [E : Ei ])k0(βi ,A).

In the essentially tame case, our result implies that

(5-1) vE(x[E0:F]/x1)=

t∑
i=0

([E : Ei+1] − [E : Ei ])vE(βi ).

We can use Proposition 2.3 to see that our result (5-1) agrees with the calculation
in the above literatures.
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K-THEORY OF AFFINE ACTIONS

JAMES WALDRON

For a Lie group G and a vector bundle E we study those actions of the Lie
group T G on E for which the action map T G × E→ E is a morphism of
vector bundles, and call those affine actions. We prove that the category
Vect aff

T G(X) of such actions over a fixed G-manifold X is equivalent to a cer-
tain slice category gX\VectG(X). We show that there is a monadic adjunc-
tion relating Vect aff

T G(X) to VectG(X), and the right adjoint of this adjunc-
tion induces an isomorphism of Grothendieck groups K aff

T G(X) ∼= K OG(X).
Complexification produces analogous results involving TCG and KG(X).

1. Introduction

1A. Let G be a Lie group. The tangent bundle T G carries two structures: it is a
vector bundle over G, and a Lie group, with multiplication given by the derivative
of the multiplication of G. These structures are compatible, in the sense that the
multiplication T G× T G→ T G is a morphism of vector bundles, so that T G is a
group object in the category of vector bundles. It is therefore natural to study actions
of T G on vector bundles, such that the action map T G× E→ E is a morphism
of vector bundles (see Definition 3.1 below). We refer to such actions as affine
actions, as each element of T G necessarily acts by an affine linear transformation
between fibres of E (see Remark 3.3 below). A basic example of an affine action is
the following:

Example 1.1 (tangent bundles). For any action t :G× X→ X of a Lie group G on
a smooth manifold X, the derivative defines an affine action t∗ : T G× T X→ T X
of T G on T X. Note that restricting the action t∗ to G defines the natural action
G×T X→ T X of G on T X, whilst restricting t∗ to the Lie algebra g= TeG allows
one to define a map g→0(T X) which is exactly the infinitesimal action associated
to t . These maps are compatible in the sense that g→ 0(T X) is G-equivariant.

Example 1.1 suggests the question of whether the action t∗ : T G× T X→ T X,
or more generally any affine action µ : T G× E→ E , can be reconstructed from
its restrictions to G and g.
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Keywords: vector bundles, equivariant K-theory, differential geometry.
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One motivation for studying equivariant vector bundles is their use in defining the
(real) equivariant K-theory K OG(X) of a G-manifold X (see [Segal 1968]). Recall
that (at least if G and X are compact) K OG(X) is the Grothendieck group of the
commutative monoid of isomorphism classes of G-equivariant real vector bundles
over X. A natural question to ask is whether one can emulate this construction in
the case of affine actions to define an abelian group K aff

T G(X). If so, how is this
group related to K OG(X)?

A different motivation for studying affine actions comes from the theory of Lie
algebroids. Recall that a Lie algebroid A→ X is a vector bundle over X equipped
with an R-linear Lie bracket on 0(A) and a map A→ T X, such that a certain
Leibniz rule is satisfied. (See [Mackenzie 2005] for more details.) There exists
a notion of equivariant Lie algebroid (called a Harish-Chandra Lie algebroid in
[Beilinson and Bernstein 1993]) which involves both a G-action G× A→ A and
a linear map g→ 0(A) satisfying certain conditions. Variants of this notion have
appeared in [Alekseev and Meinrenken 2009; Bruzzo et al. 2009; Marrero et al.
2012; Ginzburg 1999]. It was shown in [Marrero et al. 2012] that equivariant Lie
algebroids give rise to examples of affine actions (see Example 4.5 below). One
motivation for our results is therefore to generalise the notion of affine action and
study this concept at the level of vector bundles.

1B. Main results. Throughout the paper G is a real Lie group and X is a G-
manifold. See Section 2 for our notation and conventions and Section 3A for the
definition of affine actions and their morphisms. We use Vectaff

T G(X) (respectively
VectG(X)) to denote the category of affine actions (respectively the category of
real G-equivariant vector bundles) over X. We use gX to denote the G-equivariant
vector bundle associated to the adjoint representation of G. See Section 3C for the
definition of the slice category gX\VectG(X).

Theorem A. The following three categories are isomorphic:

(1) The category Vectaff
T G(X) of affine actions of T G over X.

(2) The category of pairs (E, ρg), defined as follows:

• The objects are pairs (E, ρg), where E is a G-equivariant vector bundle over X
and ρg : g→ 0(E) is a G-equivariant linear map.

• The morphisms (E, ρg)→(E ′, ρg) are morphismsψ :E→E ′ of G-equivariant
vector bundles over X such that 0(ψ) ◦ ρg = ρ ′g.

• Composition is given by composition of morphisms of vector bundles over X.

(3) The slice category gX\VectG(X).
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Our second main result compares affine actions to equivariant vector bundles.
There is a canonical forgetful functor

U : Vectaff
T G(X)→ VectG(X).

Via the isomorphism Vectaff
T G(X) ∼= gX\VectG(X) of Theorem A, the functor U

is equal to the canonical forgetful functor gX\VectG(X)→VectG(X)which maps an
object gX

φ
−→E to E . We also define a pair of functors F,σ :VectG(X)→Vectaff

T G(X).
In terms of g\VectG(X), they are defined on objects by σ : E 7→ (E, 0) and
F : E 7→ (gX ⊕ E, igX ). See Section 5A for the precise definitions.

Theorem B. The following statements hold:

(1) F is left adjoint to U.

(2) The adjunction F a U is monadic.

(3) σ is the unique section of U.

Our third main result concerns the Grothendieck group of Vectaff
T G(X). We

denote by

K OG(−) : G-Man→ Ab

the functor from the category G-Man of G-manifolds to the category Ab of abelian
groups, which maps a G-manifold X to the Grothendieck group of G-equivariant real
vector bundles over X. (This agrees with real G-equivariant topological K-theory
as defined in [Segal 1968] if both G and X are compact.) Although the category
Vectaff

T G(X) is not additive we show in Section 6B that it does have finite products.
This allows us to define the Grothendieck group K aff

T G(X) (see Section 2C and
Definition 6.13). This construction extends to a contravariant functor

K aff
T G(−) : G-Man→ Ab.

Our third main result shows that K aff
T G(−) agrees with K OG(−):

Theorem C. For X a G-manifold the functor U induces a group isomorphism

K (U) : K aff
T G(X)→ K OG(X).

Its inverse is

K (σ ) : K OG(X)→ K aff
T G(X).

These isomorphisms are natural in X, and thus define an isomorphism of functors

K aff
T G(−)

∼=
−→ K OG(−).
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1C. The complex case. It is possible to reformulate the notion of affine action in
the complex setting by replacing T G by the complexified tangent bundle TCG and
considering actions TCG× E→ E on complex vector bundles E . The analogues
of Theorems A, B and C hold with essentially the same proofs. See Section 7 for
the precise statements.

1D. The proofs. Theorem A is proved using the facts that T G ∼=G×g as a vector
bundle, and T G ∼= goG as a Lie group, where the semidirect product is defined
via the adjoint representation of G. This allows one to decompose an action µ
of T G into an action µG of G and a linear map ρg with domain g. Parts of the
proof are similar to that of Theorem 3.5 in [Marrero et al. 2012], which deals with
the particular case where E is a Lie algebroid, and constructs, at the level of objects,
one direction of the isomorphism of Theorem A.

Using the isomorphism Vectaff
T G(X)∼= gX\VectG(X) of Theorem A, Theorems B

and C are proved using the following two category-theoretic lemmas regarding over
slice categories:

Lemma D. Let C be a category, m an object in C , and U :m\C → C the standard
forgetful functor. If the coproduct mq a exists in C for all objects a in C then the
functor F : a 7→ (mq a, im) is left adjoint to U , and this adjunction is monadic.

Lemma E. Let C be an additive category and m an object in C . Let U :m\C → C

be the standard forgetful functor and S : C → m\C the section a 7→ (a, 0). Then
the group homomorphism

K (U) : K (m\C )→ K (C )

is an isomorphism. Its inverse is

K (S) : K (C )→ K (m\C ).

Here, K (U) denotes the homomorphism of Grothendieck groups associated to
the product preserving functor U , and similarly for K (S), see Section 2C. We expect
that Lemma D is well known to experts (in particular it is stated without proof in
[nLab 2009–]), but we are unaware of a complete reference and so have provided a
proof.

1E. Outline. In Section 2 we fix notation and conventions. In Section 3 we define
affine actions and morphisms between them. The main result of Section 3 is
Theorem A, the proof of which is broken into Lemma 3.7 and Propositions 3.8,
3.10 and 3.11. In Section 4 we describe a number of examples of affine actions, and
describe the category VectT G(X) for certain classes of groups G and G-manifolds X.
In Section 5 we define several functors between VectT G(X) and VectG(X). We
then prove Lemma D, which is used to prove Theorem B. In Section 6 we define
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pullback functors for affine actions. We then prove that the category Vectaff
T G(X)

has finite products and use this to define the abelian group K aff
T G(X) and the functor

K aff
T G(−) :G-Man→Ab. We then prove Lemma E from which we prove Theorem C.

2. Preliminaries

2A. Notation and conventions. By “manifold” we shall always mean smooth
finite-dimensional real manifold. Maps between manifolds are assumed to be
smooth. Unless stated otherwise, by “vector bundle” we mean finite-dimensional
real vector bundle. We will usually denote manifolds by X or Y, vector bundles
by E or F, vector fields by v or w, and sections of vector bundles by ξ or ν. For a
vector bundle E over X we use πE : E→ X to denote the bundle projection, and
0E : X → E to denote the zero section. We allow morphisms of vector bundles
over different bases. If E and F are vector bundles over X, then by “morphism
of vector bundles over X” we mean a vector bundle morphism φ : E→ F which
satisfies πF ◦ φ = πE . If φ is a morphism of this type, then 0(φ) : 0(E)→ (F)
denotes the associated linear map.

For E→ X a vector bundle, x ∈ X and ξ ∈0(E), we use ξx to denote ξ evaluated
at x . We use ex to denote an element of Ex and vx to denote an element of Tx X. We
denote the zero element of Ex by 0x . For a morphism of vector bundles φ : E→ F
over X and x ∈ X we denote by φx : Ex → Fx the restriction of φ.

If E → X and F → Y are vector bundles then E × F is a vector bundle over
X × Y in a natural way, with fibre over (x, y) canonically isomorphic to Ex ⊕ Fy .

We denote hom-sets in a category C by HomC (−,−). We reserve the unadorned
Hom for morphisms of real vector spaces (i.e., linear maps). If G is a Lie group
then we use HomG for morphisms of representations of G (i.e., G-equivariant linear
maps). We denote identity morphisms by 1a or ida . If C is an additive category then
we denote any zero-morphism by 0. If a× b is a product in a category C then we
denote the associated projections by pra : a×b→ a and prb : a×b→ b. Similarly,
if aqb is a coproduct then we denote the associated inclusions by ia : a→ aqb and
ib : b→ aq b. If aq b is a coproduct and f : a→ c and g : b→ c are morphisms,
then we denote by ( f, g) : aq b→ c the associated morphism. We use a similar
notation for morphisms into products.

If G is a Lie group then by a “G-manifold” we shall mean a smooth manifold X
equipped with a smooth left action t :G×X→ X. We denote by tg= t (g,−) : X→ X
the diffeomorphism associated to g ∈ G, which we also denote by x 7→ g · x . If X
and Y are G-manifolds then by a G-map f : X → Y we mean a G-equivariant
smooth map.

For a G-manifold X, by “G-equivariant vector bundle”, or just “G-vector bundle”,
we mean a vector bundle E → X equipped with a left action µG : G × E → E
which covers t :G× X→ X and which is fibrewise linear. A morphism φ : E→ F
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of G-equivariant vector bundles is a morphism of vector bundles over X which is
also G-equivariant. We denote by VectG(X) (respectively VectCG(X)) the category
of real (respectively complex) G-equivariant vector bundles over X. (See [Segal
1968] for generalities on equivariant vector bundles.) VectG(X) and VectCG(X) are
both additive categories. In particular, for E and F G-vector bundles the G-vector
bundle E ⊕ F is both the product and the coproduct of E and F.

We denote the category of finite-dimensional real (respectively complex) repre-
sentations of G by Rep(G) (respectively RepC(G)). If V is such a representation
then we denote by VX the associated G-vector bundle, i.e., the trivial bundle X×V
with G-action g ·(x, v)= (g ·x, g ·v). If E is a G-equivariant vector bundle then we
consider 0(E) as a G-representation with G-action (g ·ξ)x = g ·ξg−1·x . If V and W
are representations of G, and E is a G-vector bundle, then there exist bijections

HomVectG(X)(VX ,WX )
∼=
−→C∞(X,Hom(V,W ))G(1)

φ 7→ (x 7→ φx),

HomVectG(X)(VX , E) ∼=−→HomG(V, 0(E))(2)

φ 7→ (v 7→ (x 7→ φ(x, v))).

2B. Tangent groups. Let G be a Lie group and g= TeG its Lie algebra. We will
usually denote elements of G by g or h, and elements of g by α or β. The tangent
bundle T G of G carries a natural Lie group structure with multiplication defined by
the composite map T G× T G ∼=

−→ T (G×G) m∗
−→ T G, where m : G×G→ G is

the multiplication of G. We will denote the multiplication in T G by •. If vg ∈ TgG
and wh ∈ ThG then it follows from the chain rule that

vg •wh = (Lg)∗wh + (Rh)∗vg.

In particular, 0g • (−) = (Lg)∗, (−) • 0h = (Rh)∗, 0g • 0h = 0gh , and if α, β ∈ g
then α •β = α+β. If one considers g as an abelian Lie group upon which G acts
via the adjoint representation then the associated semidirect product go G has
multiplication

(α, g) • (β, h)= (α+Adgβ, gh).

There is a Lie group isomorphism goG ∼=
−→T G given by (α, g) 7→ (Rg)∗α. Under

this isomorphism, the inclusion g ↪→ goG corresponds to g= TeG ↪→ T G, the
inclusion G ↪→ goG corresponds to 0T G :G→ T G, and the projection goG→G
corresponds to πT G : T G→ G.

2C. Grothendieck groups. Let C be an essentially small category (one where the
collection of isomorphism classes of objects in C is a set) with finite products. The
set C / ∼= of isomorphism classes of objects in C forms a commutative monoid
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under the operation [E] + [E ′] ≡ [E × E ′]. We denote by K (C ) the associated
abelian group defined by the Grothendieck construction. If C is an additive category
then this agrees with the standard notion of the “split” Grothendieck group of C ,
i.e., the abelian group generated by isomorphism classes of objects and relations
[A] + [B] = [A⊕ B].

If F : C → C ′ is a product preserving functor between categories satisfying the
above assumptions then there is a group homomorphism K (F) : K (C )→ K (C ′)
defined by [E] − [E ′] 7→ [F(E)] − [F(E ′)]. The group homomorphism K (F)
depends functorially on F. If F,F ′ : C → C ′ are naturally isomorphic functors
then K (F)= K (F ′).

We write K OG(X) for K (VectG(X)) and KG(X) for K (VectCG(X)). This agrees
with G-equivariant topological K-theory as defined by Segal [1968] if both G and X
are compact.

3. Affine actions

Throughout the paper, G denotes a Lie group and X denotes a G-manifold with
action t : G× X→ X.

3A. Affine actions.

Definition 3.1. An affine action of T G on a real vector bundle E → X is a left
action µ : T G× E→ E of the Lie group T G on the total space of E such that µ
is a vector bundle morphism covering t : G× X→ X.

Example 3.2. The derivative of t defines an affine action t∗ : T G × T X → T X
of T G on T X.

Remark 3.3. The condition that µ is a morphism of vector bundles covering t is
equivalent to requiring that:

(i) The following diagram commutes:

(3)

T G× E

��

µ
// E

��

G× X
t
// X

(ii) For all (g, x) ∈ G× X the restriction of µ to the fibre TgG⊕ Ex over (g, x)
is a linear map TgG⊕ Ex → Eg·x .

The second of these conditions implies that vg ∈ TgG acts on ex ∈ Ex by the
composite map ex 7→ (vg, ex) 7→ µ(vg, ex). This is an affine linear map from Ex

to Eg·x , which justifies the name affine action.
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Definition 3.4. A morphism from an affine action µ : T G × E→ E to an affine
action µ′ : T G × E ′→ E ′ is a morphism ψ : E → E ′ of vector bundles over X
which is T G equivariant, i.e., the following diagrams commute:

E

πE
��

ψ
// E ′

πE ′

��

T G× E

id×ψ
��

µ
// E

ψ

��

X T G× E ′
µ′
// E ′

Definition 3.5. Affine actions of T G over X form a category Vectaff
T G(X).

Remark 3.6. If one considers T G as a group object in the category of vector
bundles, then affine actions coincide with the notion of actions of group objects —
see, for example [MacLane 1971].

3B. The structure of affine actions. Lemma 3.7 and Propositions 3.8, 3.10 and
3.11 below describe how an affine action T G× E→ E can be decomposed into a
G-action G× E→ E and a linear map g→ 0(E), and how morphisms between
affine actions can be described in terms of this decomposition. These propositions
will be used in Section 3C to prove our first main result, Theorem A. The first
proposition shows that an affine action can be recovered from its restriction to G
and g, as motivated by Example 1.1 in the introduction.

Lemma 3.7. If µ : T G×E→ E is an affine action on a vector bundle E→ X then

µ(vg, ex)= µ(0g, ex)+µ((Rg−1)∗vg, 0g·x).

Proof. Using the fact that µ is fibrewise linear we have

µ(vg, ex)= µ(vg+0g, ex +0x)= µ((0g, ex)+ (vg, 0x))= µ(0g, ex)+µ(vg, 0x).

Using the fact that µ is a left action of T G we have

µ(vg, 0x)= µ(vg • 0g−1 • 0g, 0x)= µ((Rg−1)∗vg, µ(0g, 0x))

= µ((Rg−1)∗vg, 0g·x). �

Proposition 3.8. Let E→ X be a vector bundle. There is a bijection

(4) {affine actions µ : T G× E→ E} ∼=−→{ pairs (µG, ρg) satisfying (?), (??)},

where:

(?) µG : G × E → E is a left action of G on E making E into a G-equivariant
vector bundle over X.

(??) ρg : g→ 0(E) is a G-equivariant linear map, where the G-action on 0(E) is
induced from µG .
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The bijection (4) maps an affine action µ to the pair (µG, ρg) defined by

µG(g, ex)= µ(0g, ex),(5)

ρg(α)= (x 7→ µ(α, 0x)).(6)

The inverse of (4) maps a pair (µG, ρg) satisfying (?), (??) to the affine action µ
defined by

(7) µ(vg, ex)= µG(g, ex)+ ρg((Rg−1)∗vg)g·x

for vg ∈ TgG and ex ∈ Ex .

Note that the addition on the right-hand side of (7) is defined as the assumptions
on µG and ρg imply that both terms are elements of Eg·x .

Proof. We first show that if µ : T G × E → E is an affine action then the pair
(µG, ρg) defined by (5) and (6) satisfies (?) and (??), which shows that the map (4)
is well defined. That µG is a left action of G follows from the facts that µ is equal
to the composite map

G× E 0T G×idE
−−−−→ T G× E µ

−→ E

and that 0T G : G → T G is a Lie group homomorphism. The fact that µ is a
vector bundle morphism covering t : G× X→ X implies that for fixed g ∈ G the
map µG(g,−) : E → E is a vector bundle morphism covering t (g,−) : X → X.
This shows that µG satisfies (?). We will sometimes denote this G action by
g · ex = µG(g, ex).

If α ∈ g= TeG then the commutativity of (3) and the fact that (α, 0x)∈ TeG⊕Ex

implies that µ(α, 0x) ∈ Ex , so that the map ρg(α)= (x 7→ µ(α, 0x)) is a smooth
section of E . The fibrewise linearity of µ implies that the map α 7→ ρg(α) ∈ 0(E)
is linear. If g ∈ G, α ∈ g and x ∈ X then

(ρg(Adgα))x = µ(0g •α • 0g−1, 0x)

= 0g ·µ(α, 0g−1 · 0x)

= 0g ·µ(α, 0g−1·x)

= g · ρg(α)g−1·x

= (g · ρg(α))x .

This shows that ρg satisfies (??).
Now let (µG, ρg) be a pair satisfying (?) and (??), and let us show that µ as

defined in (7) defines a fibrewise linear left action of T G. That µ is fibrewise linear
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follows from the fibrewise linearity ofµG and the linearity of ρg. Transporting the ac-
tion from T G to goG via the Lie group isomorphism vg 7→ ((Rg−1)∗vg, g), we have

(α, g) · ex = g · ex + ρg(α)g·x .

If (α, g), (β, h) ∈ Gn g then using (?) and (??) we have

(α, g) · ((β, h) · ex)= (α, g) · (h · ex + ρg(β)h·x)

= g · (h · ex)+ g · ρg(β)h·x + ρg(α)gh·x

= gh · ex + ρg(Adgβ)gh·x + ρg(α)gh·x

= gh · (ex)+ ρg(α+Adgβ)gh·x

= (α+Adgβ, gh) · ex

= ((α, g) • (β, h)) · ex .

This shows that µ defines a left action of T G.
It remains to show that (4) is a bijection with inverse defined by (7). It follows

from Lemma 3.7 that for an affine action µ mapped to (µG, ρg) by (4) we have

µG(g, ex)+ ρg((Rg−1)∗vg)g·x = µ(0g, ex)+µ((Rg−1)∗vg, 0g·x)

= µ(vg, ex).

Conversely, if (µG, ρg) is a pair satisfying (?), (??), and µ is the affine action
defined by (7), then

µ(0g, ex)= µG(g, ex)+ ρg((Rg−1)∗0g)g·x

= µG(g, ex)+ 0g·x

= µG(g, ex),

and

µ(α, 0x)= µG(e, 0x)+ ρg((Re)∗α)e·x

= 0x + ρg(α)x

= ρg(α)x . �

Remark 3.9. It follows from Lemma 3.7 and the proof of Proposition 3.8 that if
one transports an affine action µ : T G × E → E from T G to goG via the Lie
group isomorphism vg 7→ (g, (Rg−1)∗vg) then

(α, g) · ex = g · ex + ρg(α)g·x(8)

= µ(0g, ex)+µ(α, 0g·x).(9)

In particular, g ·ex =µ(0g, ex) and α ·ex = ex +µ(α, 0x), so that elements of g act
as fibrewise affine linear transformations. This motivates the name affine action.
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Proposition 3.10. Let E → X be a G-equivariant vector bundle with G-action
µG : G× E→ E. There is a bijection

(10) {ρg : g→ 0(E) | ρg is a G-equivariant linear map}
∼=
−→{φ : gX → E | φ is a morphism of G-equivariant vector bundles}.

The bijection (10) maps ρg : g→ 0(E) to the morphism φ : gX → E defined by

φ(x, α)= ρg(α)x .

Proof. This follows from the bijection (2) applied to the G-representation g and the
G-equivariant vector bundle E . �

Proposition 3.11. Let µ : T G× E→ E and µ′ : T G× E ′→ E ′ be affine actions
corresponding to pairs (µG, ρg), (µG, φ) and (µ′G, ρ

′
g), (µ

′

G, φ
′) under the bijec-

tions of Propositions 3.8 and 3.10. Let ψ : E→ E ′ be a morphism of vector bundles
over X. The following are equivalent:

(1) ψ is T G-equivariant.

(2) ψ is G-equivariant and 0(ψ) ◦ ρg = ρ ′g.

(3) ψ is G-equivariant and ψ ◦φ = φ′.

Proof. (1 ⇔ 2) Via the isomorphism T G ∼= g o G, a map ψ : E → E ′ is
T G-equivariant if and only if it is goG-equivariant for the action (8). If (α, g) ∈
goG then

ψ((α, g) · ex)= ψ(g · ex + ρg(α)g·x)

= ψ(g · ex)+ψ(ρg(α)g·x)

and

(α, g) ·ψ(ex)= g ·ψ(ex)+ ρ
′

g(α)g·x .

Therefore, ψ is T G-equivariant if and only if

ψ(g · ex)+ψ(ρg(α)g·x)= g ·ψ(ex)+ ρ
′

g(α)g·x .(11)

Setting first α = 0, and then g = e and ex = 0, one sees that (11) is equivalent to
the two equations

ψ(g · ex)= g ·ψ(ex),(12)

ψ(ρg(α))= ρ
′

g(α).(13)

Equation (12) is the condition that ψ is G-equivariant, and (13) is the condition
that 0(ψ) ◦ ρg = ρ ′g.
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(2⇔ 3) If α ∈ g and x ∈ X then

(0(ψ) ◦ ρg(α))x = ψ(ρg(α)x)= ψ(φ(x, α))

and
ρ ′g(α)x = φ

′(x, α).

Therefore, 0(ψ) ◦ ρg = ρ ′g if and only if ψ ◦φ = φ′. �

3C. The category of affine actions. Recall that for a fixed object m in a category C ,
the over-slice category m\C is defined as follows:

• The objects are pairs (a, φ), where a is an object in C and φ : m → a is a
morphism in C .

• The morphisms (a, f )→ (a′, f ′) are morphisms χ : a→ a′ in C such that
χ ◦ f = f ′:

m
f
//

f ′   

a
χ

��

a′

• The composition of morphisms is induced from that of C .

There is a canonical faithful forgetful functor m\C → C defined by (a, f ) 7→ a
and (χ : (a, f )→ (a′, f ′)) 7→ (χ : a→ a′).

Theorem A. The following three categories are isomorphic:

(1) The category Vectaff
T G(X) of affine actions of T G over X.

(2) The category of pairs (E, ρg), defined as follows:

• The objects are pairs (E, ρg), where E is a G-equivariant vector bundle over X
and ρg : g→ 0(E) is a G-equivariant linear map.

• The morphisms (E, ρg)→(E ′, ρg) are morphismsψ :E→E ′ of G-equivariant
vector bundles over X such that 0(ψ) ◦ ρg = ρ ′g.

• Composition is given by composition of morphisms of vector bundles over X.

(3) The slice category gX\VectG(X).

Proof. The bijections of Propositions 3.8 and 3.10 provide bijections between the
classes of objects of each of these three categories. The bijections of Proposition 3.11
provide bijections between hom-sets. These bijections are functorial because the
composition of morphisms in all three categories is given by the composition of
morphisms of vector bundles over X. �
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Remark 3.12. For the remainder of the paper we shall use the isomorphisms of
Theorem A implicitly. We reserve the notation (E, ρg) and (E, φ) for objects in the
second and third categories in Theorem A respectively, and refer to either as a pair.
In particular, Theorem A shows that associated to every affine action T G× E→ E
is an “underlying” G-vector bundle E , equal to the E in either of the associated
pairs. Explicitly, the underlying G-action µG is defined by the formula (5) and is
equal to the restriction of µ along the Lie group homomorphism 0T G : G→ T G.

In Section 4 we give a number of examples, some phrased in terms of affine
actions and some in terms of pairs. In Sections 5 and 6 we work mostly with
the category gX\VectG(X), but where it is easy to do so describe the correspond-
ing statements in terms of affine actions — see Remarks 5.5, 5.7 and 6.2, and
Corollaries 6.7 and 6.9.

4. Examples and special cases

4A. Examples.

Example 4.1 (the tangent bundle). The composite map

T G× T X ∼=
−→ T (G× X) t∗

−→ T X

is an affine action on T X. The corresponding pair (µG, ig) is given by g ·w =
(tg)∗(w) and ig(α)= α#, where α] ∈ 0(T X) is the induced vector field associated
to α, defined by

α]x = t∗(α, 0x)=
d
dt |t=0(exp(tα) · x).

In terms of goG we have

(α, g) ·wx = (tg)∗wx +α
#
g·x .

Example 4.2 (equivariant vector bundles). If E is a G-equivariant vector bundle
with G-action µG : G× E→ E then the composite map

T G× E πG×id
−−−−→G× E µG

−→ E

is an affine action. The corresponding pair is (µG, 0). In terms of goG we have

(α, g) · ex = g · ex .

Example 4.3 (the G-bundle gX ). The G-vector bundle gX defines a canonical
object (gX , id) in the category gX\VectG(X). The corresponding affine action is
given by

vg · (x, β)= (g · x,Adgβ + (Rg−1)∗vg).

In terms of goG we have

(α, g) · (x, β)= (g · x,Adgβ +α).
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Example 4.4 (G-modules). As a generalization of Example 4.3, suppose that M
is a finite-dimensional real G-representation and φ̄ : g→ M is a G-map. Then φ̄
extends to a constant morphism of G-vector bundles φ : gX → MX and (MX , φ) is
an object in gX\VectG(X). The corresponding affine action is given by

vg · (x,m)= (g · x, g ·m+ φ̄((Rg−1)∗vg)).

In terms of goG we have

(α, g) · (x,m)= (g · x, g ·m+ φ̄(α)).

This construction extends to a functor

g\Rep(G)→ gX\VectG(X)∼= Vectaff
T G(X)

which coincides with the pullback functor Vectaff
T G(∗)→ Vectaff

T G(X) associated to
the G-map X→∗ (see Definition 6.1 in Section 6A below).

Example 4.5 (equivariant Lie algebroids). Recall that a Lie algebroid is a vector
bundle A→ X equipped with an R-linear Lie bracket on 0(A) and a vector bundle
morphism ρ : A→ T X, such that the Leibniz rule [ξ, f ξ ′]=ρ(ξ)( f )ξ ′+ f [ξ, ξ ′] is
satisfied for all ξ, ξ ′∈0(A) and f ∈C∞(X). See [Mackenzie 2005] for more details.

A G-equivariant Lie algebroid (called a Harish-Chandra Lie algebroid in [Beilin-
son and Bernstein 1993]) is a Lie algebroid A → X equipped with an action
G× A→ A of G on A by Lie algebroid automorphisms and a G-equivariant Lie
algebra morphism ig : g→ 0(A) such that α · ξ = [ig(α), ξ ] for all α ∈ g and
ξ ∈ 0(A), where ξ 7→ α · ξ is the action of g on 0(A) given by the derivative of the
action of G. Variants of this notion have appeared in [Alekseev and Meinrenken
2009; Bruzzo et al. 2009; Marrero et al. 2012; Ginzburg 1999].

By forgetting the Lie brackets, every G-equivariant Lie algebroid gives rise to
a pair (A, ig) and therefore to an affine action of T G. Affine actions of this type
were considered in [Marrero et al. 2012].

Example 4.6 (affine actions on RX ). Let RX be the G-vector bundle associated
to the trivial representation of G. There is a bijection between affine actions with
underlying G-vector bundle RX , and the space C∞(X, g∗)G. This follows from the
bijection (2) and the isomorphism Hom(g,R)∼= g∗ of G-representations:

HomVectG(X)(gX ,RX )∼= C∞(X,Hom(g,R))G ∼= C∞(X, g∗)G.

Given a function f ∈ C∞(X, g∗)G, the corresponding affine action is given by

vg · (x, λ)= (g · x, λ+ fx((Rg−1)∗vg)).

In terms of goG we have

(α, g) · (x, λ)= (g · x, λ+ fx(α)).
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Example 4.7 (products). If (E, φ) and (E ′, φ′) are objects in gX\VectG(X) then
so is (E ⊕ E ′, (φ, φ′)). In fact,

(E ⊕ E ′, (φ, φ′))= (E, φ)× (E ′, φ′),

where the right-hand side is the product of (E, φ) and (E ′, φ′) in the category
gX\VectG(X) (see Section 6B). The corresponding affine action is the diagonal
action

vg · (ex , e′x)= (vg · ex , vg · e′x).

In terms of goG we have

vg · (ex , e′x)= (g · ex + ρg(α)x , g · e′x + ρ
′

g(α)x).

4B. Special cases.

Example 4.8 (discrete groups). If G is a discrete group then T G ∼= G, and affine
actions are the same as equivariant vector bundles.

Example 4.9 (tori). Suppose that G is one-dimensional and abelian. In this case
the adjoint representation is one-dimensional and trivial. This implies that for every
G-equivariant vector bundle E there is an isomorphism HomG(g, 0(E))∼= 0(E)G.
Affine actions are therefore equivalent to pairs (E, ξ), where E is a G-equivariant
vector bundle and ξ is a G-invariant section of E .

Example 4.10 (points). If X = ∗ is a point then gX\VectG(X)= g\Rep(G).

Assuming that G is simple and compact, one can use the description of products
of Example 4.7 to describe the objects in g\Rep(G) explicitly:

Proposition 4.11. If G is a simple compact Lie group and (V, φ) is an object in
g\Rep(G) then either

(1) (V, φ)= (V, 0), or

(2) (V, φ)∼= (g, id)n × (W, 0),

where n ∈ N and W is a finite-dimensional G-representation with no summand
isomorphic to g.

Remark 4.12. Note that in the setting of Proposition 4.11, if (V, φ) = (V, 0)
then (V, φ) ∼= (g, 0)n × (W, 0) for some n ∈ Z≥0 and W a finite-dimensional
G-representation with no summand isomorphic to g.

Proof. The proof is an application of complete reducibility (G is compact) and
Schur’s Lemma (g is irreducible as a G-representation because G is simple). Note
that as G is simple and compact the adjoint representation g of G is absolutely
irreducible ([Onishchik 2004]). In particular, EndG(g)∼= R.
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Let (V, φ) be an object in g\Rep(G). As a G-representation V ∼= g⊕n
⊕W for

some nonnegative integer n and G-representation W with no summand isomorphic
to g. It follows from Schur’s Lemma that there is an isomorphism

Rn ∼=
−→HomG(g, g

⊕n
⊕W ), λ 7→ (α 7→ (λ1α, . . . , λnα, 0)).(14)

Suppose that (V ′, φ′)∼= g⊕n′
⊕W ′ is a second object in g\Rep(G) and that under

the bijection (14) (V, φ) (respectively (V ′, φ′)) corresponds to (g⊕n
⊕W, λ) (re-

spectively (g⊕n′
⊕W ′, λ′)). If (V, φ) ∼= (V ′, φ′) then we necessarily have n′ = n

and W ′ ∼=W. Using Schur’s Lemma again, we have a bijection

AutG(g
⊕n
⊕W )∼= GLn(R)×AutG(W ),

from which it follows that isomorphisms in g\Rep(G) from (V, φ) to (V ′, φ′)
correspond to diagrams

g
λ
//

λ′ ##

g⊕n
⊕W

(A,ψ)
��

g⊕n
⊕W

in which (A, ψ) ∈ GLn(R)×AutG(W ) and Aλ= λ′. The proposition now follows
from the fact that there are exactly two GLn(R) orbits in Rn: the zero orbit {0}, and
its complement Rn

\{0}. Under the bijection (14) the zero vector 0 corresponds to the
zero morphism g→ g⊕n

⊕W and therefore to the object (g, 0)n× (W, 0)∼= (V, 0),
and the vector (1, . . . , 1)∈Rn

\{0} corresponds to the map (diag, 0) : g→ g⊕n
⊕W

and therefore to the object (g, id)n × (W, 0). �

Remark 4.13. In the Grothendieck group K aff
T G(∗) (see Definition 6.13) the objects

[(g, id)] and [(g, 0)] are, surprisingly, in fact equal. See Remark 6.16 below for a
further discussion of this point.

Example 4.14 (trivial G-spaces). As a generalization of Example 4.10 consider
the case where X is a trivial G-space. In this case an affine action T G× E→ E
over X is equivalent to a smoothly varying family T G× Ex→ Ex of affine actions
parametrised by x ∈ X. In particular, associated to each point x ∈ X there is an
object (Ex , φx) in g\Rep(G).

Proposition 4.15 (homogeneous G-spaces). Let G/H be a homogeneous G-space.
Then there is an equivalence of categories

(15) Vectaff
T G(G/H)' g\Rep(H),

where g is considered as an H-module by restriction of the adjoint representation
of G.
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Proof. Under the equivalence VectG(G/H)→ Rep(H) the G-vector bundle gX is
mapped to the H -representation g. Therefore

Vectaff
T G(G/H)' gX\VectG(X)' g\Rep(H). �

Example 4.16 (the tangent bundle of G/H ). Under the equivalence (15) the tangent
bundle T (G/H) corresponds to the quotient map g→ g/h, considered as an object
in the category g\Rep(H).

Proposition 4.17 (free G-spaces). Suppose that P is a free, proper G-space so that
P/G is a manifold and P→ P/G is a principal G-bundle. Then

Vectaff
T G(P)' ad(P)\Vect(P/G),

where ad(P)= P ×G g is the adjoint bundle of P.

Proof. The quotient construction E 7→ E/G yields an equivalence of categories
VectG(P)→ Vect(P/G) under which the G-vector bundle gP is mapped to the
adjoint bundle ad(P)= P ×G g. Therefore

(16) Vectaff
T G(P)' gP\VectG(P)' ad(P)\Vect(P/G). �

Example 4.18 (Atiyah algebroids). If π : P→ X is a principal G-bundle then the
Atiyah algebroid of P is the Lie algebroid (see Example 4.5) T P/G over X (see
[Mackenzie 2005]). The Atiyah algebroid fits into a short exact sequence

0→ ad(P)→ T P/G→ T X→ 0

which arises from an application of the quotient construction to the short exact
sequence

0→ Kerπ∗→ T P π∗
−→π∗T X→ 0

and the isomorphism of G-equivariant vector bundles Kerπ∗ ∼= gP . Under (16),
the tangent bundle T P corresponds to the object (T P/G, ad(P)→ T P/G) in
ad(P)\Vect(X).

5. Vectaff
T G(X) and VectG(X)

In this section we relate affine actions to equivariant vector bundles and in Section 5C
prove our second main result Theorem B. We mostly describe the statements in
terms of the category gX\VectG(X), but will indicate the corresponding results for
Vectaff

T G(X)— see Remarks 5.5 and 5.7.

5A. The functors U,F and σ . We will define several functors between the cat-
egories gX\VectG(X) and VectG(X). In Remark 5.5 we explain what are the
corresponding functors between Vectaff

T G(X) and VectG(X).
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Definition 5.1. We denote by U the forgetful functor

U : gX\VectG(X)→ VectG(X)

which maps a pair (E, φ) to the G-vector bundle E and maps a morphism ψ :

(E, φ)→ (E ′, φ′) to the morphism ψ : E→ E ′.

Definition 5.2. We denote by σ the functor

σ : VectG(X)→ gX\VectG(X)

defined on objects by σ(E) = (E, 0) and on morphisms by σ(ψ : E → E ′) =
(ψ : (E, 0)→ (E ′, 0)).

Definition 5.3. We denote by F the functor

F : VectG(X)→ gX\VectG(X)

which maps a G-vector bundle E to the object (gX⊕E, igX ), where igX :gX→gX⊕E
is the natural inclusion (x, α) 7→ ((x, α), 0x), and maps a morphism ψ : E→ E ′

to the morphism idg⊕ψ : (gX ⊕ E, igX )→ (gX ⊕ E ′, igX ).

Remark 5.4. Note that F can be written in terms of coproducts in VectG(X) or
products in gX\VectG(X) (see Example 4.7 and Proposition 6.8 ):

F= (gX ⊕−, igX )= ((gX , id)×−) ◦ σ.

Remark 5.5. Via the isomorphism of Theorem A, the functors U, σ and F corre-
spond to functors between Vectaff

T G(X) and VectG(X), which we denote by the same
symbols. The functor

U : Vectaff
T G(X)→ VectG(X)

is given by the restriction of actions along the Lie group morphism 0T G : G→ T G.
It maps an affine action µ : T G × E → E to the G-vector bundle E with action
g · ex = 0g · ex . The functor

σ : VectG(X)→ Vectaff
T G(X)

is given by the restriction of actions along πT G : T G→ G. It maps a G-vector bun-
dle E to the affine action defined by vg ·ex =g·ex . See also Example 4.2. The functor

F : VectG(X)→ Vectaff
T G(X)

maps a G-equivariant vector bundle E to the affine action T G×(gX⊕E)→ gX⊕E
given by

vg · ((x, α), ex)= ((g · x,Adgα+ (Rg−1)∗vg), g · ex).
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5B. Lemma on slice categories. This subsection contains the proof of the follow-
ing category-theoretic result. Lemma D will only be used to prove Theorem C and
will not be referred to elsewhere, so the reader uninterested in category-theoretic
abstractions may wish to skip to Section 5C.

Recall that if U : D � C : F are a pair of adjoint functors, with F left adjoint
to U , then there is an associated monad acting on the category C . This monad
consists of the endofunctor T = UF : C → C , together with a certain pair χ, η
of natural transformations which are constructed from the unit and counit of the
adjunction. There is a canonical comparison functor K : D → C 〈T,χ,η〉, from D

to the category of 〈T, χ, η〉-algebras, and the adjunction is called monadic if K is
an isomorphism. One can therefore understand the statement that an adjunction
is monadic as saying that the category D can be reconstructed from C and the
monad 〈T, χ, η〉 in a canonical way, which shows the importance of the notion.
See [MacLane 1971] for further details.

Lemma D. Let C be a category, m an object in C , and U :m\C → C the standard
forgetful functor. If the coproduct mq a exists in C for all objects a in C then the
functor F : a 7→ (mq a, im) is left adjoint to U , and this adjunction is monadic.

Proof. Let (a′, φ′) be an object in m\C . Via the universal property of the coproduct
mq a the natural bijection

HomC (m, a′)×HomC (a, a′)
∼=
−→
6

HomC (mq a, a′)

restricts to a natural bijection

HomC (a, a′) ∼=−→Homm\C ((mq a, im), (a′, φ′))(17)

f 7→6((φ′, f )).

The bijection (17) can be rewritten as

(18) HomC (a,U((a′, φ′)))
∼=
−→Homm\C (F(a), (a′, φ′)).

This shows that F is left adjoint to U .
It remains to show that the adjunction F a U defined by (18) is monadic. We

must show that the canonical comparison functor K :m\C →C 〈T,χ,η〉 from m\C to
the category of 〈T, χ, η〉-algebras is an isomorphism, where 〈T, χ, η〉 is the monad
associated to the adjunction, and T, χ, η and K are defined below (see [MacLane
1971] for the general case).

Straightforward calculations show that the unit η : 1C ⇒ UF and the counit
ε : F U ⇒ 1m\C of the adjunction have components

ηa = ia : a→ mq a,

ε(a′,φ′) = (φ
′, 1a′) : (mq a′, im)→ (a′, φ′).



658 JAMES WALDRON

We denote the associated monad by 〈T, χ, η〉, where T= UF : C → C , χ = UεF :
T2
⇒ T, and η : 1C ⇒ T. The functor T is the functor a 7→ m q a. A further

calculation shows that χ has components

χa = (im, 1mqa) : mq (mq a)→ mq a.

We can now describe the category C 〈T,χ,η〉 of 〈T, χ, η〉-algebras, or T-algebras
for short. Let 〈a, h〉 be a T-algebra. Then h is a morphism h : Ta = m q a→ a
in C such that h ◦ηa = 1a as morphisms a→ a, and h ◦Th = h ◦χa as morphisms
T2a→ a. Under the natural bijection

HomC (mq a, a) ∼=−→HomC (m, a)×HomC (a, a),

the first condition on h is equivalent to the condition that h is of the form (h̄, 1a).
A calculation then shows that the second condition on h holds automatically. It
follows that T-algebras can be identified with objects of m\C .

Let f : 〈a, h〉 → 〈a′, h′〉 be a morphism of T-algebras. Then f : a→ a′ is a
morphism in C such that h′ ◦ T f = f ◦ h as morphisms Ta → a′. Identifying
h = (h̄, 1a) and h′ = (h̄′, 1a′) as above, the condition on f is

(h̄′, 1a) ◦ (1m q f )= f ◦ (h̄, 1a)

which is equivalent to
(h̄′, f )= ( f h̄, f )

and therefore to h̄′ = f h̄. It follows that morphisms between T-algebras can be
identified with morphisms in m\C . The discussion above shows that there is an
isomorphism of categories m\C ∼=

−→C 〈T,χ,η〉 defined on objects by

(a, h̄) 7→ 〈a, (h̄, 1a)〉 = 〈U(a, h̄),U(ε(a,h̄))〉

and on morphisms by

( f : (a, h̄)→ (a′, h̄′)) 7→ ( f : 〈a, (h̄, 1a)〉 → 〈a′, (h̄′, 1a′)〉)

=
(
U f : 〈U(a, h̄),U(ε(a,h̄))〉 → 〈U(a

′, h̄′),U(ε(a′,h̄′))〉
)

This functor is exactly the comparison functor K : m\C → C 〈T,χ,η〉 (see [MacLane
1971]), which implies that the adjunction F a U is monadic. �

5C. Theorem B.

Theorem B. The following statements hold:

(1) F is left adjoint to U.

(2) The adjunction F a U is monadic.

(3) σ is the unique section of U.
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Proof. The category VectG(X) is additive and so, in particular, has finite coproducts.
If E is an object in VectG(X) then the coproduct gX q E is given by the G-
vector bundle gX ⊕ E together with the natural inclusions igX : gX → gX ⊕ E and
iE : E→ gX ⊕ E . It follows that F corresponds to the functor F : a 7→ (cq a, ic)

in the statement of Lemma D, and U to the functor U . Therefore (1) and (2) follow
from Lemma D.

We now prove (3). If E is an object in VectG(X) then U(σ (E))= U(E, 0)= E ,
and if ψ : E→ E ′ is a morphism then U(σ (ψ))= U(ψ : (E, 0)→ (E ′, 0))= ψ :
E → E ′, so that σ is a section of U. It remains to show that it is unique. Let σ ′

be a section of U. If E is an object in VectG(X) then σ ′(E) = (E, φ) for some
morphism φ : gX → E . Applying σ to the zero-morphism 0 : E→ E produces a
morphism 0 : (E, φ)→ (E, φ) in gX\VectG(X) which implies that φ = 0 ◦φ = 0.
Therefore σ ′(E) = (E, 0) = σ(E). If ψ : E → E ′ is a morphism in VectG(X)
then the fact that σ ′ is a section of U implies that σ ′(ψ) = ψ : (E, 0)→ (E ′, 0).
Therefore σ ′ = σ . �

Remark 5.6. It follows from the details of the proof of Lemma D, and in partic-
ular (18), that the adjunction F a U of Theorem B is given in terms of hom-sets by:

HomVectG(X)(E,U((E ′, φ′))) ∼=−→HomgX\VectG(X)(F(E), (E
′, φ′))

E

f
��

� // gX

φ′
##

igX
// gX ⊕ E

(φ′, f )
��

E ′ E ′

Remark 5.7. It follows from the isomorphism Vectaff
T G(X) ∼= gX\VectG(X) of

Theorem A, that the analogue of Theorem B involving the functors

U : Vectaff
T G(X)→ VectG(X) and F, σ : VectG(X)→ Vectaff

T G(X)

defined in Remark 5.5 also holds.

6. Pullbacks, products and K-theory

In this section we first show that a G-map f : X → Y determines a pullback
functor Vectaff

T G(Y )→ Vectaff
T G(X). Unlike VectG(X), Vectaff

T G(X) does not carry
any obvious additive structure. Nonetheless, Vectaff

T G(X) does have initial and
terminal objects, and finite products. This will allow us to define the Grothendieck
group K aff

T G(X), and to show that that the above-mentioned pullback functors
determine group homomorphisms between these groups. Our third main result,
Theorem C, shows that the functors U and σ defined in Section 5 determine a
natural isomorphism between K aff

T G(X) and the equivariant K-theory K OG(X).
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6A. Pullback functors. If f1 : X1→ X2 is a G-equivariant smooth map then the
pullback of G-vector bundles determines a functor f ∗1 :VectG(X2)→VectG(X1). If
f2 : X2→ X3 is a composable G-equivariant smooth map then there is a natural iso-
morphism of functors ( f2 f1)

∗ ∼= f ∗1 f ∗2 . Note that there is a canonical isomorphism
of G-vector bundles f ∗1 gX2

∼= gX1 given by (x, ( f1(x), ξ)) 7→ (x, ξ).

Definition 6.1. If f : X → Y is a G-equivariant smooth map then we define the
functor

f̃ ∗ : gY \VectG(Y )→ gX\VectG(X)

to be the composition

(19) gX\VectG(Y )→ ( f ∗gY )\VectG(X)
∼=
−→ gX\VectG(X),

where the first functor in (19) is the functor between slice categories determined by
the pullback of G-vector bundles, and the second is determined by the canonical
isomorphism f ∗gY ∼= gX .

Remark 6.2. In terms of affine actions the action of T G on f ∗E is given by
vg · (x, e)= (g · x, vg · e).

The following proposition follows immediately from the corresponding result
for G-vector bundles:

Proposition 6.3. If f1, f2 are composable G-equivariant maps and f̃ ∗1 , f̃ ∗2 are the
pullback functors defined in Definition 6.1, then there is a natural isomorphism
(̃ f2 f1)

∗
∼= f̃ ∗1 f̃ ∗2 .

Remark 6.4. The categories Vectaff
T G(X) for varying X, functors of Definition 6.1,

and natural isomorphisms of Proposition 6.3 in fact constitute a pseudo-functor
G-Man→ Cat from the category of G-manifolds to the 2-category of (essentially
small) categories, but we shall not make use of this fact.

The pullback functors defined above are compatible with the functors U, σ
and F defined in Section 5A in the following sense. Let us temporarilly record the
dependence on X by UX , σX and FX . The following proposition then follows from
the definitions of these functors:

Proposition 6.5. Let f : X→ Y be a G-map. Then there are natural isomorphisms

UX f̃ ∗ ∼= f ∗UY , σX f ∗ ∼= f̃ ∗σY , FX f ∗ ∼= f̃ ∗FY .

6B. Products.

Proposition 6.6. gX\VectG(X) has a terminal object, which is given by (X×{0}, 0),
and an initial object, given by (gX , id).

Proof. This follows from the definition of the slice category gX\VectG(X) and the
fact that X ×{0} is a terminal object in VectG(X). �



K-THEORY OF AFFINE ACTIONS 661

Corollary 6.7. The category Vectaff
T G(X) has a terminal object given by the zero-

vector bundle X ×{0} with action vg · (x, 0)= (g · x, 0), and an initial object given
by the vector bundle gX with action vg · (x, α)= (g · x,Adgα+ (Rg−1)∗vg).

Proof. This follows from the isomorphism of Theorem A. �

Proposition 6.8. The category gX\VectG(X) has finite products. The product of
(E, φ) and (E ′, φ′) is given by the object (E ⊕ E ′, (φ, φ′)) and the canonical
projections to (E, φ) and (E ′, φ′).

Proof. The result follows from general facts about limits in slice categories. Ex-
plicitly, let (F, ψ) be an object in gX\VectG(X) and f : (F, ψ)→ (E, φ) and
f ′ : (F, ψ)→ (E ′, φ′) be morphisms. In particular, fψ=φ and f ′ψ=φ′. As E⊕E ′

is a product in VectG(X) there is a unique morphism ( f, f ′) : F→ E⊕E ′ satisfying
prE ◦( f, f ′)= f and prE ′◦( f, f ′)= f ′. We have ( f, f ′)◦ψ = ( fψ, f ′ψ)= (φ, φ′)
and therefore ( f, f ′) defines a morphism ( f, f ′) : (F, ψ)→ (E ⊕ E ′, (φ, φ′)) in
gX\VectG(X). Finally, the identities above involving prE and prE ′ imply that
the same identities hold when these morphisms are considered as morphisms in
Vectaff

T G(X). This shows that (E ⊕ E ′, (φ, φ′)) and the canonical projections to
(E, φ) and (E ′, φ′) satisfy the required universal property. �

Corollary 6.9. The category Vectaff
T G(X) has finite products. If E and E ′ are vector

bundles equipped with affine actions then their product is the vector bundle E ⊕ E ′

with affine action vg · (e, e′)= (vg · e, vg · e′).

Proof. This follows from the isomorphism of Theorem A. �

Proposition 6.10. The functors U and σ preserve products.

Proof. This follows immediately from the definitions of the functors U and σ and
the description of products in gX\VectG(X) given in Proposition 6.8. �

Remark 6.11. Note that if G is not discrete then the left adjoint functor F of
Definition 5.3 does not preserve products:

F(E)×F(E ′)= ((gX ⊕ E)⊕ (gX ⊕ E ′), (igX , igX ))

� (gX ⊕ (E ⊕ E ′), igX )

= F(E × E ′).

Proposition 6.12. If f : X→ Y is a G-map then the functor

f̃ ∗ : gY \VectG(Y )→ gX\VectG(X)

of Definition 6.1 preserves products.

Proof. This follows from the definition of the functor f̃ ∗ and the fact that the functor
f ∗ : VectG(Y )→ VectG(X) preserves products. �
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6C. K-theory.

Definition 6.13. Let K aff
T G(X) be the Grothendieck group of the category Vectaff

T G(X).

It follows from Proposition 6.12 and the functoriality of the construction of the
Grothendieck group (see Section 2C) that the functor

f̃ ∗ : gY \VectG(Y )→ gX\VectG(X)

associated to a G-map f : X → Y induces a group homomorphism K ( f̃ ∗) :
K aff

T G(Y )→ K aff
T G(X).

Definition 6.14. We denote by

K aff
T G(−) : G-Man→ Ab

the functor which maps a G-manifold X to the abelian group K aff
T G(X) and maps a

G-map f : X→ Y to the group homomorphism K ( f̃ ∗).

Our last main result is that the functor K aff
T G(−) is isomorphic to K OG(−) (recall

from Section 2C that K OG(X) denotes the Grothendieck group of VectG(X)). The
proof is based on the following Lemma, which states the category-theoretic reasons
for this result.

Lemma E. Let C be an additive category and m an object in C . Let U :m\C → C

be the standard forgetful functor and S : C → m\C the section a 7→ (a, 0). Then
the group homomorphism

K (U) : K (m\C )→ K (C )

is an isomorphism. Its inverse is

K (S) : K (C )→ K (m\C ).

Proof. As U ◦S = 1C , the functoriality of the Grothendieck group implies that the
homomorphism K (U) is surjective, K (S) is injective, and K (U) ◦ K (S)= 1K (C ).
The lemma will therefore follow from the fact that K (S) is surjective, which we
will prove.

Let (a, f ) be an object in m\C . Consider the diagram

(20)
m

( f, f )
//

( f,0) ""

a⊕ a

h
��

a⊕ a

where h = (pr1, pr2− pr1), or in terms of elements h(e1, e2)= (e1, e2− e1). It is
clear that (20) commutes, and h is an isomorphism with inverse (pr1, pr2+ pr1).
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Therefore, h determines an isomorphism

(a, f )× (a, f ) ∼=−→ (a, f )× (a, 0)

in m\C . It follows that in the Grothendieck group K (m\C ) we have

[(a, f )] = [(a, 0)] = K (S)([a]).

Therefore, if (a1, f1) and (a2, f2) are objects in m\C , then

[(a1, f1)] − [(a2, f2)] = K (S)([a1] − [a2]),

which shows that K (S) is surjective. �

Remark 6.15. There exist similar results describing the Grothendieck groups of
various categories associated to an additive category C . For example, the Main
Theorem in [Almkvist 1974] describes the group K (end P(A)), where end P(A)
is the additive category of endomorphisms of finitely generated projected modules
over a commutative ring A.

Theorem C. If X is a G-manifold then the functor U induces a group isomorphism

K (U) : K aff
T G(X)→ K OG(X).

Its inverse is
K (σ ) : K OG(X)→ K aff

T G(X).

These isomorphisms are natural in X, and thus define an isomorphism of functors

K aff
T G(−)

∼=
−→ K OG(−).

Proof. For fixed X, the fact that K (U) and K (σ ) are mutually inverse isomorphisms
follows from Lemma E. The fact that these isomorphisms are natural in X follows
from the first two natural isomorphisms in Proposition 6.5 and the functoriality of
the Grothendieck group. �

Remark 6.16. Note that Theorem C does not hold at the level of monoids. The
functor U induces a morphism of commutative monoids

(gX\VectG(X))/∼=→ (VectG(X))/∼=

which is an isomorphism if and only if G is discrete. In particular, [(gX , 0)]
and [(gX , id)] are both mapped to [gX ]. This can be seen most explicitly in the
situation of Proposition 4.11 (see also Remark 4.12). In this case the equality
[(g, id)] = [(g, 0)] in K aff

T G(∗) implies the equality

[(g, id)n × (W, 0)] = [(g, 0)n × (W, 0)]

in K aff
T G(∗) between the two classes of elements appearing in the classification of

objects in g\Rep(G) given in Proposition 4.11.
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7. The complex case

It is possible to reformulate the notion of affine actions in the complex setting.
The complexified tangent bundle TCG is both a complex vector bundle and a real
Lie group. We define an affine action of TCG on a complex vector bundle E to
be an action for which the action map TCG × E→ E is a morphism of complex
vector bundles. For example, if X is a G-manifold with action G× X→ X then
the derivative defines a complex affine action TCG× TC X→ TC X of TCG on the
complexified tangent bundle TC X of X.

We use Vectaff,C
TCG (X) (respectively VectCG(X)) to denote the category of complex

affine actions (respectively G-equivariant complex vector bundles) over X, and
K aff,C

TCG (X) (respectively KG(X)) to denote the Grothendieck group of Vectaff,C
TCG (X)

(respectively VectCG(X)). As standard, gC denotes the complexified Lie algebra of
G equipped with the complexified adjoint representation.

The functors U, σ and F defined in Section 5A have analogues in the complex
case, which we denote by

UC
: Vectaff,C

TCG (X)→ VectCG(X)

and
FC, σC

: VectCG(X)→ Vectaff,C
TCG (X).

7A. Complex theorems. The following analogues of Theorems A, B and C hold
with essentially the same proofs.

Theorem A′. The following three categories are isomorphic:

(1) The category Vectaff,C
TCG (X) of complex affine actions of TCG over X.

(2) The category of pairs (E, ρg), defined as follows:
• The objects are pairs (E, ρg), where E is a G-equivariant complex vector

bundle over X and ρgC
: gC→ 0(E) is a G-equivariant complex linear

map.
• The morphisms (E, ρg) → (E ′, ρg) are morphisms ψ : E → E ′ of G-

equivariant complex vector bundles over X such that 0(ψ) ◦ ρgC
= ρ ′gC

.
• Composition is given by composition of morphisms of complex vector

bundles over X.

(3) The slice category (gC)X\VectCG(X).

Theorem B′. The following statements hold:

(1) FC is left adjoint to UC.

(2) The adjunction FC
a UC is monadic.

(3) σC is the unique section of UC.
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Theorem C′. If X is a G-manifold then the functor UC induces a group isomor-
phism

K (UC) : K aff,C
TCG (X)→ KG(X).

Its inverse is
K (σC) : KG(X)→ K aff,C

TCG (X).

These isomorphisms are natural in X, and thus define an isomorphism of functors

K aff,C
TCG (−)

∼=
−→ KG(−).
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OPTIMAL DECAY ESTIMATE OF STRONG SOLUTIONS FOR
THE 3D INCOMPRESSIBLE OLDROYD-B MODEL

WITHOUT DAMPING

RENHUI WAN

We obtain the decay estimate of the global solution for the 3D incompressible
Oldroyd-B model with only dissipation. The decay rate is optimal in the sense
that this rate coincides with that of the linear system, which improves upon
work by Zhu (J. Funct. Anal. 274:7 (2018) 2039–2060.)

1. Introduction

In this paper, we consider the Cauchy problem for the three-dimensional (3D)
incompressible Oldroyd-B model given by

(1-1)

8̂̂̂̂
<̂
ˆ̂̂:
@tuCu � ru� ��uCrp D �1 div �; .t; x/ 2 RC �R3

@t� Cu � r� C a� CQ.�;ru/D �2D.u/;

divuD 0;

ujtD0 D u0.x/; � jtD0 D �0.x/;

where uD .u1; u2; u3/ stands for the 3D velocity field, p the pressure and � the
non-Newtonian part of the stress tensor which can be seen as a symmetric matrix
here. The values �, a, �1 and �2 are nonnegative parameters, where we call �1
and �2 the coupling parameters. D.u/ and W.u/ are the deformation tensor and
vorticity tensor, which can be given by

D.u/,
ruC .ru/>

2
; W.u/,

ru� .ru/>

2
;

and

Q.�;ru/D �W.u/�W.u/� �˛.D.u/� C �D.u//; ˛ 2 Œ�1; 1�:

The initial data are .u0; �0/ satisfying divu0 D 0 and .�0/ij D .�0/j i .
We refer to [Bird et al. 1977; Chemin and Masmoudi 2001; Oldroyd 1958] for

the details about the derivation of (1-1). Guillopé and Saut [1990a; 1990b] obtained
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local existence and uniqueness, when the initial data is in Sobolev space, which
was extended to the Lebesgue space in [Fernández Cara et al. 1994]. Lions and
Masmoudi [2000] obtained global existence of the weak solution for the case ˛D 0.
However, to the best of our knowledge, whether the case ˛ ¤ 0 can yield a global
weak solution is an open question. Considering the initial data in critical Besov
space, Chemin and Masmoudi [2001] showed local well-posedness of the solution
and global well-posedness with small initial data, where they required the small
coupling parameter for the global result. We refer to [Chen and Miao 2008; Zi et al.
2014] for the results in generalized space. By using some techniques developed
in the study of compressible Navier–Stokes, Zi et al. [2014] removed the condition
concerning the small coupling parameter. Recently, Fang and Zi [2016] proved
global well-posedness with a new class of large initial data admitting large initial
vertical velocity. By using a decomposition technique, we [Wan 2019] improved
the initial condition in [Fang and Zi 2016] to the more generalized initial condition.
In particular, for the 2D case, [Wan 2019] proved global well-posedness with large
initial velocity, which improved upon the corresponding work in [Fang and Zi 2016].

We point out that all the above works are based on a > 0. If a D 0, it seems
difficult to proved the global well-posedness even under small initial data. By
using a new method, i.e., constructing the time-weighted energies, Zhu [2018] first
proved global well-posedness in 3D under small initial data, which can be showed
as follows:

Theorem 1.1 [Zhu 2018]. Let � D �1 D �2 D 1 and a D 0. Let N � 7 be
a big enough constant. Assume we have the initial data .jDj�1u0; jDj�1�0/ 2
HN .R3/�HN .R3/. There exists a small enough constant � such that if

(1-2) kjDj�1u0kHN CkjDj�1�0kHN < �;

the system (1-1) has a unique global solution .u; �/ satisfying

ku.t/kHN�1 Ck�.t/kHN�1 . � for all t > 0:

Remark 1.2. Zhu [2018] only assumed N D 3; here the assumption of N � 7 in
Theorem 1.1 is used to get the faster decay rate of the solution in the following
context. For instance, we need high regularity of the solution when showing the
decay estimate of kru.t/kL1 ; see Section 5 for the details.

Let us remark that the approach in [Zhu 2018] seems difficult to use for the 2D
case, since ku.t/kL1.R2/ may yield a weakened decay, which is not integrable in
time and may bring the growth of the solutions. Recently, based on a time-space
approach, a new system concerning u� 2P div� and the estimate in Besov space,
[Wan 2017b] proved the global small solution for the 2D case.
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It is known that long-time behavior of the global solution is an interesting and
important issue in the studies of many fluids. Notice that Zhu [2018] obtained
the decay estimate in the 3D case by constructing some time-weighted estimates
such as

(1-3) ku.t/kL2 . .1C t /�
1
2 ; kru.t/kL2 . .1C t /�1:

So a natural question is whether the decay estimate (1-3) is optimal. Motivated by
this, in this paper, we will focus on the long-time behavior of the global solution
for (1-1) with aD 0. Let us first introduce some notation:

X.t/, sup
0���t

˚
h�i

3
4 ku.�/kL2 Ch�i

3
2 kyu.�/kL1

	
;

Y.t/, sup
0���t

˚
h�i

5
4 .kru.�/kL2 CkA.�/kL2/Ch�i

2
kj�jyu.�/kL1

	
;

where AD P div� . Now, we state our main result.

Theorem 1.3. Let .u; �/ be the solution of (1-1) obtained in Theorem 1.1 with the
initial data satisfying (1-2) and k.u0; �0/kL1 < �. Then we have

X.t/CY.t/. �:

In particular, for all t > 0, the following decay estimates hold:

ku.t/kL2 . �hti�
3
4 ; kru.t/kL2 CkA.t/kL2 . �hti�

5
4

and

ku.t/kL1 . �hti�
3
2 ; kru.t/kL1 . �hti�2:

Remark 1.4. One can also get kA.t/kL1 . �hti�2 by following the same idea.
Since this decay estimate does not play an essential role in the estimate of X.t/ and
Y.t/, we omit it.

Remark 1.5. One can easily find the obtained decay rate is faster than (1-3). In
addition, this faster decay rate yields many better time-weighted estimates. For
instance, by using our decay estimate we get thatZ t

0

ht 0iakru.t 0/kL2 dt
0 . � for all a 2

�
0; 1
4

�
;

while the associated result in [Zhu 2018, page 7] can only yieldZ t

0

ht 0iakru.t 0/kL2 dt
0 . � for all a < 0:
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Remark 1.6. By using interpolation inequality, we can obtain the explicit decay
rate in Lp .2�p�1/ space, which is optimal since it is consistent with the linear
part of system (1-1).

The paper is structured as follows. In Section 2, we provide some definitions of
spaces and several lemmas. Section 3 is devoted to giving the integral representation.
Section 4 bounds the estimate of ku.t/kH1 . Section 5 provides the estimate of
kyu.t/kL1 , kj�jyu.t/kL1 and kA.t/kL2 . In the last section, we prove Theorem 1.3.
In the Appendix, we provide the proof of Lemma 4.1 and (5-3).

Let us complete this section by describing the notation we shall use in this paper.

Notation. For two operators A and B , we denote by ŒA; B�D AB �BA the com-
mutator between A and B, hti means 1Cjt j, and A. B means that there exists a
constant C such that A� CB.

2. Preliminaries

In this section, we give some necessary definitions, propositions and lemmas in d
dimensions.

The fractional Laplacian operator jDj˛ D .��/
˛
2 is defined through the Fourier

transform, namely,
2jDj˛f .�/, j�j˛ yf .�/;

where the Fourier transform is given by

yf .�/,
Z

Rd
e�ix��f .x/ dx:

Let CD
˚
� 2 Rd ; 3

4
� j�j � 8

3

	
. Choose a smooth radial function ' supported on

C such that X
j2Z

'.2�j �/D 1; � 2 Rd n f0g:

We denote 'j D '.2�j �/, h D F�1', where F�1 stands for the inverse Fourier
transform. Then the dyadic blocks �j and Sj can be defined as

�jf D '.2
�jD/f D 2jd

Z
Rd
h.2jy/f .x�y/ dy; Sjf D

X
k�j�1

�kf:

We can easily verify that with our choice of '

�j�kf D 0 if jj � kj � 2 and �j .Sk�1f�kf /D 0 if jj � kj � 5:

Let us recall the definition of the Besov space.
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Definition 2.1. Let s 2 R and .p; q/ 2 Œ1;1�2. The homogeneous Besov space
PBsp;q.R

d / is defined by

PBsp;q.R
d /D ff 2S0.Rd /I kf k PBsp;q.Rd / <1g;

where

kf k PBsp;q.Rd /
D

8̂̂̂<̂
ˆ̂:
�X
j2Z

2sqj k�jf k
q

Lp.Rd /

� 1
q

for 1� q <1;

sup
j2Z

2sj k�jf kLp.Rd / for q D1;

and S0.Rd / denotes the dual space of

S.Rd /D ff 2 S.Rd /I @˛ yf .0/D 0; for all ˛ 2 Nd multi-indexg

and can be identified by the quotient space of S 0=P with the polynomial space P .

Thanks to the definition of �j , we have

(2-1) kŒ�j ; f �gkLp . 2�j krf kLp1kgkLp2 ;

where 1
p
D

1
p1
C

1
p2

. Equation (2-1) will be used in the Appendix.
The following proposition provides Bernstein type inequalities. For more details

about Besov space such as some useful embedding relations, see, e.g., [Bahouri
et al. 2011; Stein 1970].

Proposition 2.2. Let 1� p � q �1. Then for any ˇ; 
 2 .N[f0g/d, there exists
a constant C independent of f; j such that:

(1) If f satisfies
supp yf � f� 2 Rd W j�j � K2j g;

then

k@
f kLq.Rd / � C2
j j
 jCjd

�
1
p�

1
q

�
kf kLp.Rd /:

(2) If f satisfies

supp yf � f� 2 Rd W K12j � j�j � K22j g

then
kf kLp.Rd / � C2

�j j
 j sup
jˇ jDj
 j

k@ˇf kLp.Rd /:

For the special case p D q D 2, we have

kf k PH s.Rd /
� kf k PBs2;2.Rd /

:
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The PH s.Rd / and H s.Rd / norm of f can be also defined as follows:

kf k PH s.Rd /
, kjDjsf kL2.Rd /; s 2 R;

kf kH s.Rd / , kf kL2.Rd /CkjDjsf kL2.Rd /; s > 0:

Let us introduce the homogeneous Bony’s decomposition:

uv D TuvCTvuCR.u; v/;

where

Tuv D
X
j2Z

Sj�1u�j v; TvuD
X
j2Z

�juSj�1v; R.u; v/D
X
j2Z

�ju Q�j vI

here Q�j D�j�1C�j C�jC1.

Lemma 2.3. [Kato and Ponce 1988] (i) Let s > 0 and 1� p; r �1, then

(2-2) kfgk PBsp;r .Rd / �C
˚
kf kLp1 .Rd /kgk PBsp2;r .R

d /
CkgkLr1 .Rd /kf k PBsr2;r .R

d /

	
;

where 1� p1; r1 �1 such that 1
p
D

1
p1
C

1
p2
D

1
r1
C

1
r2

.

[Kenig et al. 1991] (ii) Let s > 0, and 1 < p <1, then

(2-3) kŒjDjs; f �gkLp.Rd /
� C

˚
krf kLp1 .Rd /kjDj

s�1gkLp2 .Rd /CkjDj
sf kLp3 .Rd /kgkLp4 .Rd /

	
;

where 1 < p2; p3 <1 such that 1
p
D

1
p1
C

1
p2
D

1
p3
C

1
p4

.

The inequalities below are used frequently in the proof.

Lemma 2.4 [Wan 2017a]. If 0 < s1 � s2, then

Z t

0

ht � �i�s1h�i�s2 d� �

8̂<̂
:
C hti�s1 if s2 > 1;

C hti�s1 ln.1C t / if s2 D 1;

C hti1�s1�s2 if s2 < 1:

Remark 2.5. For the case s1 � s2, since one can get a similar result by using the
change of variable, we omit the details.

Let us introduce a generalized estimate of the solution to the heat equation.

Lemma 2.6. If f 2 L1.Rd /, we have

ket�f kL2.Rd / . t�
d
4 kf k PB01;1.Rd /

:

Proof. Thanks to the interpolation inequality

kgkL2 . kgk
1
2

PB�12;1
kgk

1
2

PB12;1
;
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we have

ket�f kL2 . ket�f k
1
2

PB�12;1
ket�f k

1
2

PB12;1
:

So the aim reduces to the estimate of ket�f k PBa2;1
, a D �1; 1. By Bernstein’s

inequality, for all a � �3
2

, we have

(2-4) ket�f k PBa2;1
. sup
j2Z

2aj k�j e
t�f kL2 . sup

j2Z

2aj e�2
2j�1t
k�jf kL2

� sup
j2Z

2

�
aCd2

�
j
e�2

2j�1t
k�jf kL1 . t

�

�
a
2C

d
4

�
kf k PB01;1

:

Setting aD�1 and aD 1 in (2-4), respectively, we can conclude the proof. �

3. Spectral analysis

In this section, we give the integral representation of the solution to (1-1). In fact,
we repeat the procedure in Section 3 of [Wan 2017b]. We use vi to stand for the
i -th component of the vector v in the following context. Denote

A, P div�:

Let us investigate the spectrum properties of the following system:

(3-1)

8̂̂̂̂
<̂
ˆ̂̂:
@tui ��ui DAi CGi ;
@tAi D 1

2
�ui CFi CHi ;

G D�P .u � ru/; F D�P div.u � r�/;

H D�P div.Q.�;ru//; i D 1; 2; 3;

where P is the Leray operator. Denote

A,

 
�j�j2 1

�
j�j2

2
0

!
;

then the eigenvalues of the matrix A can be given as

�˙ D

(
1
2
.�j�j2˙ i j�j

p
2� j�j2/ when j�j<

p
2;

1
2
.�j�j2˙j�j

p
j�j2� 2/ when j�j �

p
2;

where i D
p
�1. After Fourier transform, (3-1) reduces to

(3-2) @t

 buicAi
!
.�/D A

 buicAi
!
.�/C

 cGibFi CcHi
!
.�/;
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By using the standard method of diagonalization via the eigenvalues and eigenvec-
tors, we can get from (3-2) that

(3-3)

u.t; x/DM11.@; t/u0.x/CM12.@; t/A0.x/

C

Z t

0

M11.@; t � s/G dsC

Z t

0

M12.@; t � s/.F CH/ds

A.t; x/DM21.@; t/u0.x/CM22.@; t/A0.x/

C

Z t

0

M21.@; t � s/G dsC

Z t

0

M22.@; t � s/.F CH/ds;

where
1Mijf .�; t/,bMij .�; t/ yf .�/; .i; j / 2 f1; 2g2;

and  bM11.�; t/ bM12.�; t/

bM21.�; t/ bM22.�; t/

!
,

0@�Ce�Ct���e��t�C���

e�Ct�e��t

�C���

j�j2

2
e�Ct�e��t

����C

��e
�Ct��Ce

��t

����C

1A:
To bound Mij .@; t/, we split the whole space R3 into the following four regions:

D1 , f� 2 R3 W j�j< 1g;

D2 , f� 2 R3 W 1� j�j<
p
2g;

D3 , f� 2 R3 W
p
2� j�j< 2g;

D4 , f� 2 R3 W j�j � 2g:

Let us keep the fact that j�j � 1 when � 2D2[D3 in mind. Next, a proposition
devoted to the estimates of bMij .�; t/ is given as follows.

Proposition 3.1 [Wan 2017b]. For all .i; j / 2 f1; 2g2, bMij .�; t/ satisfies the fol-
lowing estimates:

(1) When � 2D1,

(3-4)
jbM11.�; t/j. e�

j�j2

2
t ; jbM12.�; t/j. j�j�1e�

j�j2

2
t ;

jbM21.�; t/j. j�je�
j�j2

2
t ; jbM22.�; t/j. e�

j�j2

2
t :

(2) When � 2D2,

jbM11.�; t/j. e�
j�j2

4
t ; jbM12.�; t/j. j�j�1e�

j�j2

4
t ;

jbM21.�; t/j. j�je�
j�j2

4
t ; jbM22.�; t/j. e�

j�j2

4
t :
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(3) When � 2D3,

jbM11.�; t/j. e�
j�j2

16
t ; jbM12.�; t/j. j�j�1e�

j�j2

16
t ;

jbM21.�; t/j. j�je�
j�j2

16
t ; jbM22.�; t/j. e�

j�j2

16
t :

(4) When � 2D4,

(3-5)
jbM11.�; t/j. e�

t
2 ; jbM12.�; t/j. j�j�2e�

t
2 ;

jbM21.�; t/j. e�
t
2 ; jbM22.�; t/j. e�

t
2 :

4. The estimate of ku.t/kH 1

We will give the estimate of ku.t/kL2 and kru.t/kL2 in order.

The estimate of ku.t/kL2 . Thanks to k yf kL2 D kf kL2 , we have

ku.t/kL2 D kyu.t/kL2 D

4X
iD1

kyu.t/kL2.Di /;

which is sufficient for us to estimate the four terms on the right-hand side.

4A. The estimate of k Ou.t/kL2.R3nD4/. Using (3-3), we can get

kyu.t/kL2.D1/ � k
bM11.t/bu0kL2.D1/CkbM12.t/cA0kL2.D1/
C

Z t

0

kbM11.t � s/bGkL2.D1/ dsCZ t

0

kbM12.t � s/bF kL2.D1/ ds
C

Z t

0

kbM12.t � s/bHkL2.D1/ ds , I1C I2C � � �C I5:
For I1, using (3-4) and the estimate of the solution for the heat equation given by

(4-1) ket�f kL2 . t�
3
4 kf kL1 ;

we get

I1 . ke�
j�j2

2 t bu0kL2.D1/ . ke�j�j22 t bu0kL2 D ke 12�tu0kL2 . t� 34 ku0kL1 :
Together with I1 . ku0kL2 , this yields

I1 . hti�
3
4 ku0kL1\L2 :

A similar method leads to

I2 . hti�
3
4 k�0kL1\L2 :
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Before we proceed, note that

kbM11.t � s/bGkL2.D1/ � kbM11.t � s/2u � ru kL2.D1/:
For I3, using (3-4) and (4-1), we have

I3 .
Z t

0

.t � s/�
3
4 ku � rukL1 ds;

which, with the estimate I3 .
R t
0 ku � rukL2 ds, implies

I3 .
Z t

0

ht � si�
3
4 .ku � rukL1 Cku � rukL2/ ds

.
Z t

0

ht � si�
3
4 kukL2krukL2\L1 ds

.
Z t

0

ht � si�
3
4 .hsi�

11
4 Chsi�2/ ds X.t/Y.t/

. hti�
3
4X.t/Y.t/:

For I4, using
P div.u � r�/D

X
iD1;2;3

@iP div.ui�/

and (3-4), we get

I4 .
Z t

0

ke�
j�j2

2 .t�s/
j�jj1u˝ � jkL2.D1/ ds:

Using the spherical coordinate system

�1 D r sin' cos �; �2 D r sin' sin �; �3 D r cos';

we can obtain

ke�
j�j2

2 t
j�j yf kL2.D1/ D

�Z
j�j�1

e�j�j
2t
j�j2j yf j2 d�

� 1
2

D

�Z 2�

0

d�

Z �

0

d'

Z 1

0

e�r
2tr4 sin'j yf .r; �; '/j dr

� 1
2

.
�Z 1

0

e�r
2tr4dr

� 1
2

k yf kL1

. t�
5
4 kf kL1

�Z pt
0

e�r
2

r4 dr

� 1
2

. t�
5
4 kf kL1 :
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This yields

I4 .
Z t

0

.t � s/�
5
4 ku˝ �kL1 ds .

Z t

0

.t � s/�
5
4 kukL2k�kL2 ds:

Direct computations lead to

I4 .
Z t

0

k1u˝ �kL2.D1/ ds .
Z t

0

ku˝ �kL2 ds:

So

I4 .
Z t

0

ht � si�
5
4 kukL2\L1k�kL2 ds

.
Z t

0

ht � si�
5
4 .hsi�

3
4 Chsi�

3
2 / ds.X.t/CY.t//k�kL1t .L2/

. hti�
3
4 .X.t/CY.t//k�kL1t .L2/:

For I5, using (3-4) and (4-1), we have

I5 .
Z t

0

ke�
j�j2

2
.t�s/ 3Q.�;ru/kL2.D1/ ds .

Z t

0

ke�
j�j2

2
.t�s/ 3Q.�;ru/kL2 ds

.
Z t

0

ke
1
2
�.t�s/Q.�;ru/kL2 ds .

Z t

0

.t � s/�
3
4 kQ.�;ru/kL1 ds

.
Z t

0

.t � s/�
3
4 k�kL2krukL2 ds:

We also have

I5 .
Z t

0

kQ.�;ru/kL2 ds .
Z t

0

k�kL2krukL1 ds;

so

I5 .
Z t

0

ht � si�
3
4 k�kL2krukL2\L1 ds

.
Z t

0

ht � si�
3
4 .hsi�

5
4 Chsi�2/ ds.X.t/CY.t//k�kL1t .L2/

. hti�
3
4 .X.t/CY.t//k�kL1t .L2/:

Collecting the above estimates of Ii yields

(4-2) kyukL2.D1/ . hti
� 3
4 k.u0; �0/kL1\L2 Chti

� 3
4X.t/Y.t/

Chti�
3
4 .X.t/CY.t//k�kL1t .L2/:
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Since the estimates of bMij in D2 [D3 are similar to that in D1, repeating the
above procedure yields

(4-3)
X
iD2;3

kyukL2.Di / . hti
� 3
4 k.u0; �0/kL1\L2 Chti

� 3
4X.t/Y.t/

Chti�
3
4 .X.t/CY.t//k�kL1t .L2/:

4B. The estimate of k Ou.t/kL2.D4/. For the estimate in D4, we will use (3-5) in
the following context.

kyu.t/kL2.D4/ � k
bM11.t/bu0kL2.D4/CkbM12.t/cA0kL2.D4/
C

Z t

0

kbM11.t � s/bGkL2.D4/ dsC Z t

0

kbM12.t � s/bF kL2.D4/ ds
C

Z t

0

kbM12.t � s/bHkL2.D4/ ds
D I 01C I

0
2C � � �C I

0
5:

We have
I 01C I

0
2 . e

� t
2 k.u0; �0/kL2 :

For I 03, we have

I 03 .
Z t

0

e�
t�s
2 ku � rukL2 ds .

Z t

0

e�
t�s
2 kukL2krukL1 ds

.
Z t

0

e�
t�s
2 hsi�

11
4 ds X.t/Y.t/

. hti�
11
4 X.t/Y.t/:

For I 04, we have

I 04 .
Z t

0

e�
t�s
2 ku˝ �kL2 ds .

Z t

0

e�
t�s
2 kukL1k�kL2 ds

.
Z t

0

e�
t�s
2 hsi�

3
2 ds X.t/k�kL1t L2

. hti�
3
2X.t/k�kL1t L2 :

For I 05, we get

I 05 .
Z t

0

e�
t�s
2 kQ.�;ru/kL2 ds .

Z t

0

e�
t�s
2 krukL1k�kL2 ds

.
Z t

0

e�
t�s
2 hsi�2 ds Y.t/k�kL1t L2

. hti�2Y.t/k�kL1t L2 :



OPTIMAL DECAY ESTIMATE FOR THE OLDROYD-B MODEL 679

Thus we can infer

(4-4) kyu.t/kL2.D4/

. e�
t
2 k.u0; �0/kL2 Chti

� 3
2

�
X.t/Y.t/C .X.t/CY.t//k�kL1t L2

�
:

Combining (4-2), (4-3) and (4-4) implies that

(4-5) ku.t/kL2 . hti�
3
4 k.u0; �0/kL1\L2 Chti

� 3
4X.t/Y.t/

Chti�
3
4 .X.t/CY.t//k�kL1t .L2/:

The estimate of kru.t/kL2 . Before we begin this estimate, let us introduce a lemma
dealing with a commutator estimate, which plays an important role in the following
proof.

Lemma 4.1. Let i D 1; 2; 3, then

kŒP div; ui ��k PB01;1
. .kruikL2k�kL2 CkuikL2kAkL2/:

The proof of this lemma will be postponed until the Appendix. As in the previous
procedure, we have

kru.t/kL2 D k
bru.t/kL2 .

4X
iD1

kj�jyukL2.Di /:

4C. The estimate of kj�j Ou.t/kL2.R3nD4/. Using (3-3), we have

kj�jyu.t/kL2.D1/�k
bM11.t/bu0kL2.D1/CkbM12.t/cA0kL2.D1/
C

Z t

0

kbM11.t�s/bGkL2.D1/dsCZ t

0

kbM12.t�s/bF kL2.D1/ds
C

Z t

0

kbM12.t�s/bHkL2.D1/ds
DJ1CJ2C���CJ5:

Applying (3-4) and (4-1), we get

J1.kj�je�
j�j2

2 t bu0kL2.D1/. t� 12 ke�j�j24 t bu0kL2. t� 12 ke 14 t�u0kL2. t� 54 ku0kL1 :
With another estimate

J1 . kj�je�
j�j2

2 t bu0kL2.D1/ . kbu0kL2 . ku0kL2 ;
we infer

J1 . hti�
5
4 ku0kL1\L2 :
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A similar process leads to

J2 . hti�
5
4 k�0kL1\L2 :

Getting the estimate of J1 in the same way, we can infer that

J3 .
Z t

0

ht � si�
5
4 .ku � rukL1 Cku � rukL2/ ds

.
Z t

0

ht � si�
5
4 kukL2.krukL2 CkrukL1/ ds

.
Z t

0

ht � si�
5
4 .hsi�2Chsi�

11
4 / dsX.t/Y.t/. hti�

5
4X.t/Y.t/

and

J5 .
Z t

0

ht � si�
5
4 .kQ.�;ru/kL1 CkQ.�;ru/kL2/ ds

.
Z t

0

ht � si�
5
4 krukL2.k�kL2 Ck�kL1/ ds

.
Z t

0

ht � si�
5
4 hsi�

5
4 dsY.t/k�kL1t .L2\L1/ . hti

� 5
4Y.t/k�kL1t .L2\L1/:

We shall use a different approach to get the estimates of J4. Otherwise, a bad term
kŒP div; ui ��kL1 will appear when we use the standard estimate of the solution for
the heat equation (4-1). It is known that this bad term cannot be bounded by a
standard commutator estimate. Our idea uses Lemmas 2.6 and 4.1. Now, we begin
the estimate of J4. Thanks to (3-4) again, and using

(4-6) P div.u � r�/D
X

iD1;2;3

@iP div.ui�/D
X

iD1;2;3

.@i ŒP div; ui �� C @i .uiA//;

we have

J4 .
Z t

0

ke�
j�j2

2 .t�s/6P div.u � r�/ kL2.D1/ ds

.
Z t

0

ke�
j�j2

2 .t�s/
j�j2u˝A kL2.D1/ ds

C

X
iD1;2;3

Z t

0

ke�
j�j2

2 .t�s/
j�i j5ŒP div; ui �� kL2.D1/ ds„ ƒ‚ …
‡1

:

By the previous approach, we can getZ t

0

ke�
j�j2

2 .t�s/
j�j1u˝AkL2.D1/ ds .

Z t

0

.t � s/�
5
4 ku˝AkL1 ds;
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and we also haveZ t

0

ke�
j�j2

2 .t�s/
j�j2u˝A kL2.D1/ ds .

Z t

0

ku˝AkL2 ds:

So we can getZ t

0

ke�
j�j2

2 .t�s/
j�j2u˝A kL2.D1/ ds

.
Z t

0

ht � si�
5
4 .ku˝AkL1 Cku˝AkL2/ ds

.
Z t

0

ht � si�
5
4 kAkL2.kukL2 CkukL1/ ds

.
Z t

0

ht � si�
5
4 .hsi�2Chsi�

11
4 / dsY.t/.X.t/CY.t//

. hti�
5
4Y.t/.X.t/CY.t//:

As for ‡1, by Lemmas 2.6 and 4.1, we have

‡1 .
Z t

0

.t � s/�
1
2 ke�

j�j2

4 .t�s/5ŒP div; ui �� kL2.D1/ ds

.
Z t

0

.t � s/�
1
2 ke�

1
4
.t�s/�ŒP div; ui ��kL2 ds

.
Z t

0

.t � s/�
5
4 kŒP div; ui ��k PB01;1

ds

.
Z t

0

.t � s/�
5
4 .krukL2k�kL2 CkukL2kAkL2/ ds:

By using (2-3), we can also bound ‡1 as follows:

‡1 .
Z t

0

kŒP div; ui ��kL2 ds .
Z t

0

.krukL1k�kL2 Ck�kL1krukL2/ ds:

Finally, we infer

‡1 .
Z t

0

ht � si�
5
4 .krukL2k�kL2 CkukL2kAkL2

CkrukL1k�kL2 Ck�kL1krukL2/ ds

.
Z t

0

ht � si�
5
4 hsi�

5
4 ds Y.t/.X.t/Ck�kL1t .L2\L1//

. hti�
5
4Y.t/.X.t/Ck�kL1t .L2\L1//:

Thus
J4 . hti�

5
4Y.t/.X.t/CY.t/Ck�kL1t .L2\L1//:
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Collecting the five estimates above, we get

(4-7) kj�jyu.t/kL2.D1/ . hti
� 5
4 k.u0; �0/kL1\L2 Chti

� 5
4Y.t/

� fX.t/CY.t/Ck�kL1t .L2\L1/g:

Similarly,

(4-8)
X
iD2;3

kj�jyu.t/kL2.Di / . hti
� 5
4 k.u0; �0/kL1\L2 Chti

� 5
4Y.t/

� fX.t/CY.t/Ck�kL1t .H2/g:

4D. The estimate of kj�j Ou.t/kL2.D4/. As in the previous statement, we use (3-5)
for the estimate in D4:

kj�jyu.t/kL2.D4/�kj�j
bM11.t/bu0kL2.D4/Ckj�jbM12.t/cA0kL2.D4/

C

Z t

0

kj�jbM11.t�s/bGkL2.D4/dsCZ t

0

kj�jbM12.t�s/bF kL2.D4/ds
C

Z t

0

kj�jbM12.t�s/bHkL2.D4/ds
DJ 01CJ

0
2C���CJ

0
5:

For J 01 and J 02, we have

J 01CJ
0
2 . e

� t
2 .kru0kL2 Ckr�0kL2/:

For J 03, using product estimate (2-2), we get

J 03 .
Z t

0

e�
t�s
2 kr.u � ru/kL2 ds .

Z t

0

e�
t�s
2 ku˝uk PH2 ds

.
Z t

0

e�
t�s
2 kukL1kuk PH2 ds .

Z t

0

e�
t�s
2 hsi�

3
2 ds X.t/kuk

L1t
PH2

. hti�
3
2X.t/kuk

L1t
PH2 :

For J 04, we have

J 04 .
Z t

0

e�
t�s
2 kj�j�26P div.u � r�/kL2.D4/ ds

.
Z t

0

e�
t�s
2 kj�j�26P div.u � r�/kL2 ds .

Z t

0

e�
t�s
2 ku˝ �kL2 ds

.
Z t

0

e�
t�s
2 kukL1k�kL2 ds .

Z t

0

e�
t�s
2 hsi�

3
2 dsX.t/k�kL1t L2

. hti�
3
2X.t/k�kL1t L2 :
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The last term J 05 can be bounded as follows:

J 05 .
Z t

0

e�
t�s
2 kj�j�27P divQ.�;ru/kL2.D4/ ds .

Z t

0

e�
t�s
2 kQ.�;ru/kL2 ds

.
Z t

0

e�
t�s
2 k�kL2krukL1 ds .

Z t

0

e�
t�s
2 hsi�2 dsY.t/k�kL1t L2

. hti�2Y.t/k�kL1t L2 :

Combining the five estimates above can yield

(4-9) kj�jyu.t/kL2.D4/ . e
� t2 k.u0; �0/kH1

Chti�
3
2X.t/k.u; �/kL1t H2 Chti�2Y.t/k�kL1t L2 :

Thanks to (4-7), (4-8) and (4-9), we can get

(4-10) kj�jyu.t/kL2 . hti�
5
4 k.u0; �0/kL1\H2 Chti�

5
4 .X.t/CY.t//

� fX.t/CY.t/Ck.u; �/kL1t H2g:

5. The estimate of k Ou.t/kL1 , kj�j Ou.t/kL1 and kA.t/kL2

We will bound kyukL1 and kj�jyukL1 in order.

The estimate of kyu.t/kL1 . As for the previous process, we have

kyu.t/kL1 �

4X
iD1

kyu.t/kL1.Di /:

5A. The estimate of k OukL1.R3nD4/. Thanks to (3-3), we have

kyu.t/kL1.D1/ � k
bM11.t/bu0kL1.D1/CkbM12.t/cA0kL1.D1/
C

Z t

0

kbM11.t � s/bGkL1.D1/ dsC Z t

0

kbM12.t � s/bF kL1.D1/ ds
C

Z t

0

kbM12.t � s/bHkL1.D1/ ds
DK1CK2C � � �CK5:

We will frequently use the estimate

(5-1) ke�bj�j
2t
kL2.D1/ D

�Z
j�j�1

e�2bj�j
2t d�

� 1
2

D t�
3
4

�Z
j�j�
p
t

e�2bv
2

dv

� 1
2

. t�
3
4 for all b > 0:
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For K1, using (3-4), (5-1) and (4-1), we have

K1 . ke�
j�j2

2 t bu0kL1.D1/ . ke�j�j24 t
kL2.D1/ke

�
j�j2

4 t bu0kL2.D1/
. t�

3
4 ke

t
4
�u0kL2 . t�

3
2 ku0kL1 ;

and we also have
K1 . kbu0kL1.D1/ . ku0kL2 ;

so
K1 . hti�

3
2 ku0kL1\L2 :

Similarly,
K2 . hti�

3
2 k�0kL1\L2 :

For K3, using (3-4), (5-1) and (4-1) again, we can obtain

(5-2) K3 .
Z t

0

ht � si�
3
2 .ku � rukL1 Cku � rukL2/ ds

.
Z t

0

ht � si�
3
2 kukL2.krukL2 CkrukL1/ ds

.
Z t

0

ht � si�
3
2 .hsi�

11
4 Chsi�2/ ds X.t/Y.t/. hti�

3
2X.t/Y.t/:

Thanks to (4-6), this implies that

K4 � K41CK42;

where

K41 D
X

iD1;2;3

Z t

0

kj�i jbM12.t � s/buiAkL1.D1/ ds

and

K42 D
X

iD1;2;3

Z t

0

kj�i jbM12.t � s/5ŒP div; ui �� kL1.D1/ ds:

In a similar way, we deduce

K41.
Z t

0

ke�
j�j2

2 .t�s/buiAkL1.D1/ds.
Z t

0

ht�si�
3
2 .ku˝AkL1Cku˝AkL2/

.
Z t

0

ht�si�
3
2 .kukL2CkukL1/kAkL2 ds

.
Z t

0

ht�si�
3
2 hsi�2dsX.t/Y.t/

. hti�
3
2X.t/Y.t/:
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In the following context, we shall use a new approach to bound K42 and the last
term K5, due to the fact that � does not have the decay property like A.

Remark 5.1. If we follow the procedure yielding the estimate of K3 and K41, we
will face an integral of the following type:Z t

0

ht � si�
3
2 krukL2k�kL2 ds;

which yields a weaker decay rate hti�
5
4 than hti�

3
2, since we only have

krukL2 . hti�
5
4Y.t/:

Now, we begin the estimate of K42. The new idea is splitting the integral interval
Œ0; t � into Œ0; t

2
/ and Œ t

2
; t �. That is

K42 DK41CK42;

where

K41 D
X

iD1;2;3

Z t
2

0

kj�jbM12.t � s/5ŒP div; ui ��kL1.D1/ ds

and

K42 D
X

iD1;2;3

Z t

t
2

kj�jbM12.t � s/5ŒP div; ui ��kL1.D1/ ds:

For K41, using (3-4), (5-1) and Lemma 2.6, we have

K41 .
Z t

2

0

ke�
j�j2

2 .t�s/5ŒP div; ui ��kL1.D1/ ds

.
Z t

2

0

ke�
j�j2

4 .t�s/
kL2.D1/ke

�
j�j2

4 .t�s/5ŒP div; ui ��kL2.D1/ ds

.
Z t

2

0

.t � s/�
3
4 ke

t�s
4 �ŒP div; ui ��kL2 ds

.
Z t

2

0

.t � s/�
3
2 kŒP div; ui ��k PB01;1

ds;

and we can also get

K41 .
Z t

0

kŒP div; ui ��kL2 ds:
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Thus, by Lemma 4.1 and the commutator estimate, we have

K41 .
Z t

2

0

ht � si�
3
2 .kŒP div; ui ��k PB01;1

CkŒP div; ui ��kL2/ ds

.
Z t

2

0

ht � si�
3
2 .krukL2\L1k�kL2\L1 CkukL2kAkL2/ ds

. hti�
3
2

Z t
2

0

hsi�
5
4 ds Y.t/.k�kL1t H2 CX.t//

. hti�
3
2Y.t/.k�kL1t H2 CX.t//:

For K42, applying (5-1), we can get

K42 .
Z t

t
2

.t � s/�
3
4 ke�

j�j2

4 .t�s/5ŒP div; ui ��kL2.D1/ ds

.
Z t

t
2

.t � s/�
3
4 kŒP div; ui ��kL2 ds:

This, together with

K42 .
Z t

t
2

ke�
j�j2

2 .t�s/5ŒP div; ui ��kL2.D1/ ds .
Z t

t
2

kŒP div; ui ��kL2 ds

leads to

K42 .
Z t

t
2

ht � si�
3
4 kŒP div; ui ��kL2 ds

.
Z t

t
2

ht � si�
3
4 kj�jbukL1k�kL2 ds . Z t

t
2

ht � si�
3
4 hsi�2 dsY.t/k�kL1t L2

. hti�2Y.t/k�kL1t L2
Z t

t
2

ht � si�
3
4 ds

. hti�
7
4Y.t/k�kL1t L2 ;

where we have used

(5-3) kŒP div; ui ��kL2 . kj�jyukL1k�kL2 ;

which will be proved in the Appendix, andZ t

t
2

ht � si�
3
4 ds .

Z t
2

0

hsi�
3
4 ds . hti�

1
4 :

So we have
K4 . hti�

3
2Y.t/.k�kL1t H2 CX.t//:
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In the following, we will use the same strategy to bound K5. We have

K5 DK51CK52;

where

K51 D

Z t
2

0

kbM12.t � s/bHkL1.D1/ ds
and

K52 D

Z t

t
2

kbM12.t � s/bHkL1.D1/ ds:
By (3-4), (5-1) and (4-1), we get

K51 .
Z t

2

0

ke�
j�j2

4 .t�s/
kL2.D1/ke

�
j�j2

4 .t�s/ 3Q.�;ru/kL2.D1/ ds

.
Z t

2

0

.t � s/�
3
4 ke�

j�j2

4 .t�s/ 3Q.�;ru/kL2.D1/ ds

.
Z t

2

0

.t � s/�
3
4 ke

1
4
.t�s/�Q.�;ru/kL2 ds

.
Z t

2

0

.t � s/�
3
2 kQ.�;ru/kL1 ds:

We also have

K51 .
Z t

2

0

ke�
j�j2

2 .t�s/ 3Q.�;ru/kL1.D1/ ds .
Z t

2

0

ke�
j�j2

2 .t�s/ 3Q.�;ru/kL2 ds

.
Z t

2

0

kQ.�;ru/kL2 dsI

thus

K51 .
Z t

2

0

ht � si�
3
2 k�kL2.krukL2 CkrukL1/ ds

.
Z t

2

0

ht � si�
3
2 .hsi�

5
4 Chsi�2/ ds Y.t/k�kL1t L2 . hti

� 3
2Y.t/k�kL1t L2 :

For K52, by (3-4) and (5-1) again, we get

K52 .
Z t

t
2

.t � s/�
3
4 kQ.�;ru/kL2 ds;

and, with the estimate

K52 .
Z t

t
2

kQ.�;ru/kL2 ds;
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we can infer

K52.
Z t

t
2

ht�si�
3
4 krukL1k�kL2 ds.

Z t

t
2

ht�si�
3
4 kj�j OukL1k�kL2 ds

.
Z t

t
2

ht�si�
3
4 hsi�2dsY.t/k�kL1t L2 . hti

�2Y.t/k�kL1t L2

Z t

t
2

ht�si�
3
4 ds

. hti�
7
4Y.t/k�kL1t L2 :

Thus we can deduce that

K5 . hti�
3
2Y.t/k�kL1t L2 :

Combining this with the estimates above implies

(5-4) kyu.t/kL1.D1/ . hti
� 3
2 k.u0; �0/kL1\L2 Chti

� 3
2Y.t/.k�kL1t H2 CX.t//:

Similarly,

(5-5)
X
iD2;3

kyu.t/kL1.Di /

. hti�
3
2 k.u0; �0/kL1\L2 Chti

� 3
2Y.t/.k�kL1t H2 CX.t//:

5B. The estimate of k OukL1.D4/. Using (3-3), we have

kyu.t/kL1.D4/�k
bM11.t/bu0kL1.D4/CkbM12.t/cA0kL1.D4/
C

Z t

0

kbM11.t�s/bGkL1.D4/dsCZ t

0

kbM12.t�s/bF kL1.D4/ds
C

Z t

0

kbM12.t�s/bHkL1.D4/ds
DK 01CK

0
2C���CK

0
5:

For K 01, using (3-4), we get

K 01 . e
� t
2 kbu0kL1 . e� t2 ku0kH2 :

In the same way,
K 02 . e

� t
2 kb�0kL1 . e� t2 k�0kH2 :

For the three nonlinear terms’ estimates, applying (3-4) and Young’s inequality, we
have

K 03 .
Z t

0

e�
t�s
2 k1u � rukL1 ds .

Z t

0

e�
t�s
2 kyukL1kj�jyukL1 ds

.
Z t

0

e�
t�s
2 hsi�

7
2 dsX.t/Y.t/. hti�

7
2X.t/Y.t/;
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K 04 .
Z t

0

e�
t�s
2 kyukL1ky�kL1 ds .

Z t

0

e�
t�s
2 hsi�

3
2 dsX.t/k�kL1t H2

. hti�
3
2X.t/k�kL1t H2

K 05 .
Z t

0

e�
t�s
2 kj�j�1 3Q.�;ru/kL1.D4/ ds .

Z t

0

e�
t�s
2 ky�kL1kj�jyukL1 ds

.
Z t

0

e�
t�s
2 hsi�2 dsY.t/k�kL1t H2 . hti�2Y.t/k�kL1t H2 :

Collecting the above estimates leads to

(5-6) kyu.t/kL1.D4/.e
� t2 k.u0; �0/kH2Chti�

3
2 .X.t/CY.t//.k�kL1t H2CX.t//:

Combining the estimates (5-4), (5-5) and (5-6), we can infer that

(5-7) kyu.t/kL1.hti�
3
2 k.u0; �0/kL1\H2Chti�

3
2 .X.t/CY.t//.k�kL1t H2CX.t//:

The estimate of kj�jyu.t/kL1 . Thanks to

kj�jyu.t/kL1 .
4X
iD1

kj�jyu.t/kL1.Di /;

it is sufficient to bound the four terms on the right-hand side.

5C. The estimate of kj�j Ou.t/kL1.R3nD4/. Using (3-3), we get

kj�jyu.t/kL1.D1/�kj�j
bM11.t/bu0kL1.D1/Ckj�jbM12.t/cA0kL1.D1/

C

Z t

0

kj�jbM11.t�s/bGkL1.D1/dsCZ t

0

kj�jbM12.t�s/bF kL1.D1/ds
C

Z t

0

kj�jbM12.t�s/bHkL1.D1/ds
DL1CL2C���CL5:

For L1, by (3-4), (5-1) and (4-1), we have

L1 . kj�je�
j�j2

2 t bu0kL1.D1/ . t� 12 ke�j�j24 t bu0kL1.D1/
. t�

1
2 ke�

j�j2

8 t
kL2.D1/ke

�
j�j2

8 t bu0kL2.D1/ . t� 54 ke t8�u0kL2 . t�2ku0kL1 ;
which along with

L1 � kbu0kL1.D1/ . kbu0kL2.D1/ . ku0kL2
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yields
L1 . hti�2ku0kL1\L2 :

Similarly, we can also get

L2 . hti�2k�0kL1\L2 ;
and

L3 .
Z t

0

ht � si�2.ku � rukL1 Cku � rukL2/ ds

.
Z t

0

ht � si�2.kukL2krukL2 CkukL2krukL1/ ds

.
Z t

0

ht � si�2.hsi�2Chsi�
11
4 / ds X.t/Y.t/. hti�2X.t/Y.t/:

Next, we use the same approach as for dealing with the estimates of K4 and K5 to
bound L4 and L5, respectively, using the same reasoning reason (see Remark 5.1
for the details). Indeed, we have

L4 � L41CL42;
where

L41 D
Z t

0

kj�j2bM12.t � s/2u˝A kL1.D1/ ds

and

L42 D
Z t

0

kj�jj�i jbM12.t � s/5ŒP div; ui ��kL1.D1/ ds:

For L41, we have

L41 .
Z t

0

ht � si�2.ku˝AkL1 Cku˝AkL2/ ds

.
Z t

0

ht � si�2.kukL2 CkukL1/kAkL2 ds

.
Z t

0

ht � si�2.hsi�2Chsi�
11
4 / ds X.t/Y.t/. hti�2X.t/Y.t/:

For L42, like the previous procedure for K42, we have

L42 D L41CL42;

where

L41 D

Z t
2

0

kj�jj�i jbM12.t � s/5ŒP div; ui ��kL1.D1/ ds;

L42 D

Z t

t
2

kj�jj�i jbM12.t � s/5ŒP div; ui ��kL1.D1/ ds:
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Using the same method as for the estimate of K41, we infer

L41 .
Z t

2

0

ht � si�2.kŒP div; ui ��k PB01;1
CkŒP div; ui ��kL2/ ds

.
Z t

2

0

ht � si�2.krukL2\L1k�kL2\L1 CkukL2kAkL2/ ds

. hti�2
Z t

2

0

hsi�
5
4 dsY.t/.k�kL1t H2 CX.t//

. hti�2Y.t/.k�kL1t H2 CX.t//:

Using the same method as for the estimate of K42, we infer

L42 .
Z t

t
2

ht � si�
5
4 kŒP div; ui ��kL2 ds .

Z t

t
2

ht � si�
5
4 kj�jbukL1k�kL2 ds

.
Z t

t
2

ht � si�
5
4 hsi�2 dsY.t/k�kL1t L2

. hti�2Y.t/k�kL1t L2
Z t

t
2

ht � si�
5
4 ds

. hti�2Y.t/k�kL1t L2 :

Following the process in the estimate of K5, we have

L5 D L51CL52;

where

L51 D

Z t
2

0

kj�jbM12.t � s/bHkL1.D1/ ds
and

L52 D

Z t

t
2

kj�jbM12.t � s/bHkL1.D1/ ds:
Following the estimate of K51 and K52, we can get

L51 .
Z t

2

0

ht � si�2.kQ.�;ru/kL1 CkQ.�;ru/kL2/ ds

.
Z t

2

0

ht � si�2k�kL2.krukL2 CkrukL1/ ds

.
Z t

2

0

ht � si�2.hsi�
5
4 Chsi�2/ dsY.t/k�kL1t L2

. hti�2Y.t/k�kL1t L2 ;
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and

L52 .
Z t

t
2

ht � si�
5
4 kQ.�;ru/kL2 ds

.
Z t

t
2

ht � si�
5
4 k�kL2krukL1 ds

.
Z t

t
2

ht � si�
5
4 hsi�2 dsY.t/k�kL1t L2

. hti�2Y.t/k�kL1t L2 :

Thus we deduce

L5 . hti�2Y.t/k�kL1t L2 :

Combining the estimates of Li .i D 1; 2; 3; 4; 5/, we have

(5-8) kj�jyu.t/kL1.D1/ . hti
�2
k.u0; �0/kL1\L2Chti

�2Y.t/.k�kL1t H2CX.t//:

Repeating the above procedure, we can also obtain

(5-9)
X
iD2;3

kj�jyu.t/kL1.Di /

. hti�2k.u0; �0/kL1\L2 Chti�2Y.t/.k�kL1t H2 CX.t//:

5D. The estimate of kj�j Ou.t/kL1.D4/. Using (3-3), we have

kj�jyu.t/kL1.D4/

� kj�jbM11.t/bu0kL1.D4/Ckj�jbM12.t/cA0kL1.D4/
C

Z t

0

kj�jbM11.t � s/bGkL1.D4/ dsC Z t

0

kj�jbM12.t � s/bF kL1.D4/ ds
C

Z t

0

kj�jbM12.t � s/bHkL1.D4/ ds
D L01CL

0
2C � � �CL

0
5:

Applying (3-5), we have

L01 . e
� t
2 kj�jbu0kL1.D4/ . e� t2 ku0kH3

and
L02 . e

� t
2 kj�jb�0kL1.D4/ . e� t2 k�0kH3 :
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For L03, by (3-5) and Young’s inequality, we have

L03 .
Z t

0

e�
t�s
2 kj�j2u � ru kL1 ds

.
Z t

0

e�
t�s
2 .kj�jyuk2

L1
CkyukL1kj�j

2
yukL1/ ds

. L031CL
0
32:

For L031, we get

L031 .
Z t

0

e�
t�s
2 hsi�4 dsY.t/2 . hti�2Y.t/2:

We cannot directly bound the estimate L032 as we can for L031. Let us first consider
the estimate of kj�j2yukL1 . We have

kj�j2yukL1 � kj�j
2
yuk
L1.j�j�hsi

3
2 /
Ckj�j2yuk

L1.j�j>hsi
3
2 /

� hsi
3
2 kj�jyukL1 Chsi

� 1
2 kj�j

7
3 yukL1

. hsi
3
2 kj�jyukL1 Chsi

� 1
2 kukH4 :

So we have

L032.
Z t

0

e�
t�s
2 hsi�2 ds X.t/.Y.t/CkukL1t H4/. hti�2X.t/.Y.t/CkukL1t H4/:

Thus we have

L03 . hti
�2.X.t/CY.t//.Y.t/CkukL1t H4/:

For L04, we have

L04 .
Z t

0

e�
t�s
2 .k5ŒP div; ui ��kL1 Ck2u˝A kL1/ ds

.
Z t

0

e�
t�s
2 .kj�jyukL1ky�kL1 CkyukL1kbAkL1/ ds

. L041CL
0
42;

where we have used

k5ŒP div; ui ��kL1 . kj�jyukL1ky�kL1 ;

which can be proved by a similar procedure as that which yielded the estimate
of (5-3). For L041, we have

L041 .
Z t

0

e�
t�s
2 hsi�2 ds Y.t/k�kL1t H2 . hti�2Y.t/k�kL1t H2 :
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For L042, we can get

L042 .
Z t

0

e�
t�s
2 kyukL1kbAkL1 ds

.
Z t

0

e�
t�s
2 kyukL1.kbAk

L1.j�j�hsi
1
4 /
CkbAk

L1.j�j>hsi
1
4 /
/ ds

.
Z t

0

e�
t�s
2 hsi

3
4 kyukL1kbAk

L2.j�j�hsi
1
4 /
ds

C

Z t

0

e�
t�s
2 hsi�

1
2 kyukL1kj�j

2bAk
L1.j�j>hsi

1
4 /
ds

.
Z t

0

e�
t�s
2 hsi�2 dsX.t/Y.t/

C

Z t

0

e�
t�s
2 hsi�2 dsX.t/k�kL1t H5

. hti�2X.t/.Y.t/Ck�kL1t H5/:

Thus we can obtain

L04 . hti
�2.X.t/CY.t//.Y.t/Ck�kL1t H5/:

For L05, we have

L05 .
Z t

0

e�
t�s
2 ky�kL1kj�jyukL1 ds

.
Z t

0

e�
t�s
2 hsi�2 dsY.t/k�kL1t H2

. hti�2Y.t/k�kL1t H2 :

Collecting the estimates of L0i (i D 1; 2; 3; 4; 5), we get

(5-10) kj�jyu.t/kL1.D4/

. e�
t
2 k.u0; �0/kH3 Chti�2.X.t/CY.t//.Y.t/Ck.u; �/kL1t H5/:

It follows from combining (5-8), (5-9) and (5-10) that

(5-11) kj�jyukL1

. hti�2k.u0; �0/kL1\H3Chti�2.X.t/CY.t//.Y.t/Ck.u;�/kL1t H5/:

The estimate of kA.t/kL2 . As for the previous procedure, we have

kA.t/kL2 D kbA.t/kL2 � 4X
iD1

kbA.t/kL2.Di /:
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5E. The estimate of k yA.t/kL2.R2nD4/. Using (3-3), we have

kbA.t/kL2.D1/ � kbM21.t/bu0kL2.D1/CkbM22.t/cA0kL2.D1/
C

Z t

0

kbM21.t � s/bGkL2.D1/ dsC Z t

0

kbM22.t � s/bF kL2.D1/ ds
C

Z t

0

kbM22.t � s/bHkL2.D1/ ds
DN1CN2C � � �CN5:

For N1; using (3-4) and (4-1), we have

N1 . t�
1
2 ke

t
4�u0kL2 . t�

5
4 ku0kL1 ;

which, together with

N1 . kj�je�
j�j2

2 t bu0kL2.D1/ . ku0kL2 ;
yields

N1 . hti�
5
4 ku0kL1\L2 :

Similarly, we also have

N2 . hti�
5
4 k�0kL1\L2

and

N3 .
Z t

0

ht � si�
5
4 .ku � rukL1 Cku � rukL2/ ds

.
Z t

0

ht � si�
5
4 kukL2.krukL2 CkrukL1/ ds

.
Z t

0

ht � si�
5
4 .hsi�2Chsi�

11
4 / dsX.t/Y.t/

. hti�
5
4X.t/Y.t/:

For N4, since

N4 .
Z t

0

ke�
j�j2

2 .t�s/
j�i j4ŒP div; ui ��kL2 dsC

Z t

0

ke�
j�j2

2 .t�s/
j�j1u˝ �kL2 ds;

we can get the estimate by repeating the estimate of J4; in fact, we can infer that

N4 . hti�
5
4Y.t/

�
X.t/CY.t/Ck�kL1t .L2\L1/

�
:

Like the estimate of J5, we have

N5 . hti�
5
4Y.t/k�kL1t .L2\L1/:
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Thus we have

(5-12) kbAkL2.D1/ . hti� 54 k.u0; �0/kL1\L2 Chti� 54Y.t/k�kL1t .L2\L1/:
Similarly, we can also get

(5-13)
X
iD2;3

kbAkL2.Di / . hti� 54 k.u0; �0/kL1\L2 Chti� 54Y.t/k�kL1t .L2\L1/:
5F. The estimate of k yA .t/kL2.D4/. We have

kbA.t/kL2.D4/ � kbM21.t/bu0kL2.D4/CkbM22.t/cA0kL2.D4/
C

Z t

0

kbM21.t � s/bGkL2.D4/ dsC Z t

0

kbM22.t � s/bF kL2.D4/ ds
C

Z t

0

kbM22.t � s/bHkL2.D4/ ds
DN 01CN

0
2C � � �CN

0
5:

Using (3-5), we have

N 01CN
0
2 . e

� t2 .kj�jbu0kL2.D4/Ckj�jb�0kL2.D4//
. e�

t
2 k.u0; �0/kH1 :

Similarly,

N 03 .
Z t

0

e�
t�s
2 ku � rukL2 ds

.
Z t

0

e�
t�s
2 kukL2krukL1 ds

.
Z t

0

e�
t�s
2 hsi�

11
4 dsX.t/Y.t/

. hti�
11
4 X.t/Y.t/;

and

N 04 .
Z t

0

e�
t�s
2 kP div.u � r�/kL2 ds

.
Z t

0

e�
t�s
2 .kukL1kr�kL2 CkrukL1k�kL2/ ds

.
Z t

0

e�
t�s
2 .hsi�

3
2 Chsi�2/ ds.X.t/CY.t//k�kL1t H1

. hti�
3
2 .X.t/CY.t//k�kL1t H1 :
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For the last term N 05, we have

N 05 .
Z t

0

e�
t�s
2 .kr�kL2krukL1 Ck�kL2k�ukL2/ ds

.
Z t

0

e�
t�s
2 .kr�kL2krukL1 Ck�kL2k�ukL1/ ds

.
Z t

0

e�
t�s
2 .kr�kL2krukL1 Ck�kL2kj�j

2
yukL1/ ds

.
Z t

0

e�
t�s
2

n
kr�kL2krukL1 Ck�kL2.kj�j

2
yuk
L1.j�j<hsi

3
4 /

Ckj�j2yuk
L1.j�j�hsi

3
4 /
/
o
ds

.
Z t

0

e�
t�s
2

n
kr�kL2krukL1 Ck�kL2.hsi

3
4 kj�jyukL1

Chsi�
5
4 kj�j

11
3 yukL1/

o
ds

.
Z t

0

e�
t�s
2 .hsi�2Chsi�

5
4 / ds.Y.t/CkukL1t H6/k�kL1t H1

. hti�
5
4 .Y.t/CkukL1t H6/k�kL1t H1 :

Thus we have

(5-14) kbA.t/kL2.D4/ . e� t2 k.u0; �0/kH1 Chti�
5
4 .X.t/CY.t/

CkukL1t H6/k�kL1t H1 :

Combining (5-12), (5-13) and (5-14) leads to

(5-15) kbA.t/kL2 . hti� 54 k.u0; �0/kL1\H1 Chti�
5
4 .X.t/CY.t/

CkukL1t H6/k�kL1t H1 :

6. Proof of Theorem 1.3

In this section, we give the proof of our main result.

Proof of Theorem 1.3. Thanks to Sections 4 and 5, we can get

X.t/. k.u0; �0/kL1\H2 C .X.t/CY.t//.k�kL1t H2 CX.t//;

which can be obtained by combining (4-5), (5-7), and

Y.t/. k.u0; �0/kL1\H3 CkukL1t H6k�kL1t H1

C.X.t/CY.t//.Y.t/Ck.u; �/kL1t H6/;
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which can be deduced by using (4-10), (5-11) and (5-15). Since .u; �/ is the solution
obtained by Theorem 1.1, we have

k.u; �/kL1t H6 . �:

Using the small conditions of the initial data, we can get that there exists a positive
constant C1 such that

X.t/CY.t/� C1f�C �.X.t/CY.t//C .X.t/CY.t//
2
g:

Then one can get the desired result by using continuous arguments. This completes
the proof of Theorem 1.3. �

Appendix

In this section, we show the proofs of Lemma 4.1 and (5-3) in order by using the
Littlewood–Paley theory and Fourier analysis technique.

Proof of Lemma 4.1. Let f D ui . Using

�j .ŒP div; f ��/D Œ�jP div; f �� Cf�jA��j .f A/;

we have

k�j .ŒP div; f ��/kL1 � kŒ�jP div; f ��kL1 Ckf�jA��j .f A/kL1 D ±1C±2:

±2 can be easily bounded as follows:

±2 . kf kL2kAkL2 :

Then it remains to bound ±1. Using Bony’s decomposition, we get

kŒ�jP div; f ��kL1

�

X
jk�j j�4

kŒ�jP div; Sk�1f ��k�kL1 C
X
jk�j j�4

k�jP div.�kfSk�1�/kL1

C

X
k�j�3

k�kfSkC2�jAkL1 C
X
k�j�3

k�jP div.�kf Q�k�/kL1

D Ç1C Ç2C Ç3C Ç4:

Notice thatX
jk�j j�4

kŒ�jP div; Sk�1f ��k�kL1 D
X
jk�j j�4

X
iD1;2;3

kŒ�jP @i; Sk�1f ��k�i �kL1

and let gD �i �, and return to considering the estimate of kŒ�jP @i; Sk�1f ��kgkL1 .
We can see there exists a vector function hi .x/, the components of which are
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Schwartz functions, such that

�jP @ig D 2
4j

Z
hi .2

j .x�y//g.y/ dy:

Thus, letting Qi .x/D jxjhi .x/, we have

jŒ�jP @i; Sk�1f ��kgj

D j24j
Z
hi .2

j .x�y//f.Sk�1f /.y/� .Sk�1f /.x/g�kg.y/ dyj

� 24j
Z 1

0

Z
jhi .2

j .x�y//jjx�yjjrSk�1f .sxC .1� s/y/jj�kg.y/j dy ds

� 23j
Z 1

0

Z
jQi .2

j .x�y//jjrSk�1f .sxC .1� s/y/jj�kg.y/j dy ds

D 23j
Z 1

0

Z
jQi .2

j z/jjrSk�1f .x� zC sz/jj�kg.x� z/j dz ds:

By Hölder’s inequality, we have

kŒ�jP @i; Sk�1f ��kgkL1

� 23j
Z 1

0

Z
jQi .2

j z/jkrSk�1f .� � zC sz/kL2.�/k�k�.� � z/kL2.�/ dz ds

� 23j
Z
jQi .2

j z/j dzkrf kL2k�kgkL2 . krf kL2kgkL2 :

Thus we can get
Ç1 . krf kL2k�kL2 :

Ç2 can be easily bounded. Next, we bound Ç3 and Ç4. For Ç3, by Bernstein’s
inequality, we have

Ç3 .
X
k�j�3

k�kf kL2k�jAkL2 . 2j k�j �kL2
X
k�j�3

2�kkr�kf kL2

. krf kL2k�kL2 :

For Ç4, using Bernstein’s inequality again, we have

Ç4 . 2j
X
k�j�3

k�kf kL2k Q�k�kL2 . 2j k�kL2
X
k�j�3

2�kk�krf kL2

. 2j krf kL2k�kL2
X
k�j�3

2�k . krf kL2k�kL2 :

Collecting the above four estimates leads to the desired results. �
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Proof of (5-3). Let f D ui , and using

ŒP div; f �� D
X

iD1;2;3

ŒP @i; f ��i �;

we return to the bound kŒP @i; f �gikL2 , where gi D �i � . Notice that if bP @i D
ˆ.�; �i /, satisfying jr�ˆ.�; �i /j. 1, we have

jˆ.�; �i /�ˆ.� � �; �i � �i /j. j�j:

Using the Fourier transform, we have

j4ŒP @i; f �gi j

D

ˇ̌̌̌
ˆ.�; �i /

Z
yf .�/bgi .� � �/ d�� Z yf .�/ˆ.� � �; �i � �i /bgi .� � �/ d�ˇ̌̌̌

�

ˇ̌̌̌ Z
yf .�/jˆ.�; �i /�ˆ.� � �; �i � �i /jbgi .� � �/ d�ˇ̌̌̌

.
ˇ̌̌̌ Z
j�j yf .�/bgi .� � �/ d�ˇ̌̌̌;

which yields the desired result by using Young’s inequality. �
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examples: [Smith 2008; Fu and Liu 2009; Beaudet et al. 2014; Lasnier 2011;
Beligiannis 2013]. Adachi, Iyama and Reiten [Adachi et al. 2014] established a
bijection between cluster tilting objects in a 2-Calabi–Yau triangulated category and
support τ -tilting modules over a cluster-tilted algebra (see also [Chang et al. 2015;
Yang et al. 2017; Yang and Zhu 2019] for various versions of this bijection). They
introduced the τ -tilting theory for finite-dimensional algebras. As a generalization
of classical tilting theory, it completes tilting theory from the viewpoint of mutation.
Nowadays the relationships between τ -tilting theory and the various aspects of the
representation theory of finite-dimensional algebras have been studied.

In order to generalize the bijection in [Adachi et al. 2014] mentioned above to
arbitrary triangulated categories with cluster tilting objects, two of us [Yang and
Zhu 2019] introduced the notion of relative cluster tilting objects. An object M
in a triangulated category C with a cluster tilting object T is called a T [1]-cluster
tilting object provided that |M | = |T | and [T [1]](M,M[1])= 0, where |X | denotes
the number of the isomorphism classes of indecomposable direct summands of
X and [T [1]](X, X [1])) denotes the subgroup of HomC (X, X [1]) consisting of
morphisms factoring through an object in add(T [1]). It was proved that there is a
bijection between the set of basic T [1]-cluster tilting objects and the set of basic
support τ -tilting modules over the cluster tilted algebra EndC (T )op, see [Yang and
Zhu 2019], which is the bijection in [Adachi et al. 2014] when C is 2-Calabi–Yau.

Although the (2-Calabi–Yau) triangulated categories with cluster tilting objects
are the main sources for categorifying cluster algebras, the more general triangulated
categories (not necessarily 2-Calabi–Yau) with cluster tilting subcategories (the
number of nonisomorphic indecomposable objects in it is not finite) appear naturally,
see for examples, [Jørgensen and Palu 2013; Ng 2010; Igusa and Todorov 2015a;
2015b; Holm and Jørgensen 2012; Liu and Paquette 2017; Chang et al. 2018; Gratz
et al. 2019; Stovicek and van Roosmalen 2016; Jørgensen and Yakimov 2017]. It is
natural to ask which classes of subcategories of C correspond bijectively to support
τ -tilting subcategories of mod T for 2-Calabi–Yau triangulated categories, higher
Calabi–Yau triangulated categories or arbitrary triangulated categories, where T is
a cluster tilting subcategory of C . Iyama, Jørgensen and Yang [Iyama et al. 2014]
gave a functor version of τ -tilting theory. They considered modules over a category
and showed that for a triangulated category C with a silting subcategory S, there
exists a bijection between the set of silting subcategories of C which are in S ∗S[1]
and the set of support τ -tilting pairs of mod S.

Motivated by this question and the bijection given by Yang and Zhu [2019],
we introduce the notions of T [1]-cluster tilting subcategories (also called ghost
cluster tilting subcategories) and weak T [1]-cluster tilting subcategories of C (the
precise definitions of these subcategories are given in Definition 3.1), which are
generalizations of cluster tilting subcategories. When C has a cluster tilting object T,
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then weak add(T [1])-cluster tilting subcategories coincide with add(T [1])-cluster
tilting subcategories, and are also the same as T [1]-cluster tilting objects introduced
in [Yang and Zhu 2019].

The first part of our work is to develop a basic theory of ghost cluster tilting
subcategories of C . Some intrinsic properties and results on ghost cluster tilting
subcategories will be presented. Some of our results can be summarized as follows.

cluster tilting

Proposition 3.3
��

ghost cluster tilting

F-stable
Theorem 3.6

OO

Proposition 3.7
��

Corollary 3.11
// weak ghost cluster tilting

contravariantly finite
Definition 3.1

oo

maximal ghost rigid

contravariantly finite
Theorem 3.10

OO

The second part of our paper is devoted to answering the question above. We have
the following main result.

Theorem 1.1 (see Proposition 4.2 and Theorem 4.3). Let C be a triangulated
category with a cluster-tilting subcategory T . The functor H : C →Mod T induces
a bijection

8 :X 7−→ (H(X ), T ∩X [−1])

from the first of the following sets to the second:

(I) T [1]-rigid subcategories of C .

(II) τ -rigid pairs of mod T .

It restricts to a bijection from the first to the second of the following sets:

(I) Weak T [1]-tilting subcategories of C .

(II) Support τ -tilting subcategories of mod T .

Consequently, we also describe the subcategories of mod T which correspond to
cluster tilting subcategories of C (see Theorem 4.4). This generalizes and improves
several results in the literature.

Inspired by Adachi, Iyama and Reiten [Adachi et al. 2014] and by Iyama,
Jørgensen and Yang [Iyama et al. 2014], we introduce the notions of τ -tilting
subcategories and tilting subcategories of mod T . In the third part of our paper, we
give some close relationships between certain ghost cluster tilting subcategories
of C and some important subcategories of mod T (see Theorems 4.8 and 4.11).

The paper is organized as follows. In Section 2, we recall some elementary
definitions and facts about cluster tilting subcategories and support τ -tilting sub-
categories. In Section 3, we will study the basic properties of ghost cluster tilting
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subcategories of C . For a triangulated category with cluster tilting object, we will
show that the definition of ghost cluster tilting objects in C is equivalent to the
definition of relative cluster tilting objects in [Yang and Zhu 2019]. In Section 4,
we explore the connections between ghost cluster tilting theory and τ -tilting theory.

We conclude this section with some conventions.
Throughout this article, k is an algebraically closed field. All modules we

consider in this paper are left modules. Let C be an additive category. When we
say that D is a subcategory of C , we always assume that D is a full subcategory
which is closed under isomorphisms, direct sums and direct summands. We denote
by [D] the ideal of C consisting of morphisms which factor through objects in D .
Thus we get a new category C /[D] whose objects are objects of C and whose
morphisms are elements of C (X, Y )/[D](X, Y ) for X, Y ∈ C /[D]. For any object
M, we denote by addM the full subcategory of C consisting of direct summands of
direct sum of finitely many copies of M and simply denote C /[addM] by C /[M].
Let X and Y be subcategories of C . We denote by X ∨Y the smallest subcategory
of C containing X and Y . For two morphisms f : M→ N and g : N → L , the
composition of f and g is denoted by g f : M→ L .

Let X be an object in C . A morphism f : D0 → X is called a right D-
approximation of X if D0 ∈ D and HomC (−, f )|D is surjective. If any object
in C has a right D-approximation, we call D contravariantly finite in C . Dually,
a left D-approximation and a covariantly finite subcategory are defined. We say
that D is functorially finite if it is both covariantly finite and contravariantly finite.
For more details, we refer to [Auslander and Reiten 1991].

For any triangulated category C , we assume that it is k-linear, Hom-finite, and
satisfies the Krull–Remak–Schmidt property [Happel 1988]. For any object M
in C , we can write M ' M1 ⊕ · · · ⊕ Mn , where the endomorphism ring of Mi

is local, for any i = 1, 2, . . . , n. Then M is called basic if Mi 6' M j for all
i 6= j. In C , we denote the shift functor by [1] and for objects X and Y, define
ExtiC (X, Y ) = HomC (X, Y [i]). For two subcategories X ,Y of C , we denote
by Ext1(X ,Y ) = 0 when Ext1(X, Y ) = 0 for any X ∈ X and Y ∈ Y . For a
subcategory X , we use |X | to denote the number of nonisomorphic indecomposable
objects in X . It is easy to see that |X | <∞ if and only if X = add X for an
object X. In this case, |X | is denoted simply by |X |.

2. Background and preliminary results

In this section, we give some background material and recall some results that will
be used in this paper.

Cluster tilting subcategories and relative cluster tilting objects. Let C be a trian-
gulated category. An important class of subcategories of C are the cluster tilting
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subcategories, which have many nice properties. We recall the definition of cluster
tilting subcategories from [Buan et al. 2006; Keller and Reiten 2007; Koenig and
Zhu 2008; Iyama and Yoshino 2008].

Definition 2.1. (1) A subcategory T of C is called rigid if HomC (T , T [1])= 0.

(2) A subcategory T of C is maximal rigid if it is rigid and maximal with respect
to this property, that is, T = {M ∈C |HomC (T ∨addM, (T ∨addM)[1])= 0}.

(3) A functorially finite subcategory T of C is called cluster tilting if

T = {M ∈ C | HomC (T ,M[1])= 0} = {M ∈ C | HomC (M, T [1])= 0}.

(4) An object T in C is cluster tilting if addT is a cluster tilting subcategory of C .

Remark 2.2. It is easy to see that a subcategory T of C is cluster tilting if and
only if it is contravariantly finite in C and T = {M ∈ C | HomC (T ,M[1]) = 0},
see for example [Koenig and Zhu 2008].

For two subcategories X and Y of C , we denote by X ∗Y the collection of
objects in C consisting of all such M ∈ C with triangles

X −→ M −→ Y −→ X [1],

where X ∈X and Y ∈ Y .
Recall from [Bondal and Kapranov 1989] that C has a Serre functor S provided

S : C → C is an equivalence and there exists a functorial isomorphism

HomC (A, B)' D HomC (B,SA)

for any A, B ∈ C , where D is the duality over k. Thus C has the Auslander–
Reiten translation τ ' S[−1], see [Reiten and Van den Bergh 2002]. Define an
equivalence F = τ−1

◦ [1]. An object M in C is called F-stable if F(M) ' M
and a subcategory M of C is called F-stable if F(M) =M. We say that C is
2-Calabi–Yau if S' [2]. Note that for a 2-Calabi–Yau category C , F = idC .

We have the following result [Keller and Reiten 2007; Koenig and Zhu 2008;
Iyama and Yoshino 2008], which will be used frequently in this paper.

Proposition 2.3. Let T be a cluster-tilting subcategory of C and C be an arbitrary
object in C . Then:

(a) C = T ∗ T [1].

(b) FT = T if C has a Serre functor.

(c) Let C→ T0 be a left addT -approximation of C. Let C→ T0→ Y → C[1] be
a completed triangle. Then Y is in addT.
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When C is a 2-Calabi–Yau triangulated category, cluster tilting objects have a
very important property: if we remove some direct summand Ti from a cluster tilting
object T = T1⊕T2⊕· · ·⊕Tn to get T/Ti =⊕ j 6=i T j (which is called an almost com-
plete cluster tilting object), then there is exactly one indecomposable object T ∗i such
that T ∗i � Ti and T/Ti⊕T ∗i is a cluster-tilting object, which is called the mutation of
T at Ti , see [Buan et al. 2006; Iyama and Yoshino 2008]. But the mutation of cluster
tilting objects in triangulated categories which are not 2-Calabi–Yau is not always
possible, see for example Section II1 in [Buan et al. 2009]. In order to generalize it
in a more general triangulated category, Yang and Zhu [2019] introduced the notion
of relative cluster tilting objects in triangulated categories as follows.

Definition 2.4 [Yang and Zhu 2019, Definition 3.1]. Let C be a triangulated cate-
gory with a cluster tilting object.

• An object X in C is called relative rigid if there exists a cluster tilting object
T such that [T [1]](X, X [1])= 0. In this case, X is also called T [1]-rigid.

• An object X in C is called relative cluster tilting if there exists a cluster tilting
object T such that X is T [1]-rigid and |X | = |T |. In this case, X is also called
T [1]-cluster tilting.

Throughout this paper, we denote by T [1]-rigid C (respectively, T [1]-tilt C )
the set of isomorphism classes of basic T [1]-rigid (respectively, basic T [1]-cluster
tilting) objects in C .

Support τ -tilting modules and support τ -tilting subcategories. Let 3 be a finite-
dimensional k-algebra and τ the Auslander–Reiten translation. We denote by proj3

the subcategory of mod3 consisting of projective 3-modules. Support τ -tilting
modules were introduced by Adachi, Iyama and Reiten [Adachi et al. 2014], they
can be regarded as a generalization of tilting modules.

Definition 2.5. Let (X, P) be a pair with X ∈mod3 and P ∈ proj3.

1. X is called τ -rigid if Hom3(X, τ X)= 0.

2. X is called τ -tilting if X is τ -rigid and |X | = |3|.

3. (X, P) is called a τ -rigid pair if X is τ -rigid and Hom3(P, X)= 0.

4. (X, P) is a support τ -tilting pair if it is a τ -rigid pair and |X | + |P| = |3|. In
this case, X is called a support τ -tilting module.

Throughout this paper, we denote by τ -rigid 3 the set of isomorphism classes
of basic τ -rigid pairs of 3, and by sτ -tilt3 the set of isomorphism classes of basic
support τ -tilting 3-modules.

The following proposition gives a criterion for a τ -rigid3-module to be a support
τ -tilting 3-module.
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Proposition 2.6 [Jasso 2015, Proposition 2.14]. Let 3 be a finite-dimensional
algebra and M a τ -rigid 3-module. Then M is a support τ -tilting 3-module if and
only if there exists an exact sequence

3
f
−→M ′ g

−→M ′′→ 0,

with M ′,M ′′ ∈ addM and f a left (addM)-approximation of 3.

Iyama, Jørgensen and Yang [Iyama et al. 2014, Definition 1.3] defined a functor
version of τ−tilting modules, and they extended the notion of support τ -tilting
modules for finite dimensional algebras to that for essentially small additive cate-
gories. Let T be an additive category. We write Mod T for the abelian category of
contravariant additive functors from T to the category of abelian groups and mod T
for the full subcategory of finitely presented functors, see [Auslander 1974].

Definition 2.7 [Iyama et al. 2014, Definition 1.3]. Let T be an essentially small
additive category.

(i) Let M be a subcategory of mod T . A class { P1
πM
−→ P0→ M→ 0 | M ∈M }

of projective presentations in mod T is said to have Property (S) if

Hommod T (π
M ,M ′) : Hommod T (P0,M ′)→ Hommod T (P1,M ′)

is surjective for any M,M ′ ∈M.

(ii) A subcategory M of mod T is said to be τ -rigid if there is a class of projective
presentations {P1→ P0→ M→ 0 | M ∈M} which has Property (S).

(iii) A τ -rigid pair of mod T is a pair (M, E), where M is a τ -rigid subcategory
of mod T and E ⊆ T is a subcategory with M(E)= 0, that is, M(E)= 0 for
each M ∈M and E ∈ E .

(iv) A τ -rigid pair (M, E) is support τ -tilting if E = Ker (M) and for each T ∈ T
there exists an exact sequence T (−, T ) f

−→M0
→M1

→ 0 with M0,M1
∈M

such that f is a left M-approximation. In this case, M is called a support
τ -tilting subcategory of mod T .

From triangulated categories to abelian categories. In this subsection, we assume
that T is a cluster tilting subcategory of a triangulated category C . A T -module is
a contravariant k-linear functor F : T →Mod k. Then T -modules form an abelian
category Mod T . We denote by mod T the subcategory of Mod T consisting of
finitely presented T -modules. It is easy to see that mod T is an abelian category.
Moreover the restricted Yoneda functor

H : C →Mod T , M 7→ HomC (−,M) |T
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is homological and induces an equivalence

T ∼
−→ proj(mod T ).

The following results are crucial in this paper.

Theorem 2.8. (i) H(C ) is a subcategory of mod T .

(ii) [Auslander 1974] For N ∈Mod T and T ∈ T , there exists a natural isomor-
phism

HomMod T (H(T ), N ) ∼−→ N (T ).

More explicitly, if we have a map f : T → T ′, where T ′ ∈ T , then we have the
commutative diagram

Hommod T (H(T ′), N )

'

��

◦H( f )
// Hommod T (H(T ), N )

'

��

N (T ′)
N ( f )

// N (T ).

(iii) [Keller and Reiten 2007; Koenig and Zhu 2008; Iyama and Yoshino 2008] The
functor H from (i) induces an equivalence

C /[T [1]] ∼−→mod T ,

and mod T is Gorenstein of dimension at most one.

Proof of (i). Since T is cluster tilting, for any object C ∈ C , there exists a triangle

T0
f
// T1

g
// C h

// T0[1],

where T0, T1 ∈ T . Applying the functor H to the above triangle, we get an exact
sequence

H(T0)
f ◦
// H(T1)

g◦
// H(C) // 0.

This shows that H(C) ∈mod T . �

If there exists an object T ∈ C such that T = addT, we obtain the following.

Corollary 2.9. Let T be a cluster tilting object in C and 3= Endop
C (T ). Then the

functor

(2-1) HomC (T,−) : C →mod3

induces an equivalence

(2-2) (−) : C /[T [1]] ∼−→mod3.

This equivalence gives a close relationship between the relative cluster tilting
objects in C and support τ -tilting 3-modules.
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Theorem 2.10 [Yang and Zhu 2019, Theorem 3.6]. Let C be a triangulated cate-
gory with a Serre functor S and a cluster tilting object T, and let 3 = Endop

C (T ).
Then the functor (2-1) induces the bijections

T [1]-rigid C
(a)
←→ τ -rigid3, T [1]-tilt C (b)

←→ sτ -tilt3.

3. Ghost cluster tilting subcategories

In this section, our aim is to define and study ghost cluster tilting subcategories in a
triangulated category with cluster tilting subcategories, in particular, to compare
them to the existing notions: cluster tilting subcategories [Keller and Reiten 2007;
Koenig and Zhu 2008; Iyama and Yoshino 2008] and relative cluster tilting objects
[Yang and Zhu 2019].

Ghost cluster tilting subcategories. We first give the definitions and then discuss
connections between them.

Definition 3.1. Let C be a triangulated category with a cluster tilting subcategory.

(i) A subcategory X in C is called ghost rigid if there exists a cluster tilting
subcategory T such that [T [1]](X ,X [1])= 0. In this case, X is also called
T [1]-rigid.

(ii) A subcategory X in C is called maximal ghost rigid if there exists a cluster
tilting subcategory T such that X is T [1]-rigid and

[T [1]](X ∨ addM, (X ∨ addM)[1])= 0 implies M ∈X .

In this case, X is also called maximal T [1]-rigid.

(iii) A subcategory X in C is called weak ghost cluster tilting if there exists a
cluster tilting subcategory T with T ⊆X [−1] ∗X and

X = {M ∈ C | [T [1]](M,X [1])= 0 and [T [1]](X ,M[1])= 0}.

In this case, X is also called weak T [1]-cluster tilting.
(iv) A subcategory X in C is called ghost cluster tilting if X is contravariantly

finite in C and there exists a cluster tilting subcategory T such that

X = {M ∈ C | [T [1]](M,X [1])= 0 and [T [1]](X ,M[1])= 0}.

In this case, X is also called T [1]-cluster tilting.

(v) An object X is called T [1]-rigid, maximal T [1]-rigid, weak T [1]-cluster
tilting, or T [1]-cluster tilting if addX is T [1]-rigid, maximal T [1]-rigid, weak
T [1]-cluster tilting, or T [1]-cluster tilting respectively.

Remark 3.2. Since ghost cluster tilting subcategories are introduced in order to
generalize the notion of relative cluster tilting objects, it is natural to compare the



712 WUZHONG YANG, PANYUE ZHOU AND BIN ZHU

definition of relative cluster tilting objects of Definition 2.4 (originally given in
[Yang and Zhu 2019]) to the definition of ghost cluster tilting subcategories of
Definition 3.1(iv). When C has a cluster tilting object, we will show that ghost
cluster tilting objects are exactly the relative cluster tilting objects in Theorem 3.16.
Therefore when |T | =∞, we replace the condition “|X | = |T |” by the equation

“X = {M ∈ C | [T [1]](M,X [1])= 0 and [T [1]](X ,M[1])= 0}.”

From here until the end of the section, we prove some properties of ghost cluster
tilting subcategories. We first prove a cluster tilting subcategory is a ghost cluster
tilting subcategory with respect to any cluster tilting subcategory.

Proposition 3.3. Cluster tilting subcategories are ghost cluster tilting. More pre-
cisely, let X be a cluster tilting subcategory. Then X is T [1]-cluster tilting
subcategory for any cluster tilting subcategory T .

Proof. Let X be an arbitrary cluster tilting subcategory in C . Clearly, X is
contravariantly finite and

X ⊆ {M ∈ C | [T [1]](X ,M[1])= 0= [T [1]](M,X [1])}.

For any object M ∈ {M ∈ C | [T [1]](X ,M[1])= 0= [T [1]](M,X [1])}, we need
to prove that M ∈X . Since T is cluster tilting, there exists a triangle

T1
f
−→ T0

g
−→M h

−→ T1[1],

where T0, T1 ∈ T . Take a left X -approximation of T0 and complete it to a triangle

T0
u
−→ X1

v
−→ X2

w
−→ T0[1],

where X1 ∈ X . Since X is cluster tilting, by Proposition 2.3(c), we have that
X2 ∈X . By the octahedral axiom, we have a commutative diagram

T1
f
// T0

g
//

u
��

M h
//

a
��

T1[1]

T1
x=u f
// X1

y
//

v
��

N
z
//

b
��

T1[1]

X2

w
��

X2

c
��

T0[1]
g[1]
// M[1]

of triangles. We claim that x is a left X -approximation of T1. Indeed, for any
morphism α : T1→ X ′, where X ′ ∈X , since α◦h[−1] ∈ [T ](M[−1],X )= 0, there
exists a morphism β : T0→ X ′ such that α= β f . Since u is a left X -approximation
of T0 and X ′ ∈X , there exists a morphism γ : X1→ X ′ such that β = γ u and then
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α=γ (u f )=γ x . This shows that x is a left X -approximation of T1. Note that X is
cluster tilting. Thus N ∈X . Since c= g[1]w ∈ [T [1]](X ,M[1])= 0, the triangle

M a
−→ N b

−→ X2
c
−→M[1]

splits. It follows that M is a direct summand of N and therefore M ∈X . Thus

X = {M ∈ C | [T [1]](X ,M[1])= 0= [T [1]](M,X [1])}

and hence X is T [1]-cluster tilting. �

The following example shows that ghost cluster tilting subcategories need not be
cluster tilting.

Example 3.4. Let A = k Q/I be a self-injective algebra given by the quiver

Q : 1
α
// 2

β
oo

and I = 〈αβαβ, βαβα〉. Let C be the stable module category mod A of A. This is
a triangulated category whose Auslander–Reiten quiver is the following (note that
projective-injective modules should be deleted):

1
2
1
2 ��

2
1
2
1 ��2

1
2

??

��

1
2
1

oo

??

��

2
1
2

oo

2
1

��

??

1
2

��

??

oo

1

??

2oo

??

1oo

where the leftmost and rightmost columns are identified. It is easy to see that

T := add
(

2⊕
2
1
2

)
is a cluster tilting subcategory of C . Note that X := add

(
2 ⊕ 1

2

)
is a T [1]-

cluster tilting subcategory of C , but not a cluster tilting subcategory of C , since
Hom

( 1
2 ,

1
2 [1]

)
= Hom

( 1
2 ,

1
2

)
6= 0.

As we have seen in Example 3.4, ghost cluster tilting categories need not be
cluster tilting categories, however the situation is much better when we assume that
the triangulated category C has a Serre functor S as we will show in Theorem 3.6.

We need the following lemma in order to prove Theorem 3.6:

Lemma 3.5. Let C be a triangulated category with a Serre functor S and a cluster
tilting subcategory T . For two objects M and N in C , [T [1]](M, N [1])= 0 and
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[T [1]](N , τM) = 0 if and only if HomC (M, N [1]) = 0. In particular, if C is
2-Calabi–Yau, then M is T [1]-rigid if and only if M is rigid.

Proof. Our argument is similar to the proof of Proposition 3.4 in [Yang and Zhu
2019]. We give the proof for the convenience of the reader.

We show the “if” part. If HomC (M, N [1])= 0, then [T [1]](M, N [1])= 0. By
the Serre duality, we have

HomC (N , τM)' HomC (N [1],SM)' D HomC (M, N [1])= 0.

Thus we obtain [T [1]](N , τM)= 0.
We now show the “only if” part. Since T is a cluster tilting subcategory, by

Proposition 2.3(a), we have a triangle

T0
g
−→ N f

−→ T1[1]
h
−→ T0[1]

with T0, T1 ∈ T . Thus we have a commutative diagram of exact sequences:

HomC (T1[1], τM)

· f
��

∼
oo

HomC (N , τM)

��

∼
oo

HomC (T0, τM)

��

∼
oo

HomC (T1, τM) ∼
oo

D HomC (M, T1[2])

D( f [1]·)
��

D HomC (M, N [1])

D(g[1]·)
��

D HomC (M, T0[1])

D(h·)
��

D HomC (M, T1[1])

Since Im(· f )= {a f | a ∈ HomC (T1[1], τM)} ⊆ [T [1]](N , τM)= 0, we deduce

(3-1) KerD(g[1]·)= ImD( f [1]·)' Im(· f )= 0.

N
f
//

��

T1[1]
h
//

~~

T0[1]
g[1]

// N [1]

τM M

b

OO

∃c

``

Take any b ∈ HomC (M, T0[1]). Since [T [1]](M, N [1]) = 0, we have g[1]b = 0.
Thus there exists c : M→ T1[1] such that b = hc, which implies that

(h·) : HomC (M, T1[1])−→ HomC (M, T0[1]), c 7−→ hc = b



TRIANGULATED CATEGORIES WITH CLUSTER TILTING SUBCATEGORIES 715

is surjective. Therefore, D(h·) is injective and

Im D(g[1]·)= Ker D(h·)= 0.

Combining this with (3-1), we deduce D HomC (M, N [1])=0 and HomC (M, N [1])
vanishes.

If C is 2-Calabi–Yau, then τ ' [1]. The assertion is clear. �

The following result gives a characterization of cluster tilting subcategories in
terms of ghost cluster tilting subcategories, which implies that in a 2-Calabi–Yau
triangulated category, ghost cluster tilting subcategories coincide with cluster tilting
subcategories.

Theorem 3.6. Let C be a triangulated category with a Serre functor S and a
cluster tilting subcategory. Then F-stable ghost cluster tilting subcategories of C

are precisely cluster tilting subcategories, where F = τ−1
[1] = S−1

[2].

Proof. By Proposition 2.3, we have that cluster tilting subcategories are F-stable.
By Proposition 3.3, we have that cluster tilting subcategories are ghost cluster tilting.
Now we prove the other direction. Let X be a T [1]-cluster tilting subcategory
satisfying FX = X , where T is a cluster tilting subcategory. It follows that
τX =X [1].

(1) We show that X is a rigid subcategory of C . For any two objects M, N ∈X ,
since X is T [1]-tilting, we have

(3-2) [T [1]](M, N [1])= 0.

Similarly, since τX =X [1], we have τM =M ′[1], where M ′ ∈X . It follows that

(3-3) [T [1]](N , τM)= [T [1]](N ,M ′[1])= 0.

By Lemma 3.5, equalities (3-2) and (3-3) imply that HomC (M, N [1])= 0.
(2) We show that X = {M ∈ C | Ext1C (X ,M) = 0}. The “⊆” part is clear.

Assume that an object M ∈ C satisfies Ext1C (X ,M)= 0. Then

HomC (M,X [1])' D HomC (X [1],SM)

' D HomC (τX , FSM)

' D HomC (X ,M[1])= 0.

This implies that [T [1]](M,X [1]) = 0. Since [T [1]](X ,M[1]) = 0 and X is
T [1]-cluster tilting, we obtain that M ∈X .

Note that X is contravariantly finite. It follows from Remark 2.2 that X is a
cluster tilting subcategory of C . �

Proposition 3.7. Any ghost cluster tilting subcategory is a contravariantly finite
maximal ghost rigid subcategory.



716 WUZHONG YANG, PANYUE ZHOU AND BIN ZHU

Proof. Assume that X is a T [1]-cluster tilting subcategory. If there exists an object
M ∈ C such that

[T [1]](X ∨ addM, (X ∨ addM)[1])= 0,

then
[T [1]](X ,M[1])= 0 and [T [1]](M,X [1])= 0.

Since X is T [1]-cluster tilting, we obtain M ∈X . �

The converse result to Proposition 3.7 will be given in Theorem 3.10. We need
the following lemma to prove this theorem.

Lemma 3.8. (a) Let T be a cluster tilting subcategory and X a maximal T [1]-
rigid subcategory in C . Let T0 ∈ T , let T0

g
−→ X0 be a left X -approximation

of T0 and consider the associated triangle:

M[−1] f
−→ T0

g
−→ X0

h
−→M.

Then M ∈X .

(b) Let T be a cluster tilting subcategory and X a maximal T [1]-rigid subcategory
in C . Let T0 ∈ T , let X0[−1] f

−→T0 be a left X [−1]-approximation of T0 and
consider the associated triangle:

X0[−1] f
−→ T0

g
−→M h

−→ X0.

Then M ∈X .

Proof. We only prove (a), the proof of (b) is similar. For any x ∈ [T ](M[−1],X ),
there are two morphisms x1 : M[−1] → T1 and x2 : T1→ X1 such that x = x2x1,
where T1 ∈ T and X1 ∈X .

X0[−1]
h[−1]

// M[−1]
f
//

x1

��

T0
g

//

a

��

X0
h

//

b

||

M
− f [1]

// T0[1]

T1

x2

��

T2

y2

OO

c

bb

X1 X2[−1]

y1

OO

Since X is T [1]-rigid, we have xh[−1] = x2(x1h[−1])= 0. Thus, there exists
a :T0→ X1 such that x=a f . Because g is a left X -approximation of T0, we deduce
that there exists b : X0→ X1 such that a= bg. Therefore, x = a f = b(g f )= 0 and

(3-4) [T [1]](M,X [1])= 0.
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For y ∈ [T ](X [−1],M), there are two morphisms y1 : X2[−1] → T2 and y2 :

T2 → M such that y = y2 y1, where T2 ∈ T and X2 ∈ X . Since f [1]y2 = 0,
there exists c : T2 → X0 such that y2 = hc. Because X is T [1]-rigid, we have
y = y2 y1 = h(cy1)= 0. Therefore,

(3-5) [T [1]](X ,M[1])= 0.

For any z ∈ [T ](M[−1],M), there are two morphisms z1 : M[−1] → T3 and z2 :

T3→M such that z= z2z1, where T3∈T . Since f [1]z2=0, there exists d :T3→ X0

such that z2 = hd . By equality (3-4), we have z = z2z1 = h(dz1)= 0. Thus,

(3-6) [T [1]](M,M[1])= 0.

T0
g
// X0

h
// M
− f [1]

// T0[1]

T3

z2

OO

d

ee

M[−1]

z1

OO

Using (3-4), (3-5) and (3-6), we get [T [1]](X ∨addM, (X ∨addM)[1])= 0. Note
that X is maximal T [1]-rigid. Hence M ∈X . �

This lemma immediately yields the following important conclusion:

Corollary 3.9. Let T be a cluster tilting subcategory in a triangulated category C

and X be a covariantly (or contravariantly) finite maximal T [1]-rigid subcategory.
Then

T ⊆X [−1] ∗X .

Now we prove that the converse of Proposition 3.7 also holds, which generalizes
a result of Zhou and Zhu [2011, Theorem 2.6].

Theorem 3.10. Let C be a triangulated category with a cluster tilting subcat-
egory T . Then any contravariantly finite maximal T [1]-rigid subcategory is a
T [1]-cluster tilting subcategory.

Proof. Assume that X is a contravariantly finite maximal T [1]-rigid subcategory
in C . Clearly,

X ⊆ {M ∈ C | [T [1]](X ,M[1])= 0= [T [1]](M,X [1])}.

For any object M ∈ {M ∈ C | [T [1]](X ,M[1])= 0= [T [1]](M,X [1])}, since T
is cluster tilting, there exists a triangle

T1
f
−→ T0

g
−→M h

−→ T1[1],

where T0, T1 ∈ T . By Corollary 3.9, there exists a triangle

T0
u
−→ X1

v
−→ X2

w
−→ T0[1],
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where X1, X2∈X . Since X is T [1]-rigid, we have that u is a left X -approximation
of T0. By the octahedral axiom, we have a commutative diagram

T1
f
// T0

g
//

u
��

M h
//

a
��

T1[1]

T1
x=u f

// X1
y
//

v
��

N
z
//

b
��

T1[1]

X2

w
��

X2

c
��

T0[1]
g[1]
// M[1]

of triangles. Using similar arguments as in the proof of Proposition 3.3, we conclude
that x is a left X -approximation of T1. By Lemma 3.8, we have N ∈X . Since

c = g[1]w ∈ [T [1]](X ,M[1])= 0.

This shows that the triangle

M a
−→ N b

−→ X2
c
−→M[1].

splits. It follows that M is a direct summand of N and thus M ∈X . Hence X is
T [1]-cluster tilting. �

Corollary 3.11. Let C be a triangulated category with a cluster tilting subcat-
egory T . Then T [1]-cluster tilting subcategories are weak T [1]-cluster tilting
subcategories.

Proof. This follows from Theorem 3.10 and Corollary 3.9. �

The following example shows the converse is not true. More precisely, weak
T [1]-cluster tilting subcategories are not usually T [1]-cluster tilting subcategories.

Example 3.12. The cluster category of type A∞ was introduced in [Holm and Jør-
gensen 2012; Ng 2010]. This definition is completely analogous to the definition of
the cluster category of type An . Namely, it is the orbit category D f (mod0)/S[−2].
Here 0 is a quiver of type A∞ with zigzag orientation and S and [1] are the Serre
and shift functors of the finite derived category D f (mod0). Let C be a cluster
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category of type A∞. The Auslander–Reiten quiver of C is as follows:

��

...
��

...

��

...

��

...

��

...

��

...

��

...
��

•

??

��

♣

??

��

◦

??

��

◦

??

��

◦

??

��

◦

??

��

◦

??

��

♣

??

��
· · ·

??

��

•

??

��

♣

??

��

◦

??

��

◦

??

��

◦

??

��

◦

??

��

♣

??

��

· · ·

◦

??

��

•

??

��

♣

??

��

◦

??

��

◦

??

��

◦

??

��

♣

??

��

•

??

��
· · ·

??

��

◦

??

��

•

??

��

♣

??

��

◦

??

��

◦

??

��

♣

??

��

•

??

��

· · ·

◦

??

◦

??

•

??

♣

??

•

??

♣

??

•

??

◦

??

Set X to be the subcategory whose indecomposable objects are marked by bullets
here, and T to be the subcategory whose indecomposable objects are marked by
clubsuits here. It is easy to see that T is a cluster tilting subcategory of C and
T ⊆X [−1] ∗X . By [Holm and Jørgensen 2012, Theorem 4.3], we have that X

is a weak cluster tilting subcategory of C since the corresponding set of arcs is a
maximal set of noncrossing arcs. By [Holm and Jørgensen 2012, Theorem 4.4], we
obtain that X is not contravariantly finite in C since the corresponding maximal
set of noncrossing arcs has no right-fountain. That is to say, X is a weak ghost
cluster tilting subcategory in the sense of Definition 3.1, but it is not ghost cluster
tilting (=cluster tilting).

As an application of Theorem 3.10, we have the following:

Corollary 3.13 [Zhou and Zhu 2011, Theorem 2.6]. Let C be a 2-Calabi–Yau
triangulated category with a cluster tilting subcategory T . Then every functorially
finite maximal rigid subcategory is cluster-tilting.

Proof. This follows from Lemma 3.5 and Theorem 3.10. �

We give a characterization of weak ghost cluster tilting subcategories.

Theorem 3.14. Let C be a triangulated category with a cluster tilting subcategory
T , and X a subcategory of C . Then X is a weak ghost cluster tilting subcategory
if and only if X is a maximal ghost rigid subcategory such that T ⊆X [−1] ∗X .

Proof. This follows from similar arguments as in the proof of Theorem 3.10. �
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We conclude with a picture illustrating the relationships between ghost cluster
tilting subcategories and related subcategories:

cluster tilting

Proposition 3.3

��

ghost cluster tilting

F-stable
Theorem 3.6

OO

Proposition 3.7

��

Corollary 3.11
// weak ghost cluster tilting

contravariantly finite
Definition 3.1

oo

maximal ghost rigid

contravariantly finite
Theorem 3.10

OO

A characterization of ghost cluster tilting objects. In this subsection, we always
assume that C is a triangulated category with a Serre functor and a cluster tilting
object T. We will prove that the add(T [1])-cluster tilting objects are precisely the
T [1]-cluster tilting objects introduced in [Yang and Zhu 2019], see Definition 2.4.
Notice that the two objects have similar names but quite different definitions. To
prove it, we need a lemma:

Lemma 3.15. (a) Let T be a cluster tilting object and X a T [1]-cluster tilting
object in C . Let T0 ∈ addT, let g : T0 −→ X0 be a left addX-approximation
of T0 and consider the associated triangle:

M[−1] f
−→ T0

g
−→ X0

h
−→M.

Then M ∈ addX.

(b) Let T be a cluster tilting object and X a T [1]-cluster tilting object in C . Let
T0 ∈ addT, let f : X0[−1] → T0 be a right addX [−1]-approximation of T0

and consider the associated triangle:

X0[−1] f
−→ T0

g
−→M h

−→ X0.

Then M ∈ addX.

Proof. Using similar arguments as in the proof of Lemma 3.8 we conclude that

[T [1]](X ⊕M, (X ⊕M)[1])= 0.

By Corollary 3.7(1) in [Yang and Zhu 2019], we know that the number of non-
isomorphic indecomposable direct summands of any T [1]-rigid object is at most
the number of nonisomorphic indecomposable direct summands of a cluster tilting
object. Thus we have |X⊕M |≤ |T |. Since |X |= |T |, we deduce that M ∈ addX. �

Our main result in this subsection is the following:
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Theorem 3.16. Let T be a cluster tilting object in a triangulated category C with
a Serre functor. Let X be an object in C . Then X is an add(T [1])-cluster tilting
object, that is to say,

addX = {M ∈ C | add(T [1])(X,M[1])= 0 and add(T [1])(M, X [1])= 0},

by Definition 3.1, if and only if X is a T [1]-cluster tilting object, that is to say,

T [1](X, X [1])= 0 and |X | = |T |,

by Definition 2.4.

Proof. (1) The “only if” part: Assume that X is an addT [1]-cluster tilting object.
Then X is T [1]-rigid. By [Yang and Zhu 2019, Corollary 3.7(2)], there exists an
object M ∈C such that X⊕M is a T [1]-cluster tilting object. That is to say, X⊕M
is T [1]-rigid and |X ⊕M | = |T |. Since X ⊕M is T [1]-rigid, we have

[T [1]](M, X [1])= 0= [T [1]](X,M[1]).

By Definition 3.1(iv), we have M ∈ addX. It follows that |X | = |X ⊕ M | = |T |.
This shows that X is T [1]-cluster tilting.

(2) The “if” part: Assume X is a T [1]-cluster tilting object in Definition 2.4. Clearly,

addX ⊆ {M ∈ C | [T [1]](X,M[1])= 0= [T [1]](M, X [1])}.

Conversely, for any object M ∈ {M ∈C | [T [1]](X,M[1])= 0= [T [1]](M, X [1])},
since T is cluster tilting, we have a triangle

T1
f
−→ T0

g
−→M h

−→ T1[1],

where T0, T1∈addT. For the object T0∈addT, there is a left addX -approximation l1

of T0, which can be extended to a triangle

X1[−1] m
−→ T0

l1−→ X0→ X1.

By Lemma 3.15, we have X1 ∈ addX.
Let l2 = l1 f . It is easy to see that l2 is a left addX -approximation of T1. Indeed,

for any object X ′ ∈ addX and any map a ∈ Hom(T1, X ′), we have that ah[−1] ∈
[T ](M[−1], X ′)= 0. Then there exists b : T0 −→ X ′ such that a = b f . Because l1

is a left addX -approximation of T0, there is a map c : X0 −→ X ′ such that b = cl1.
Therefore a = b f = c(l1 f )= cl2 and l2 is a left (addX )-approximation of T1.

M[−1]
h[−1]

// T1
f
//

∀a
��

T0
g
//

b~~

l1
��

M h
// T1[1]

X ′ X0c
oo
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Using Lemma 3.15, we get a triangle

X2[−1] → T1
l2
−→ X0→ X2,

where X2 ∈ addX. Starting with l2= l1 f , we get the following commutative diagram
by the octahedral axiom.

M[−1]

��

M[−1]

��

X0[−1] // X2[−1]

��

// T1
l2

//

f

��

X0

X0[−1] // X1[−1]

n

��

m
// T0

g

��

l1
// X0

M M

Since n = gm ∈ [T ](X1[−1],M)= 0, we get a split triangle and thus M ∈ addX.
This shows that X is an addT [1]-cluster tilting object. �

Remark 3.17. Let C be a triangulated category with a cluster tilting object T. One
may want to define T [1]-cluster tilting objects in the spirit of Definition 2.1 as one
of the following two possibilities:

(3-7) addX = {M ∈ C | [T [1]](X,M[1])= 0},

or

(3-8) addX = {M ∈C | [T [1]](X,M[1])= 0} = {M ∈C | [T [1]](M, X [1])= 0}.

However, neither one of these agrees with the description in Definition 2.4 of a
T [1]-cluster tilting object which is a T [1]-rigid object with the same number of non-
isomorphic indecomposable direct summands as |T |, as one can see in Example 3.18.

Example 3.18. Let Q be the quiver 1 α
−→ 2 and τQ be the Auslander–Reiten

translation in Db(k Q). We consider a triangulated category, named repetitive
cluster category in [Zhu 2011], C = Db(k Q)/〈τ−2

Q [2]〉, whose objects are the same
in Db(k Q), and whose morphisms are given by

HomDb(k Q)/〈τ−2
Q [2]〉

(X, Y )=
⊕
i∈Z

HomDb(k Q)(X, (τ
−2
Q [2])

i Y ).
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We depict the Auslander–Reiten quiver of C as follows.

1
2

��

2[1]oo

��

1[1]oo

��

1
2 [2]

oo

��

2[3]oo

��

1
2

oo

2

EE

1oo

EE

1
2 [1]

oo

EE

2[2]oo

EE

1[2]oo

EE

2oo

EE

It is easy to check that the direct sum

T = 1⊕ 2[1]⊕ 1
2 [2]⊕ 1[2]

of the encircled indecomposable objects is a cluster tilting object. Thus it is also a
T [1]-cluster tilting object. Clearly,

{M ∈ C | [T [1]](T,M[1])= 0} = C 6= addT,

which means that (3-7) or (3-8) does not hold.

4. Connection with τ -tilting theory

Throughout this section, we assume that C is a k-linear, Hom-finite triangulated
category with a cluster tilting subcategory T . It is well known that the category
mod T of coherent T -modules is abelian. By Theorem 2.8, we know that the
restricted Yoneda functor H : C →mod T induces an equivalence

C /[T [1]] ∼−→mod T .

We will investigate this relationship between C and mod T via H more closely.

On the relationship between ghost cluster tilting and support τ -tilting. In this
subsection, we give a direct connection between ghost cluster tilting subcategories
of C and support τ -tilting pairs of mod T . We start with the following important
observation.

Lemma 4.1. Let C be a triangulated category with a cluster tilting subcategory T
and X a subcategory of C . For any object X ∈X , let

(4-1) T1
f
−→ T0

g
−→ X h

−→ T1[1]

be a triangle in C with T0, T1 ∈ T . Then applying the functor H gives a projective
presentation

(4-2) PH(X)
1

πH(X)
−−→ PH(X)

0 → H(X)→ 0

in mod T , and X is a T [1]-rigid subcategory if and only if the class {πH(X)
| X ∈X }

has Property (S).
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Proof. Applying H to the triangle (4-1), we have the projective presentation (4-2).
By Theorem 2.8(ii), for any object X ′ ∈X , we have the commutative diagram

Hommod T (H(T0),H(X ′))

'

��

Hommod T (π
H(X),H(X ′))

// Hommod T (H(T1),H(X ′))

'

��

HomC (T0, X ′)
HomC ( f, X ′)

// HomC (T1, X ′).

Thus the map Hommod T (π
H(X),H(X ′)) is the same as

(4-3) HomC (T0, X ′) HomC ( f, X ′)
−−−−−−−→HomC (T1, X ′).

So the class {πH(X)
| X ∈X } has Property (S) if and only if the morphism (4-3) is

surjective for all X, X ′ ∈X .
Assume the class {πH(X)

| X ∈X } has Property (S). For any a∈[T [1]](X ,X [1]),
we know that there exist two morphisms a1 : X → T [1] and a2 : T [1] → X ′[1]
such that a = a2a1, where X, X ′ ∈X and T ∈ T . Since HomC (T0, T [1])= 0, there
exists a morphism b : T1[1] → T [1] such that a1 = bh.

T1
f
// T0

g
// X h

//

a1
��

T1[1]

b}}

T [1]
a2
��

X ′[1]

Since HomC ( f, X ′) is surjective, there exists a morphism c : T0→ X ′ such that
a2[−1] ◦b[−1] = c f and thus a2b= c[1] ◦ f [1]. It follows that a = a2a1 = a2bh =
c[1]◦( f [1]h)= 0. This shows that [T [1]](X ,X [1])= 0. Hence X is a T [1]-rigid
subcategory.

Conversely, assume that X is a T [1]-rigid subcategory. For any morphism
x : T1 → X ′, since X is T [1]-rigid, we have x ◦ h[−1] = 0. So there exists a
morphism y : T0→ X ′ such that x = y f .

X [−1]
h[−1]

// T1
f
//

x
��

T0

y
~~

g
// X h

// T1[1]

X ′

This shows that HomC ( f, X ′) : HomC (T0, X ′)→ HomC (T1, X ′) is surjective. By
the above discussion, we deduce that the class {πH(X)

| X ∈X } has Property (S). �

The following result plays an important role in this paper:
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Proposition 4.2. Let C be a triangulated category with a cluster tilting subcat-
egory T . The functor H : C → Mod T induces a bijection between the sets of
T [1]-rigid subcategories of C and of τ -rigid pairs of mod T , given by

8 :X 7−→ (H(X ), T ∩X [−1]).

Proof. Step 1: The map 8 has values in τ -rigid pairs of mod T .
Assume that X is a T [1]-rigid subcategory of C . Since T is a cluster tilting

subcategory, for any X ∈X , there exists a triangle in C

T1
f
−→ T0

g
−→ X h

−→ T1[1],

where T0, T1 ∈ T . By Lemma 4.1, we have that H sends the set of these triangles to
a set of projective presentations (4-2) which has Property (S). It remains to show
that for any X ∈X and X ′ ∈ T ∩X [−1], we have H(X)(X ′)= 0. Indeed, since X

is a T [1]-rigid subcategory, we have H(X)(X ′)= HomC (X ′, X)= 0.

X ′ ∈X [−1] // X ∈X

X ′ ∈ T

OO

This shows that (H(X ), T ∩X [−1]) is a τ -rigid pair of mod T .

Step 2: The map 8 is surjective.
Let (M, E) be a τ -rigid pair of mod T . For each M ∈M, take a projective

presentation

(4-4) P1
πM
−→ P0→ M→ 0

such that the class {πM
| M ∈M} has Property (S). By Theorem 2.8(ii), there

is a unique morphism fM : T1 → T0 in T such that H( fM) = π
M. Moreover,

H(cone( fM))∼= M. Since (4-4) has Property (S), it follows from Lemma 4.1 that
the category

X1 := {cone( fM) | M ∈M}

is a T [1]-rigid subcategory.
Let X :=X1 ∨ E[1]. Now we show that X is a T [1]-rigid subcategory of C .

Let E ∈ E ⊆ T . Since T is cluster-tilting, we have

[T [1]](cone( fM)⊕ E[1], E[2])= 0.

Applying the functor HomC (E,−) to the triangle T1
fM
−→T0→ cone( fM)→ T1[1],

we have an exact sequence

HomC (E, T1)
fM◦
−−→HomC (E, T0)→ HomC (E, cone( fM))→ 0,
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which is isomorphic to

P1(E)
πM
−→ P0(E)→ M(E)→ 0.

The condition M(E)= 0 implies that HomC (E, cone( fM))= 0 and therefore

[T [1]](E[1], cone( fM)[1])= 0.

Thus the assertion follows.
Now we show that 8(X )= (M, E).
It is straightforward to check that T ∩X1[−1]=0. For any object X ∈T ∩X [−1],

we are able to write X = X1[−1] ⊕ E ∈ T , where X1 ∈ X1 and E ∈ E . Since
X1[−1] ∈ T ∩X1[−1] = 0, we have X = E ∈ E . Thus we have T ∩X [−1] ⊆ E . By
the definition of τ -rigid pair, we have E ⊆ T . Noting that E ⊆X1[−1]∨E =X [−1],
it follows that E ⊆ T ∩X [−1]. Hence T ∩X [−1] = E . It remains to show that
H(X )=M. Indeed, since E ⊆ T , we have

H(X )= HomC (T ,X )= HomC (T ,X1)= H(X1)=M.

Step 3: The map 8 is injective.
Let X and X ′ be two T [1]-rigid subcategories of C such that 8(X )=8(X ′).

Let X1 and X ′

1 be respectively the full subcategories of X and X ′ consisting
of objects without direct summands in T [1]. Then X = X1 ∨ (X ∩ T [1]) and
X ′
=X ′

1 ∨ (X
′
∩ T [1]). Since 8(X )=8(X ′), it follows that H(X1)=H(X ′

1 )

and X ∩ T [1] =X ′
∩ T [1].

For any object X1 ∈X1, there exists X ′1 ∈X ′

1 such that H(X1) = H(X ′1). By
Theorem 2.8(iii), there exists an isomorphism X1⊕ Y [1] ' X ′1⊕ Z [1] for some
Y, Z ∈ T . Since C is Krull–Remak–Schmidt, we have X1 ' X ′1. This implies that
X1 ⊆X ′

1 . Similarly, we obtain X ′

1 ⊆X1 and then X1 'X ′

1 . Therefore X =X ′.
This shows that 8 is injective. �

Our main result in this subsection is the following:

Theorem 4.3. Let C be a triangulated category with a cluster tilting subcategory T .
The functor H:C→Mod T induces a bijection between the sets of weak T [1]-cluster
tilting subcategories of C and of support τ -tilting pairs of mod T , given by

8 :X 7−→ (H(X ), T ∩X [−1]).

Proof. Step 1: The map 8 has values in support τ -tilting pairs of mod T .
Assume X is a weak T [1]-cluster tilting subcategory of C . By Proposition 4.2,

we get that 8(X ) is a τ -rigid pair of mod T . Therefore T ∩X [−1] ⊆Ker H(X ).
Let T ∈ T be an object of Ker H(X ), that is, HomC (T, X)= 0 for each X ∈X .

This implies [T [1]](X ⊕ T [1],X [1]) = 0. Note [T [1]](X , (X ⊕ T [1])[1]) = 0.
Since X is a T [1]-cluster tilting subcategory, we have X ⊕ T [1] ∈ X and thus
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T ⊆X [−1]. Therefore T ∈ T ∩X [−1]. This shows that Ker H(X )⊆ T ∩X [−1].
Hence

Ker H(X )= T ∩X [−1].

By the definition of weak T [1]-cluster tilting subcategories, for any T ∈ T , there
exists a triangle

T f
−→ X1

g
−→ X2

h
−→ T [1],

where X1, X2 ∈ X . Applying the functor H to the above triangle, we obtain an
exact sequence

H(T ) H( f )
−−→H(X1)→ H(X2)→ 0.

For any morphism a : T → X, where X ∈ X , since X is T [1]-rigid, we have
ah[−1] = 0. So there exists a morphism b : X1→ X such that a = b f . This shows
that HomC ( f, X) is surjective. Thus there exists the commutative diagram

HomC (X1, X)
HomC ( f, X)

//

��

HomC (T, X) //

��

0

Hommod T (H(X1),H(X))
◦H( f )

// Hommod T (H(T ),H(X)).

Using Theorem 2.8(ii), the right vertical map is an isomorphism. It follows that
◦H( f ) is surjective, that is, H( f ) is a left H(X )-approximation. Altogether, we
have shown that 8(X ) is a support τ -tilting pair of mod T .

Step 2: The map 8 is surjective.
Let (M, E) be a support τ -tilting pair of mod T and let X be the preimage of

(M, E) under 8 constructed in Proposition 4.2. Since H(X ) =M is a support
τ -tilting subcategory, for each T ∈ T , there is an exact sequence

H(T ) α
−→H(X3)→ H(X4)→ 0,

such that X3, X4 ∈X and α is a left H(X )-approximation. By Yoneda’s lemma,
there exists a unique morphism β : T → X3 such that H(β)= α. We complete this
to a triangle

(4-5) T β
−→ X3

γ
−→ YT

δ
−→ T [1].

Let X̃ :=X ∨add{ YT | T ∈T } be the additive closure of X and { YT | T ∈T }. We
claim X̃ is a weak T [1]-cluster tilting subcategory of C such that8(X̃ )= (M, E).

It is clear that T ⊆X [−1] ∗X . It remains to show that

X̃ = {M ∈ C | [T [1]](M, X̃ [1])= 0= [T [1]](X̃ ,M[1])}.

Applying the functor H to the triangle (4-5), we see that H(YT ) and H(X4) are
isomorphic in mod T . For any object X ∈X , consider the commutative diagram
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HomC (X3, X)
HomC (β, X)

//

H(−)

��

HomC (T, X)

'

��

Hommod T (H(X3),H(X)) ◦α
// Hommod T (H(T ),H(X)).

By Theorem 2.8, the map H(−) is surjective and the right vertical map is an
isomorphism. Because α is a left H(X )-approximation, ◦α is also surjective.
Therefore HomC (β, X) is surjective too.

For any morphism a ∈ [T [1]](YT , X [1]), since X is T [1]-rigid, we have aγ = 0.
So there exists a morphism b : T [1] → X [1] such that a = bδ.

T
β
// X3

γ
// YT

δ
//

a
��

T [1]

bzz

X [1]

Since HomC (β, X) is surjective, there exists a morphism c : X3→ X such that
cβ = b[−1] and thus b = c[1] ◦ β[1]. It follows that a = bδ = c[1] ◦ (β[1]δ)= 0.
This shows that

(4-6) [T [1]](YT ,X [1])= 0.

For any morphism x ∈ [T ](X [−1], YT ), we know that there exist two morphisms
x1 :X [−1]→T1 and x2 :T1→YT such that x= x2x1, where T1∈T . Since T is cluster
tilting, we have δx2= 0. So there exists a morphism y : T1→ X3 such that x2= γ y.

X [−1]
x1
��

T1

x2
��

y

xx
T

β
// X3

γ
// YT

δ
// T [1]

Since X is T [1]-rigid, we have x = x2x1 = γ (yx1)= 0. This shows that

(4-7) [T [1]](X , YT [1])= 0.

For any T ′ ∈ T and morphism u ∈ [T ](YT ′[−1], YT ), we know that there exist two
morphisms u1 : YT ′[−1]→ T2 and u2 : T2→ YT such that u = u2u1, where T2 ∈ T .
Since T is cluster tilting, we have δu2 = 0. So there exists a morphism v : T2→ X3

such that u2 = γ v.
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YT ′[−1]
u1
��

T2

u2
��

v

yy

T
β

// X3
γ

// YT
δ
// T [1]

Since [T [1]](YT ,X [1])= 0, we have vu1= 0. It follows that u= u2u1= γ vu1= 0.
This shows that

(4-8) [T [1]](YT ′, YT [1])= 0.

Using equalities (4-6), (4-7) and (4-8), we deduce that X̃ is a T [1]-rigid subcategory.
Now we show that {M ∈ C | [T [1]](M, X̃ [1])= 0= [T [1]](X̃ ,M[1])} ⊆ X̃ .
For any object M ∈ C , assume that [T [1]](M, X̃ [1])= 0= [T [1]](X̃ ,M[1]).

Since T is a cluster-tilting subcategory, there exists a triangle

T5
f
−→ T6

g
−→M h

−→ T5[1],

where T5, T6 ∈ T . By the above discussion, for an object T6 ∈ T , there exists a
triangle

T6
u
−→ X6

v
−→ YT6

w
−→ T6[1],

where X6 ∈ X , YT6 ∈ X̃ and u is a left X -approximation of T6. For an object
T5 ∈ T , there exists a triangle

T5
u′
−→ X5

v′
−→ YT5

w′
−→ T5[1],

where X5 ∈X , YT5 ∈ X̃ and u′ is a left X -approximation of T5. By the octahedral
axiom, we have a commutative diagram

T5
f
// T6

g
//

u
��

M h
//

a
��

T5[1]

T5
x=u f

// X6
y
//

v
��

N
z
//

b
��

T5[1]

YT6

w
��

YT6

c
��

T6[1]
g[1]
// M[1]

of triangles in C . We claim that x is a left X -approximation of T5. Indeed, for
any d : T5 → X, since dh[−1] ∈ [T ](M[−1], X̃ ) = 0, there exists a morphism
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e : T6→ X such that d = e f , where X ∈X .

M[−1]
h[−1]

// T5
f
//

d
��

T6

e
~~

g
// M h

// T5[1]

X

Since u is a left X -approximation of T6, there exists a morphism k : X6→ X such
that ku = e. It follows that d = e f = ku f = kx , as required.

Since x is a left X -approximation of T5, by Lemma 1.4.3 in [Neeman 2001],
we have the commutative diagram

T5
x
// X6

y
//

λ

��

N
z
//

ϕ

��

T5[1]

T5
u′
// X5

v′
// YT5

w′
// T5[1],

where the middle square is homotopy cartesian and the differential ∂ = x[1] ◦w′,
that is, there exists a triangle

X6
(−y
λ
)

−−→ N ⊕ X5
(ϕ,v′)
−−→ YT5

∂
−→ X6[1].

Note that ∂ ∈ [T [1]](X̃ , X̃ [1]) = 0. Thus we have N ⊕ X5 ' X6 ⊕ YT5 ∈ X̃ ,
which implies N ∈ X̃ . Since c = g[1]w ∈ [T [1]](X̃ ,M[1])= 0, we deduce that
the triangle

M a
−→ N b

−→ YT6
c
−→M[1]

splits. Hence M is a direct summand of N and thus M ∈ X̃ .
This shows that

X̃ = {M ∈ C | [T [1]](M, X̃ [1])= 0= [T [1]](X̃ ,M[1])}.

For any object T ∈ T , H(YT )' H(X4). Therefore

H(X̃ )' H(X )'M.

Since T ∩ X̃ [−1] ⊇ T ∩X [−1] = E and T ∩ X̃ [−1] ⊆Ker H(X )= E , we have

T ∩ X̃ [−1] = E .

This shows that 8 is surjective.

Step 3: The map 8 is injective.
This follows from Step 3 in Proposition 4.2. �



TRIANGULATED CATEGORIES WITH CLUSTER TILTING SUBCATEGORIES 731

For any support τ -tilting subcategory Y of mod T , by Theorem 4.3 there exists
a unique weak T [1]-cluster tilting subcategory X of C such that H(X ) = Y .
Throughout this paper, we denote the preimage X by H−1(Y ) for simplicity.
Consequently, we have the following result:

Theorem 4.4. The bijection in Theorem 4.3 induces a bijection from the first of the
following sets to the second:

(I) T [1]-cluster tilting subcategories of C .

(II) Support τ -tilting subcategories Y of mod T such that H−1(Y ) is contravari-
antly finite in C .

Moreover, if C admits a Serre functor S, we get a bijection from the first to the
second of the following sets.

(1) Cluster tilting subcategories of C .

(2) Support τ -tilting subcategories Y of mod T such that H−1(Y ) is contravari-
antly finite and F-stable in C .

Proof. The first bijection follows from the fact that T [1]-cluster tilting subcategories
of C are precisely contravariantly finite weak T [1]-cluster tilting subcategories,
and the second bijection follows from Theorem 3.6. �

τ -tilting subcategories and tilting subcategories. C and T are the same as above.
By definition we know that the category mod T is abelian and has enough projectives.
Thus we can investigate the projective dimension of an object M in mod T , which we
denote by pdM. For a subcategory D of mod T , we say that the projective dimension
of D is at most n, denoted by pdD ≤ n, if pdM ≤ n for any object M ∈ D .

Let X ∈ C , IX (T [1]) be the ideal of T [1] formed by the morphisms between
objects in T [1] factoring through the object X. For a subcategory D of C , we define
the factorization ideal of D , denoted by ID(T [1]), as follows

ID(T [1]) := {IX (T [1]) | X ∈ D}.

Theorem 2.8 indicates that mod T is Gorenstein of dimension at most one. Thus
all objects in mod T have projective dimension zero, one or infinity. The following
result characterizes the objects in mod T having finite projective dimension.

Theorem 4.5 [Beaudet et al. 2014; Lasnier 2011]. Let C be a triangulated category
with a cluster tilting subcategory T , and X be an object in C having no direct
summands in T [1]. Then

pdH(X)≤ 1 if and only if IX (T [1])= 0.
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In this subsection, we introduce two important classes of subcategories of mod T
and give a connection with ghost cluster tilting subcategories and cluster tilting
subcategories of C . We start with the following definition.

Definition 4.6. Let C be a triangulated category with a cluster tilting subcategory T .

(i) A subcategory M of mod T is said to be τ -tilting if (M, 0) is a support
τ -tilting pair of mod T .

(ii) [Beligiannis 2013] A subcategory M of mod T is said to be weak tilting if
the following three conditions are satisfied:

(T1) Ext1mod T (M,M)= 0.
(T2) pdM ≤ 1, for any M ∈M.
(T3) For any projective object P in mod T , there exists a short exact sequence

0→ P→ M0→ M1→ 0,

where M0,M1 ∈M.
A weak tilting subcategory M is called a tilting subcategory if it also satisfies
the following additional condition:

(T4) M is contravariantly finite in mod T .

Remark 4.7. Beligiannis [2010; 2013] indicates that a contravariantly finite sub-
category M of mod T is a tilting subcategory if and only if

Fac(M)= {X ∈mod T | Ext1mod T (M, X)= 0},

where Fac(M) is the full subcategory of mod T consisting of all factors of objects
of M.

Immediately, we have the following result:

Theorem 4.8. Let C be a triangulated category with a cluster tilting subcategory T .
The functor H : C →Mod T induces a bijection

8 :X 7−→ H(X )

from the first of the following sets to the second:

(I) Weak T [1]-cluster tilting subcategories of C whose objects do not have nonzero
direct summands in T [1].

(II) τ -tilting subcategories of mod T .

It restricts to a bijection from the first to the second of the following sets.

(I) T [1]-cluster tilting subcategories of C whose objects do not have nonzero
direct summands in T [1].

(II) τ -tilting subcategories Y of mod T such that H−1(Y ) is contravariantly finite
in C .
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Moreover, if C admits a Serre functor S, we get a bijection between the following
sets.

(1) Cluster tilting subcategories of C whose objects do not have nonzero direct
summands in T [1].

(2) τ -tilting subcategories Y of mod T such that H−1(Y ) is contravariantly finite
and F-stable in C .

Proof. Note that objects in X do not have nonzero direct summands in T [1] if and
only if T ∩X [−1] = 0. This assertion follows from Theorems 4.3, 4.4 directly. �

Now we give a close relationship between τ -tilting subcategories and weak tilting
subcategories.

Lemma 4.9. Let C be a triangulated category with a cluster tilting subcategory T .
Then any weak tilting subcategory of mod T is a τ -tilting subcategory.

Proof. Let M be a weak tilting subcategory of mod T .

(1) We first show that (M, 0) is a τ -rigid pair of mod T . For any object M ∈M,
since pdM ≤ 1, we get a short exact sequence

0→ P1
πM
−→ P0→ M→ 0.

Note that P1 = 0 if pdM = 0. Applying the functor Hommod T (−,M) to it, we get
an exact sequence

Hommod T (P0,M)
◦πM
−→Hommod T (P1,M)→ Ext1mod T (M,M)= 0.

This means there is a class of projective presentations {P1
πM
−→P0→M→0 |M ∈M}

which has Property (S). Therefore (M, 0) is a τ -rigid pair of mod T because
M(0)= 0.

(2) We show that (M, 0) is a support τ -tilting pair of mod T . For each object T ∈ T ,
T (−, T ) is a projective object in mod T . Since M is weak tilting in mod T , there
exists a short exact sequence

0→ T (−, T ) f
−→M0,→ M1→ 0

where M0,M1 ∈M. Applying the functor Hommod T (−,M) to the above exact
sequence, we have the following exact sequence:

Hommod T (M0,M)
◦ f
−→Hommod T (T (−, T ),M)→ Ext1mod T (M1,M)= 0.

This shows that f is a left M-approximation.
If M(E) = 0, where E ∈ T , by the above discussion, there exists an exact

sequence
0→ T (−, E)→ M0→ M1→ 0
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with M0,M1
∈M. It follows that there exists an exact sequence

0→ T (E, E)→ M0(E)→ M1(E)→ 0

Since M0(E)= 0, we have T (E, E)= 0 and thus E = 0. Therefore Ker (M)= 0.
This shows that (M, 0) is a support τ -tilting pair of mod T . �

The following result gives a criterion for a τ -tilting subcategory of mod T to be
a weak tilting subcategory.

Theorem 4.10. Let C be a triangulated category with a cluster tilting subcate-
gory T . A τ -tilting subcategory of mod T is a weak tilting subcategory if and only if
its projective dimension is at most one.

Proof. Let M be a τ -tilting subcategory of mod T and pdM≤ 1. By Theorem 4.8,
there exists a weak T [1]-tilting subcategory X of C whose objects do not have
nonzero direct summands in T [1] such that H(X )=M.

Step 1: We show Ext1mod T (M,M)= 0. Namely, Ext1mod T (H(X ),H(X ))= 0.
For any object X1 ∈X , since T is cluster tilting, there exists a triangle

(4-9) T0
f
−→ T1

g
−→ X1

h
−→ T0[1],

where g is a minimal right T -approximation of X1 and T0, T1∈T . Since H(X1)∈M,
we have pdH(X1) ≤ 1. Applying the functor H to the above triangle, we have a
minimal projective presentation

0→ H(T0)
f ◦
−→H(T1)

g◦
−→H(X1)→ 0

of H(X1), since X1 has no nonzero direct summands in T [1] and pdH(X1) ≤ 1.
Applying the functor Hommod T (−,H(X2)), where X2 ∈ X , to the above exact
sequence, we get an exact sequence:

Hom(H(T1),H(X2))→ Hom(H(T0),H(X2))

→ Ext1(H(X1),H(X2))→ Ext1(H(T1),H(X2))= 0,

where the Hom and Ext groups are taken over mod T . The last item vanishes
because H(T1) is projective in mod T . Note that the first map is isomorphic to

HomC (T1, X2)
HomC ( f, X2)
−−−−−−−→HomC (T0, X2).

It follows that Ext1mod T (H(X1),H(X2)) is isomorphic to Coker HomC ( f, X2).
Applying the functor HomC (−, X2) to the triangle (4-9), we have the following

exact sequence:

HomC (T1, X2)
HomC ( f, X2)
−−−−−−−→HomC (T0, X2)

HomC (h[−1], X2)
−−−−−−−−−→HomC (X1[−1], X2).
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In particular, we have the following exact sequence:

HomC (T1, X2)
HomC ( f, X2)
−−−−−−−→HomC (T0, X2)

HomC (h[−1], X2)
−−−−−−−−−→ Im HomC (h[−1], X2)→ 0.

We claim that Im HomC (h[−1], X2)= [T ](X1[−1], X2). Indeed,

Im HomC (h[−1], X2)⊆ [T ](X1[−1], X2)

is clear. For any morphism x ∈ [T ](X1[−1], X2), we have two morphisms x1 :

X1[−1] → T and x2 : T → X2, where T ∈ T such that x = x2x1. Since
HomC (T1[−1], T )= 0, there exists a morphism a : T0→ T such that ah[−1] = x1.

T1[−1]

0

##

g[−1]
// X1[−1]

h[−1]
//

x1

��

T0

a
{{

f
// T1

g
// X1

h
// T0[1]

T

It follows that x = x2x1 = (x2a)h[−1] ∈ Im HomC (h[−1], X2), as required.
Since X is T [1]-rigid, we have [T ](X1[−1], X2)= 0. Thus we obtain

Ext1mod T (H(X1),H(X2))' Coker HomC ( f, X2)= [T ](X1[−1], X2)= 0.

Step 2: We show that for any projective object P in mod T , there exists a short
exact sequence

0→ P→ M0→ M1→ 0,

where M0,M1 ∈M. We may assume P = T (−, T )=H(T ) in mod T , where T ∈ T .
Since T ∈ T ⊆X [−1] ∗X , there exists a triangle

X3[−1] u
−→ T v

−→ X4
w
−→ X3,

where X3, X4 ∈ X . Applying the functor H to the above triangle, we have the
following exact sequence:

H(X3[−1]) H(u)
−−→H(T )→ H(X4)→ H(X3)→ 0.

We claim that Im H(u)= 0. That is to say, for any morphism y : T ′→ X3[−1],
where T ′∈T , we have uy=0. Indeed, since T is cluster tilting, there exists a triangle

T2
α
−→ T3

β
−→ X3

γ
−→ T2[1],

where β is a minimal right T -approximation of X3 and T2, T3 ∈ T . Applying the
functor H to the above triangle, we have a minimal projective presentation

H(X3[−1]) H(γ [−1])
−−−−−−−→H(T2)

H(α)
−−→H(T3)

H(β)
−−→H(X3)→ 0
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of H(X3), since X1 has no nonzero direct summands in T [1]. Since H(X3) ∈M,
we have pdH(X3) ≤ 1. Thus we have Im H(γ [−1]) = 0 and thus γ [−1] ◦ y = 0.
So there exists a morphism b : T ′→ T3[−1] such that y = β[−1] ◦ b.

T ′

y
��

b

xx

T3[−1]
β[−1]

// X3[−1]
γ [−1]

// T2
α

// T3.

It follows that uy = (uβ[−1])b = 0 ◦ b = 0, as required. Hence we have the
following exact sequence:

0→ H(T )→ H(X4)→ H(X3)→ 0,

where H(X4),H(X3) ∈M.
This shows that M is a weak tilting subcategory of mod T . Combining this with

Lemma 4.9, the assertion follows. �

Consequently, we have the following result:

Theorem 4.11. Let C be a triangulated category with a cluster tilting subcate-
gory T . The functor H : C →Mod T induces a bijection

8 :X 7−→ H(X )

from the first of the following sets to the second:

(I) Weak T [1]-cluster tilting subcategories of C whose objects do not have nonzero
direct summands in T [1] and whose factorization ideals vanish.

(II) Weak tilting subcategories of mod T .

It restricts to a bijection from the first to the second of the following sets.

(1) T [1]-cluster tilting subcategories of C whose objects do not have nonzero
direct summands in T [1] and whose factorization ideals vanish.

(2) Tilting subcategories Y of mod T such that H−1(Y ) is contravariantly finite
in C .

Moreover, if C admits a Serre functor S, we get a bijection between the following
sets.

(1) Cluster tilting subcategories of C whose objects do not have nonzero direct
summands in T [1] and whose factorization ideals vanish.

(2) Tilting subcategories Y of mod T such that H−1(Y ) is contravariantly finite
and F-stable in C .

Proof. This follows from Theorems 4.5, 4.8 and 4.10 directly. �
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Remark 4.12. The above results generalize and improve several results in the
literature. More precisely, Proposition 4.2, Theorems 4.3, 4.8 and 4.11 generalize
a result in [Yang and Zhu 2019, Theorem 3.6], where analogous results were
proved in the case where C is 2-Calabi–Yau and T = addT, see [Adachi et al. 2014,
Theorem 4.1]. Theorem 4.11 generalizes a result of Beligiannis [2013, Theorem 6.6]
in some cases, but we don’t assume that modX has finite global dimension here.

We conclude this section with an example illustrating the bijections in Section 4:

Example 4.13. We revisit Example 3.4 presented in Section 3. Let A = k Q/I be
a self-injective algebra given by the quiver

Q : 1
α
// 2

β
oo

and I = 〈αβαβ, βαβα〉. The Auslander–Reiten quiver of mod A is

1
2
1
2

��

2
1
2
1

��2
1
2

??

��

1
2
1

oo

??

��

2
1
2

oo

2
1

��

??

1
2

��

??

oo

1

??

2oo

??

1oo

where the first and the last columns are identified. The stable module category

C :=mod A

is triangulated with a Serre functor. We get the Auslander–Reiten quiver of C by
deleting the first row in above figure. By simple calculation, we obtain that

T := add
(

2⊕
2
1
2

)
is a cluster tilting subcategory of C . The Auslander–Reiten quiver of mod T is

a
b

��

a
b

a

��

b

??

oo

b
a

??
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We illustrate the correspondences stated in this section as follows. In the table,
weak T [1]-cluster tilting subcategories of C and support τ -tilting pairs of mod T
are marked by ♣.

T [1]-rigid
τ -rigid pairssubcategories

add
(

2
1
2

) (
add

(a
b

)
, 0
)

add
(

1
2
1

) (
0, add

( b
a

))
add

( 2
1

)
(a, 0)

add
( 1

2

)
(b, 0)

add(2)
(
add

( b
a

)
, 0
)

add(1)
(
0, add

(a
b

))
♣ add

(
2
1
2
⊕ 2

) (
add

(a
b ⊕

b
a

)
, 0
)

♣ add
( 1

2 ⊕ 2
) (

add
( b

a ⊕ b
)
, 0
)

♣ add
(

2
1
2
⊕

2
1

) (
add

(a
b ⊕ a

)
, 0
)

♣ add
( 1

2 ⊕ 1
) (

b, add
(a

b

))
♣ add

(
2
1 ⊕

1
2
1

) (
a, add

( b
a

))
♣ add

(
1⊕

1
2
1

) (
0, add

(a
b ⊕

b
a

))
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FREE ROTA–BAXTER FAMILY ALGEBRAS AND
(TRI)DENDRIFORM FAMILY ALGEBRAS

YUANYUAN ZHANG AND XING GAO

We construct free commutative Rota–Baxter family algebras, and then free
noncommutative Rota–Baxter family algebras via the method of Gröbner–
Shirshov bases. We introduce the concept of dendriform (resp. tridendriform)
family algebras, and prove that Rota–Baxter family algebras of weight zero
(resp. λ) induce dendriform (resp. tridendriform) family algebras. We also
construct free commutative dendriform (resp. tridendriform) family algebras.

1. Introduction

Rota–Baxter algebras (previously called Baxter algebras) originated with the Amer-
ican mathematician Glen E. Baxter [1960] in the realm of probability theory. Later
Baxter’s work was further explored from different angles by Gian-Carlo Rota [1969a;
1969b; 1995], Pierre Cartier [1972] and Frederic V. Atkinson [1963] among others in
the 1960-70s. Nowadays, Rota–Baxter algebras have many applications to a broad
range of areas, such as combinatorics [Rota 1969a; 1969b; Spitzer 1956], Loday
type algebras [Ebrahimi-Fard 2002; Ebrahimi-Fard and Guo 2008], pre-Lie and pre-
Poisson algebras [Aguiar 2000b; An and Bai 2008], quantum field theory [Connes
and Kreimer 2000; Ebrahimi-Fard et al. 2004; Guo et al. 2017], operads [Bai et al.
2013], Hopf algebras [Connes and Kreimer 1998; Zhang et al. 2016], commutative
algebras [Gao et al. 2014], Loday’s dendriform algebras [Ebrahimi-Fard and Guo
2008; Loday and Ronco 2004], as well as to Aguiar’s associative analogue of the
classical Yang–Baxter equation [Aguiar 2000a; 2001; Bai et al. 2012].

A Rota–Baxter family algebra is a generalization of a Rota–Baxter algebra. It
arises naturally in renormalization of quantum field theory [Ebrahimi-Fard et al.
2007, Proposition 9.1], which plays an independent role in the physics study. See
Definition 2.3 below. It is worthwhile to study the algebraic structure of Rota–Baxter
family algebras. The free objects play a crucial role in the study of any algebraic
structures, such as the construction of free differential algebras in terms of differ-
ential monomials, the construction of free Rota–Baxter algebras [Guo and Keigher

MSC2010: 08B20, 13P10, 16S10, 16W99.
Keywords: Rota–Baxter algebra, Rota–Baxter family algebra, dendriform family algebra,

tridendriform family algebra, Gröbner–Shirshov basis.
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2000b] which is more involved, the free differential Rota–Baxter algebras [Guo and
Keigher 2008] composing the construction of free differential algebras followed by
that of the free Rota–Baxter algebras, and the free integro-differential algebras [Gao
et al. 2015; 2014] for analyzing the underlying algebraic structures of boundary
problems for linear ordinary differential equations. In the present paper, we mainly
construct free commutative Rota–Baxter family algebras, and free noncommutative
Rota–Baxter family algebras by the method of Gröbner–Shirshov bases.

The notion of a dendriform algebra was introduced by Loday [1993] with moti-
vation from algebraic K-theory. It has been studied extensively with connections to
several areas in mathematics and physics, including operads [Loday 2004], homol-
ogy [Frabetti 1998], arithmetic [Loday 2002] and quantum field theory [Ebrahimi-
Fard et al. 2008] and pre-Poisson algebras [Aguiar 2000b]. In this paper, we also
propose the concept of dendriform (resp. tridendriform) family algebras, and then
prove that Rota–Baxter family algebras of weight zero (resp. λ) induce dendriform
(resp. tridendriform) family algebras, just as the classical case where Rota–Baxter
algebras of weight zero (resp. λ) induce dendriform (resp. tridendriform) algebras.
The free commutative dendriform (resp. tridendriform) family algebras are also
constructed.

The layout of the paper is as follows. In Section 2, after recalling the concept
of Rota–Baxter family algebras, we construct the free commutative Rota–Baxter
family algebra on an algebra (Theorem 2.11). In Section 3, we first recall the
construction of free �-operated algebras kM(�, X) on a set X , where � is a
nonempty set. Then we show that the defining relation of a Rota–Baxter family
algebra is a Gröbner–Shirshov basis in kM(�, X) (Theorem 3.10), with respect to
a known monomial order. Here � is a semigroup. Using the composition-diamond
lemma, we obtain a k-basis of the free noncommutative Rota–Baxter family algebra
on a set X (Theorem 3.11). In Section 4, we introduce the concept of (tri)dendriform
family algebras, which are a generalization of the classical (tri)dendriform algebras.
As in the case of Rota–Baxter algebras that induce (tri)dendriform algebras, we
obtain that Rota–Baxter family algebras induce (tri)dendriform family algebras
(Theorem 4.4). We end the section with the construction of free commutative
(tri)dendriform family algebras (Theorem 4.9).

Notation. Throughout this paper, we fix a commutative unitary ring k. By an
algebra we mean an associative (but not necessarily commutative) unitary k-algebra,
unless the contrary is specified.

2. Free commutative Rota–Baxter family algebras

This section is devoted to the construction of the free commutative Rota–Baxter
family algebra on a commutative algebra.
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2A. Free commutative Rota–Baxter algebras. In this subsection, we review the
construction of the free commutative Rota–Baxter algebra on a commutative alge-
bra A via mixable shuffle product [Guo 2012; Guo and Keigher 2000a].

Definition 2.1. Let λ be a given element in k. A Rota–Baxter algebra of weight λ
is a pair (R, P) consisting of an algebra R with a linear operator P : R→ R that
satisfies the Rota–Baxter equation

P(a)P(b)= P(P(a)b+ a P(b)+ λab) for a, b ∈ R.

Then P is called a Rota–Baxter operator of weight λ. If, further, R is commutative,
then (R, P) is called a commutative Rota–Baxter algebra of weight λ.

We often suppress the operator P on a Rota–Baxter algebra (R, P) when there is
no danger of confusion. The following is the construction of the free commutative
Rota–Baxter algebra.

Let A be a commutative unital algebra. Denote

X+(A) :=X+k,λ(A)=
⊕
k≥0

A⊗k
= k⊕ A⊕ A⊗2

⊕ · · · .

Define
X(A) :=Xk,λ(A) := A⊗X+(A)

to be the tensor product algebra with the augmented mixable shuffle product �λ
given by

(a0⊗ a′)�λ (b0⊗ b′) := (a0b0)⊗ (a
′
Xλb
′) for a0, b0 ∈ A, a′, b′ ∈X+(A),

where Xλ is the mixable shuffle product [Guo and Keigher 2000a]. Further define

P := PA :X(A)→X(A), a 7→ 1⊗ a, for a ∈X(A).

Theorem 2.2 [Guo 2012; Guo and Keigher 2000a]. Let A be a commutative algebra
and λ ∈ k be given. Then the triple (X(A),�λ, P), together with the natural
embedding jA : A → X(A), is the free commutative Rota–Baxter algebra of
weight λ on A.

2B. The construction of free commutative Rota–Baxter family algebras. In this
subsection, we first recall the concept of Rota–Baxter family algebras, which arise
naturally in renormalization of quantum field theory [Ebrahimi-Fard et al. 2007,
Proposition 9.1]. Then we proceed to construct free commutative Rota–Baxter
family algebras.

Definition 2.3 [Ebrahimi-Fard et al. 2007; Guo 2009]. Let � be a semigroup and
λ ∈ k be given. A Rota–Baxter family of weight λ on an algebra R is a collection
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of linear operators {Pω | ω ∈�} on R such that

(1) Pα(a)Pβ(b)= Pαβ(Pα(a)b+ a Pβ(b)+ λab) for a, b ∈ R and α, β ∈�.

Then the pair (R, {Pω |ω ∈�}) is called a Rota–Baxter family algebra of weight λ.
If further R is commutative, then (R, {Pω | ω ∈ �}) is called a commutative
Rota–Baxter family algebra of weight λ.

Definition 2.4. Let (R, {Pω | ω ∈�}) and (R′, {P ′ω | ω ∈�}) be two Rota–Baxter
family algebras of weight λ. A map f : R→ R′ is called a Rota–Baxter family
algebra morphism if f is an algebra homomorphism and f ◦ Pω = P ′ω ◦ f for each
ω ∈�.

Remark 2.5. In a Rota–Baxter family algebra (R, {Pω | ω ∈�}) of weight λ, for
each ω ∈�, it follows from (1) that

Pω(a)Pω(b)= Pω2(Pω(a)b+ a Pω(b)+ λab) for a, b ∈ R,

whence Pω : R→ R is not necessarily a Rota–Baxter operator of weight λ. If �
is a trivial semigroup (a semigroup with one element), then ω2

= ω, and Pω is a
Rota–Baxter operator of weight λ.

We provide some examples.

Example 2.6. Any Rota–Baxter algebra of weight λ can be viewed as a Rota–Baxter
family algebra of weight λ by taking � to be a trivial semigroup (a semigroup with
one element).

Example 2.7. The l-jets define a Rota–Baxter family of weight −1 in perturbative
quantum field theory. The reader is referred to [Ebrahimi-Fard et al. 2007, Section 6]
for more details.

Remark 2.8. Let � be a commutative semigroup. Then (1) is Lie compatible in
the sense that

[Pα(a), Pβ(b)]= Pαβ([Pα(a),b]+[a, Pβ(b)]+λ[a,b]) for a,b∈R and α,β∈�.

Here the Lie bracket is taken as the commutator. Indeed, for a, b ∈ R,

[Pα(a), Pβ(b)]

= Pα(a)Pβ(b)− Pβ(b)Pα(a)

= Pαβ(Pα(a)b+ a Pβ(b)+ λab)− Pβα(Pβ(b)a+ bPα(a)+ λba) (by (1))

= Pαβ(Pα(a)b+ a Pβ(b)+ λab− Pβ(b)a− bPα(a)− λba)
(by � being commutative)

= Pαβ([Pα(a), b] + [a, Pβ(b)] + λ[a, b]),

This Lie compatibility is the very image of a good behavior of (1).
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Now we are in a position to construct free Rota–Baxter family algebras.

Definition 2.9. Let A be a commutative algebra, � a semigroup and λ ∈ k be
given. A free commutative Rota–Baxter family algebra of weight λ on A is a
commutative Rota–Baxter family algebra FRBF(A) of weight λ together with an
algebra homomorphism jA : A→ FRBF(A) that satisfies the following universal
property: for any commutative Rota–Baxter family algebra (R, {PR, ω | ω ∈�}) of
weight λ and any algebra homomorphism f : A→ R, there is a unique Rota–Baxter
family algebra morphism f̄ : FRBF(A)→ R such that f = f̄ ◦ jA.

Let us first construct the underlying module of FRBF(A). Recall that in the free
commutative Rota–Baxter algebra (X(A), P), the Rota–Baxter operator is

P :X(A)→X(A), a 7→ P(a)= 1⊗ a.

Roughly speaking, we can use the notation⊗ to replace the Rota–Baxter operator P
to obtain X(A). Now in the case of Rota–Baxter family algebras, the Rota–Baxter
family algebra operators Pω, ω ∈�, are indexed by a semigroup �. Correspond-
ingly, we need to decorate the notation ⊗ with elements ω ∈� to obtain ⊗ω. Here
the notation ⊗ω is essentially the usual tensor product ⊗ over k, and the index ω
is just used to correspond to the operator Pω. More precisely, for a commutative
algebra A, define

A⊗ω A := A⊗ A and A⊗� A :=
⊕
ω∈�

A⊗ω A.

Since⊗ω with ω∈� is the usual tensor product⊗ substantially, there is no accident
that the ⊗� is associative. Namely,

(A⊗� A)⊗� A =
⊕

ω1, ω2 ∈�

(A⊗ω1 A)⊗ω2 A =
⊕

ω1, ω2 ∈�

(A⊗ A)⊗ A

=

⊕
ω1, ω2 ∈�

A⊗ (A⊗ A)= A⊗� (A⊗� A).

So we may denote

A⊗�n
:= A⊗� · · · ⊗� A =

⊕
ω1,...,ωn∈�

A⊗ω1 · · · ⊗ωn A, for n ≥ 0,

with the convention that A⊗�n
= k when n = 0. Define the k-modules

X+�(A) :=
⊕
n≥0

A⊗�n and X�(A) := A⊗�X+�(A)=
⊕
n≥1

A⊗�n.

Now we equip a commutative product �� on X�(A), which is a generalization of
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the augmented mixable shuffle product �� [Guo 2012]. Let

(2) a := a0⊗α1 a
′, b := b0⊗β1 b

′
∈X�(A)= A⊗�X+�(A),

where a0, b0 ∈ A, α1, β1 ∈� and a′, b′ ∈X+�(A). Write

(3) a′= a1⊗α2a2⊗α3 · · ·⊗αm am ∈ A⊗�m and b′= b1⊗β2b2⊗β3 · · ·⊗βn bn ∈ A⊗�n,

with m,n≥ 0.

Here we use the convention that a′ = b′ = 1k when m = n = 0.
In the rest of the paper, we shall use the notation in (2) and (3), which will be

employed frequently.
We now define a�� b inductively on m+n ≥ 0. For the initial step of m+n = 0,

we have a= a0, b= b0 and define

a�� b := a0b0.

For the induction step of m+ n ≥ 1, we define

(4) a�� b := (a0⊗α1 a
′)�� (b0⊗β1 b

′)

:= a0b0⊗α1β1 ((1⊗α1 a
′)�� b′+ a′ �� (1⊗β1 b

′)+ λ(a′ �� b′)).

Equivalently,

(5) a��b :=

a0b0 for m, n = 0;

a0b0⊗α1 a1⊗α2 · · · ⊗αm am for m ≥ 1, n = 0;

a0b0⊗β1 b1⊗β2 · · · ⊗βn bn for m = 0, n ≥ 1;

a0b0⊗α1β1 ((1⊗α1 a
′)�� b′)

+ a0b0⊗α1β1 (a
′
�� (1⊗β1 b

′))+ λa0b0⊗α1β1 (a
′
�� b′) for m ≥ 1, n ≥ 1.

Then a binary operation �� is given on X�(A) after extending by biadditivity.

Remark 2.10. If� is a trivial semigroup with only one element, then �� is precisely
the augmented mixable shuffle product introduced in [Guo 2012; Guo and Keigher
2000a].

Now we arrive at our main result in this section. For each ω ∈�, define

(6) PA, ω :X�(A)→X�(A), a 7→ 1⊗ω a, for a ∈X�(A).

Theorem 2.11. Let A be a commutative algebra, � be a commutative semigroup,
and let λ ∈ k be given.

(a) The pair (X�(A),��) is a commutative algebra.
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(b) The triple
(X�(A),��, {PA, ω | ω ∈�}),

together with the natural embedding jA : A→X�(A), is the free commutative
Rota–Baxter family algebra of weight λ on A.

Proof. We use the notation in (2) and (3).

(a) Let us first prove
a�� b= b�� a

by induction on m+ n ≥ 0. For the initial step of m+ n = 0, we have m = n = 0,
and by (4),

a�� b= a0 �� b0 = a0b0 = b0a0 = b0 �� a0.

For the induction step of m+ n ≥ 1,

a�� b= a0b0⊗α1β1 (a
′
�� (1⊗β1 b

′)+ (1⊗α1 a
′)�� b′+ λ(a′ �� b′))

= b0a0⊗β1α1 ((1⊗β1 b
′)�� a′+ b′ �� (1⊗α1 a

′)+ λ(b′ �� a′))

(by the induction hypothesis)
= b�� a,

We next prove the associativity:

(7) (a�� b)�� c= a�� (b�� c),

where a ∈ A⊗�(m+1), b ∈ A⊗�(n+1), c ∈ A⊗�(l+1), with m, n, l ≥ 0. For this we
use the induction on the sum m + n + l ≥ 0. The initial case of m + n + l = 0
follows from the first case of (5) and the associativity of the multiplication of A.
We suppose (7) has been proved when m+ n+ l = k for a k ≥ 0, and consider the
case when m+ n+ l = k+ 1.

From the second and third cases in (5), we have

(a�� b)�� c= a�� (b�� c) for m = 0, or n= 0, or l = 0.

Now for m ≥ 1, n ≥ 1, l ≥ 1, denote a = a0 ⊗α1 a
′, b = b0 ⊗β1 b

′, c = c0 ⊗γ1 c
′,

where a0, b0, c0 ∈ A, a′ ∈ A⊗�m, b′ ∈ A⊗�n, c′ ∈ A⊗�l . For the left-hand side
of (7),

(a�� b)�� c= ((a0⊗α1 a
′)�� (b0⊗β1 b

′))�� (c0⊗γ1 c
′)

= (a0b0⊗α1β1 ((1⊗α1 a
′)�� b′)+ a0b0⊗α1β1 (a

′
�� (1⊗β1 b

′))

+ λa0b0⊗α1β1 (a
′
�� b′))�� (c0⊗γ1 c

′)

= (a0b0⊗α1β1 ((1⊗α1 a
′)�� b′))�� (c0⊗γ1 c

′)

+ (a0b0⊗α1β1 (a
′
�� (1⊗β1 b

′)))�� (c0⊗γ1 c
′)

+ (λa0b0⊗α1β1 (a
′
�� b′))�� (c0⊗γ1 c

′)
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= a0b0c0⊗α1β1γ1 ((1⊗α1β1 ((1⊗α1 a
′)�� b′))�� c′)

+a0b0c0⊗α1β1γ1 (((1⊗α1 a
′)�� b

′)�� (1⊗γ1 c
′))

+ λa0b0c0⊗α1β1γ1 (((1⊗α1 a
′)�� b′)�� c′)

+a0b0c0⊗α1β1γ1 ((1⊗α1β1 (a
′
��(1⊗β1b

′)))��c
′)

+a0b0c0⊗α1β1γ1 ((a
′
�� (1⊗β1 b

′))�� (1⊗γ1 c
′))

+ λa0b0c0⊗α1β1γ1 ((a
′
�� (1⊗β1 b

′))�� c′)

+ λa0b0c0⊗α1β1γ1 ((1⊗α1β1 (a
′
�� b′))�� c′)

+ λa0b0c0⊗α1β1γ1 ((a
′
�� b′)�� (1⊗γ1 c

′))

+ λ2a0b0c0⊗α1β1γ1 ((a
′
�� b′)�� c′).

For the fifth summand on the right-hand side of the last equation, by the induction
hypothesis,

(a′��(1⊗β1b
′))��(1⊗γ1c

′)

= a′��((1⊗β1b
′)��(1⊗γ1c

′))

= a′��(1⊗β1γ1((1⊗β1b
′)��c

′))+a′��(1⊗β1γ1(b
′
��(1⊗γ1c

′)))

+λa′��(1⊗β1γ1(b
′
��c
′)),

whence

(a��b)��c=

a0b0c0⊗α1β1γ1((1⊗α1β1((1⊗α1a
′)��b

′))��c
′)

+a0b0c0⊗α1β1γ1(((1⊗α1a
′)��b

′)��(1⊗γ1c
′))+λa0b0c0⊗α1β1γ1(((1⊗α1a

′)��b
′)��c

′)

+a0b0c0⊗α1β1γ1((1⊗α1β1(a
′
��(1⊗β1b

′)))��c
′)

+a0b0c0⊗α1β1γ1(a
′
��(1⊗β1γ1((1⊗β1b

′)��c
′)))

+a0b0c0⊗α1β1γ1(a
′
��(1⊗β1γ1(b

′
��(1⊗γ1c

′))))+λa0b0c0⊗α1β1γ1(a
′
��(1⊗β1γ1(b

′
��c

′))

+λa0b0c0⊗α1β1γ1((a
′
��(1⊗β1b

′))��c
′)+λa0b0c0⊗α1β1γ1((1⊗α1β1(a

′
��b

′))��c
′)

+λa0b0c0⊗α1β1γ1((a
′
��b

′)��(1⊗γ1c
′))+λ2a0b0c0⊗α1β1γ1((a

′
��b

′)��c
′).

For the right-hand side of (7),

a�� (b�� c)

= (a0⊗α1 a
′)�� ((b0⊗β1 b

′)�� (c0⊗γ1 c
′))

= (a0⊗α1 a
′)��

(
b0c0⊗β1γ1 ((1⊗β1 b

′)�� c′)+ b0c0⊗β1γ1 (b
′
�� (1⊗γ1 c

′))

+λb0c0⊗β1γ1(b
′
��c

′)
)

= (a0⊗α1 a
′)�� (b0c0⊗β1γ1 ((1⊗β1 b

′)�� c′))

+ (a0⊗α1 a
′)�� (b0c0⊗β1γ1 (b

′
�� (1⊗γ1 c

′)))+ (a0⊗α1 a
′)�� (λb0c0⊗β1γ1 (b

′
�� c

′))
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= a0b0c0⊗α1β1γ1 ((1⊗α1 a
′)�� ((1⊗β1 b

′)�� c′))

+ a0b0c0⊗α1β1γ1 (a
′
�� (1⊗β1γ1 ((1⊗β1 b

′)�� c′)))

+ λa0b0c0⊗α1β1γ1 (a
′
�� ((1⊗β1 b

′)�� c′))

+ a0b0c0⊗α1β1γ1 ((1⊗α1 a
′)�� (b

′
�� (1⊗γ1 c

′)))

+ a0b0c0⊗α1β1γ1 (a
′
�� (1⊗β1γ1 (b

′
�� (1⊗γ1 c

′))))

+λa0b0c0⊗α1β1γ1 (a
′
�� (b

′
�� (1⊗γ1 c

′)))+λa0b0c0⊗α1β1γ1 ((1⊗α1 a
′)�� (b

′
�� c

′))

+ λa0b0c0⊗α1β1γ1 (a
′
�� (1⊗β1γ1 (b

′
�� c′)))+ λ2a0b0c0⊗α1β1γ1 (a

′
�� (b

′
�� c)).

For the first summand on the right-hand side of the last equation, by the induction
hypothesis,

(1⊗α1 a
′)�� ((1⊗β1 b

′)�� c′)

= ((1⊗α1 a
′)�� (1⊗β1 b

′))�� c′

= (1⊗α1β1 ((1⊗α1 a
′)�� b′))�� c′+ (1⊗α1β1 (a

′
�� (1⊗β1 b

′)))�� c′

+λ(1⊗α1β1 (a
′
�� b′))�� c′,

which yields

a��(b��c)

= a0b0c0⊗α1β1γ1((1⊗α1β1((1⊗α1a
′)��b

′))��c
′)

+a0b0c0⊗α1β1γ1((1⊗α1β1(a
′
��(1⊗β1b

′))��c
′)

+λa0b0c0⊗α1β1γ1((1⊗α1β1(a
′
��b

′))��c
′)+a0b0c0⊗α1β1γ1(a

′
��(1⊗β1γ1((1⊗β1b

′)��c
′)))

+λa0b0c0⊗α1β1γ1(a
′
��((1⊗β1b

′)��c
′))+a0b0c0⊗α1β1γ1((1⊗α1a

′)��(b
′
��(1⊗γ1c

′)))

+a0b0c0⊗α1β1γ1(a
′
��(1⊗β1γ1(b

′
��(1⊗γ1c

′))))+λa0b0c0⊗α1β1γ1(a
′
��(b

′
��(1⊗γ1c

′)))

+λa0b0c0⊗α1β1γ1((1⊗α1a
′)��(b

′
��c

′))+λa0b0c0⊗α1β1γ1(a
′
��(1⊗β1γ1(b

′
��c

′)))

+λ2a0b0c0⊗α1β1γ1(a
′
��(b

′
��c)).

Now we see that the i-th term in the expansion of (a �� b) �� c is equal to the
σ(i)-th term in the expansion of a �� (b �� c) by the induction hypothesis, where
σ is a permutation of order 11:(

i
σ(i)

)
=

(
1 2 3 4 5 6 7 8 9 10 11
1 6 9 2 4 7 10 5 3 8 11

)
.

Thus (a�� b)�� c= a�� (b�� c). This completes the inductive proof of (7).

(b) We divide the proof into two steps.

Step 1: We show that {PA, ω |ω∈�} in (6) is a Rota–Baxter family on (X�(A),��).
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Indeed for α1, β1 ∈� and a′, b′ ∈X�(A), we have

PA,α1(a
′)��PA,β1(b

′)

= (1⊗α1a
′)��(1⊗β1b

′) (by (6))

= 1⊗α1β1((1⊗α1a
′)��b

′
+a′��(1⊗β1b

′)+λ(a′��b
′))

= 1⊗α1β1(PA,α1(a
′)��b

′
+a′��PA,β1(b

′)+λ(a′��b
′)) (by (4))

= PA,α1β1(PA,α1(a
′)��b

′)+PA,α1β1(a
′
��PA,β1(b

′))+λPA,α1β1(a
′
��b

′) (by (6))

Step 2: We prove the universal property of (X�(A), {PA, ω | ω ∈ �}). Let
(R, {PR, ω | ω ∈ �}) be a commutative Rota–Baxter family algebra of weight λ
and let f : A→ R be an algebra homomorphism.

(existence) To construct a linear map f̄ :X�(A)→ R, it suffices to define f̄ (a)
for a pure tensor a = a0⊗α1 a

′
∈ A⊗�(m+1) with m ≥ 0 and a0 ∈ A. For this we

employ induction on m ≥ 0. For the initial step of m = 0, we have a= a0 and define

f̄ (a) := f̄ (a0) := f (a0).

For the induction step of m ≥ 1, we define

(8) f̄ (a) := f̄ (a0⊗α1 a
′) := f (a0)PR, α1( f̄ (a′)).

Since

f̄ ◦ PA, ω(a)= f̄ (1⊗ω a)

= f (1)PR, ω( f̄ (a))= PR, ω( f̄ (a))= PR, ω ◦ f̄ (a) for a ∈X�(A),

we have

(9) f̄ ◦ PA, ω = PR, ω ◦ f̄ for ω ∈�.

We now prove the compatibility of f̄ with the multiplication ��:

(10) f̄ (a�� b)= f̄ (a) f̄ (b) for a ∈ A⊗�(m+1) and b ∈ A⊗�(n+1)

by induction on m+ n ≥ 0. When m = n = 0, we have

a= a0, b= b0 ∈ A and a�� b= a0b0,

and so

f̄ (a�� b)= f̄ (a0b0)= f (a0b0)= f (a0) f (b0)= f̄ (a) f̄ (b),

by f being an algebra homomorphism. Suppose (10) has been validated for m+n≤k
with a k ≥ 0, and consider the case of m+ n = k+ 1. Then

a= a0⊗α1 a
′
= a0 �� PA, α1(a

′) ∈ A⊗�(m+1),

b= b0⊗β1 b
′
= b0 �� PA, β1(b

′) ∈ A⊗�(n+1),
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and so

f̄ (a��b)

= f̄ ((a0�PA,α1(a
′))��(b0�PA,β1(b

′)))

= f̄ ((a0b0)��PA,α1(a
′)��PA,β1(b

′))

= f̄ ((a0b0)��PA,α1β1(PA,α1(a
′)��b

′
+a′��PA,β1(b

′)+λ(a′��b
′))) (by (1))

= f̄ (a0b0)( f̄ ◦PA,α1β1)((1⊗α1a
′)��b

′
+a′��(1⊗β1b

′)+λ(a′��b
′)) (by (6), (8), (9))

= f (a0b0)(PR,α1β1◦ f̄ )((1⊗α1a
′)��b

′
+a′��(1⊗β1b

′)+λ(a′��b
′)) (by (9))

= f (a0b0)PR,α1β1( f̄ (1⊗α1a
′) f̄ (b′)+ f̄ (a′) f̄ (1⊗β1b

′)+λ f̄ (a′) f̄ (b′))
(by the induction hypothesis)

= f (a0b0)PR,α1β1( f̄ (PA,α1(a
′)) f̄ (b′)+ f̄ (a′) f̄ (PA,β1(b

′))+λ f̄ (a′) f̄ (b′)) (by (6))

= f (a0b0)PR,α1β1(PR,α1( f̄ (a′)) f̄ (b′)+ f̄ (a′)PR,β1( f̄ (b′))+λ f̄ (a′) f̄ (b′)) (by (9))

= f (a0) f (b0)PR,α1( f̄ (a′))PR,β1( f̄ (b′)) (by (1))

= f (a0)PR,α1( f̄ (a′)) f (b0)PR,β1( f̄ (b′))

= f̄ (a) f̄ (b) (by (8))

(uniqueness) In fact, for a=a0⊗α1 a1⊗α2 a2⊗α3 · · ·⊗αm am ∈ A⊗(m+1), we must have

f̄ (a)= f (a0)PR, α1( f (a1)PR, α2( f (a2) · · · )).

So the uniqueness of f̄ is proved. This completes the proof. �

As a direct application of Theorem 2.11, we obtain the free Rota–Baxter family
algebra on a set X . Denote by k[X ] the free commutative algebra on X .

Corollary 2.12. Let X be a set and � a commutative semigroup, and let λ ∈ k be
given. The Rota–Baxter family algebra (X�(k[X ]), {Pk[X ], ω | ω ∈ �}), together
with the natural embedding

jX : X ↪→ k[X ] ↪→X�(k[X ]),

is the free commutative Rota–Baxter family algebra of weight λ on X.

Proof. This follows from Theorem 2.11 by taking A = k[X ]. �

3. Free noncommutative Rota–Baxter family algebras

In this section, we construct free noncommutative Rota–Baxter family algebras in
terms of the method of Gröbner–Shirshov bases.

3A. Free �-operated algebras. The concept of algebras with (one or more) linear
operators was introduced by A. G. Kurosh [1960]. Later, Guo [2009] called such
algebras operated algebras and constructed the free objects. See also [Bokut and
Chen 2014; Gao and Guo 2017; Guo et al. 2013].
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Definition 3.1 [Guo 2009]. Let � be a nonempty set. An �-operated algebra is an
algebra R together with a set of operators Pω : R→ R, ω∈�. A morphism from an
�-operated algebra (R, {Pω | ω ∈�}) to an �-operated algebra (R′, {P ′ω | ω ∈�})
is an algebra homomorphism f : R→ R′ such that f ◦ Pω = P ′ω ◦ f for ω ∈�.

The following is the construction of the free �-operated algebra on a set X [Guo
2009]. Denote by M(X) the free monoid generated by X . For any set Y and ω ∈�,
let bY cω denote the set {bycω | y ∈ Y }. So bY cω is a disjoint copy of Y . Assume
the sets bY cω to be disjoint with each other when ω varies in �. We now use
induction to define a direct system {Mn :=Mn(�, X), in, n+1 :Mn→Mn+1}n≥0

of free monoids. We first define

M0 := M(X) and M1 := M
(

X t
(⊔

ω∈�
bM0cω

))
,

with i0,1 being the inclusion

i0,1 :M0 = M(X) ↪→M1 = M
(

X t
(⊔

ω∈�
bM0cω

))
.

Inductively assume that Mn−1 has been defined for n ≥ 2, with the inclusion

(11) in−2, n−1 :Mn−2→Mn−1.

We then define
Mn := M

(
X t

(⊔
ω∈�
bMn−1cω

))
.

The inclusion in (11) induces the inclusion

bMn−2cω→bMn−1cω for each ω ∈�,

and generates an inclusion of free monoids

in−1, n :Mn−1=M
(

Xt
(⊔

ω∈�
bMn−2cω

))
↪→M

(
Xt
(⊔

ω∈�
bMn−1cω

))
=Mn.

This completes the inductive construction of the direct systems. Then we define the
direct limit of monoids

M(�, X) := lim
−→

Mn =
⋃
n≥0

Mn

with identity 1. Elements of Mn\Mn−1 are said to have depth n. For each u ∈
M(�, X) with u 6= 1, we may write u as a product u1 · · · uk uniquely for some k
with ui ∈ X t

(⊔
ω∈�bM(�, X)cω

)
for 1≤ i ≤ k. We call k the breadth of u and

denote it by |u|. If u = 1, we define |u| := 0.

Proposition 3.2 [Guo 2009]. Let X be a set and � be a nonempty set. Let jX :

X→M(�, X) be the natural embedding. Then the pair

(kM(�, X), {b cω | ω ∈�})

with the jX is the free �-operated algebra on X.
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3B. Composition-diamond lemma for free �-operated algebras. In this subsec-
tion, we recall the composition-diamond lemma for free�-operated algebras [Bokut
et al. 2010; Gao and Guo 2017].

Definition 3.3. Let X be a set and � a nonempty set, ? /∈ X , and X?
:= X t {?}.

(a) By a ?-bracketed word on X , we mean any bracketed word in M(�, X)? :=
M(�, X?) with exactly one occurrence of ?, counting multiplicities.

(b) For q ∈M(�, X)? and u ∈M(�, X), we define q|u to be the bracketed word
on X obtained by replacing the symbol ? in q by u.

(c) For q ∈M(�, X)? and s = 6i ci q|ui ∈ kM(�, X), where ci ∈ k and ui ∈

M(�, X), we define
q|s :=6i ci q|ui .

Definition 3.4. Let X be a set and � a nonempty set. A monomial order on
M(�, X) is a well order ≤ on M(�, X) such that

u < v⇒ q |u< q |v for all u, v ∈M(�, X) and all q ∈M(�, X)?.

Here, as usual, we denote u < v if u ≤ v but u 6= v.

Definition 3.5. Let X be a set and � a nonempty set. Let ≤ be a monomial order
on M(�, X), and let f ∈ kM(�, X).

(a) If f /∈ k, the leading monomial of f , denoted by f̄ , is the largest monomial
appearing in f . The leading coefficient of f , denoted by c f , is the coefficient
of f̄ in f .

(b) If f ∈ k (including the case f = 0), we define the leading monomial of f to
be 1k and the leading coefficient of f to be c f = f .

(c) We call f monic with respect to≤ if c f = 1k. We call a subset S⊆ kM(�, X)
monic with respect to ≤ if each element of S is monic.

Definition 3.6. Let X be a set and � a nonempty set. Let ≤ be a monomial order
on M(�, X) and let f, g ∈ kM(�, X) be distinct and monic with respect to ≤.
Then we define two kinds of compositions.

(a) If there exist u, v, w ∈M(�, X) such that w= f̄ u= vḡ with max{| f̄ |, |ḡ|}<
w < | f̄ | + |ḡ|, we call

( f, g)w := f u− vg

the intersection composition of f and g with respect to (u, v).

(b) If there exist q ∈M(�, X)? and w ∈M(�, X) such that w = f̄ = q|ḡ, we
call

( f, g)w := f − q|g

the including composition of f and g with respect to q.
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Definition 3.7. Let X be a set and � a nonempty set. Let ≤ be a monomial order
on M(�, X), S ⊆ kM(�, X) monic and w ∈M(�, X).

(a) For u, v ∈ kM(�, X), we say u and v are congruent modulo (S, w) and
denote this by

u ≡ v mod (S, w)

if u− v =6i ci qi |si , where ci ∈ k, qi ∈M(�, X)?, si ∈ S and qi |s̄i <w.

(b) Let f, g ∈ kM(�, X). Then the composition ( f, g)w is called trivial modulo
(S, w) if

( f, g)w ≡ 0 mod (S, w).

Definition 3.8. Let X be a set and � a nonempty set. Let ≤ be a monomial order
on M(�, X) and S ⊆ kM(�, X) monic. S is called a Gröbner–Shirshov basis
with respect to ≤ if for all pairs f, g ∈ S with f 6= g, every intersection composition
( f, g)w and every including composition ( f, g)w are trivial modulo (S, w).

The following result is the well-known composition-diamond lemma for �-
operated algebras.

Theorem 3.9. Let X be a set and� a nonempty set, and let ≤ be a monomial order
on M(�, X). Let S ⊆ kM(�, X) be monic with respect to ≤. Then the following
statements are equivalent:

(a) S is a Gröbner–Shirshov basis in kM(�, X).

(b) For every nonzero f in the operated ideal Id(S), we have f̄ = q|s̄ for some
q ∈M(�, X)? and s ∈ S.

(c) kM(�, X)= k Irr(S)⊕ Id(S) where

Irr(S)=M(�, X)\{q|s̄ | q ∈M(�, X)?, s ∈ S},

and Irr(S) is a k-basis of kM(�, X)/Id(S).

3C. Gröbner–Shirshov bases for free noncommutative Rota–Baxter family alge-
bras. This subsection is devoted to a Gröbner–Shirshov basis for a free Rota–Baxter
family algebra on a set. Then by the composition-diamond lemma for �-operated
algebras, we obtain a linear basis of a free Rota–Baxter family algebra. We use the
monomial order ≤lex on M(�, X) given in [Bokut et al. 2010].

Theorem 3.10. Let X be a set and � a semigroup. With respect to the monomial
order ≤lex on M(�, X), the set

(12) S =
{
bxcαbycβ −bbxcα ycαβ −bxbycβcαβ − λbxycαβ

| α, β ∈�, x, y ∈M(�, X)
}
.

is a Gröbner–Shirshov basis in kM(�, X).
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Proof. The ambiguities of all possible composition of �-polynomials in S are

w1 = bxcαbycβbzcγ ,

w2 = bq|bxcβbycγ cαbzcδ,

w3 = bzcδbq|bxcβbycγ cα,

where x, y, z ∈M(�, X), α, β, γ, δ ∈� and q ∈M(�, X)?. We have the follow-
ing three cases to consider. Denote

fα, β(x, y) := bxcαbycβ −bbxcα ycαβ −bxbycβcαβ − λbxycαβ
for α, β ∈� and x, y ∈M(�, X).

Case 1. w1 = bxcαbycβbzcγ . In this case, write

fα, β(x, y)= bxcαbycβ −bbxcα ycαβ −bxbycβcαβ − λbxycαβ,

fβ, γ (y, z)= bycβbzcγ −bbycβzcβγ −bybzcγ cβγ − λbyzcβγ .

Then with respect to ≤lex,

fα, β(x, y)= bxcαbycβ and fβ, γ (y, z)= bycβbzcγ .

Thus we get the intersection composition:

( fα, β(x, y), fβ, γ (y, z))w
= fα, β(x, y)bzcγ −bxcα fβ, γ (y, z)

=−bbxcα ycαβbzcγ −bxbycβcαβbzcγ − λbxycαβbzcγ +bxcαbbycβzcβγ

+bxcαbybzcγ cβγ + λbxcαbyzcβγ

=− fαβ, γ (bxcα y, z)−bbbxcα ycαβzcαβγ −bbxcα ybzcγ cαβγ − λbbxcα yzcαβγ

− fαβ, γ (xbycβ, z)−bbxbycβcαβzcαβγ −bxbycβbzcγ cαβγ − λbxbycβzcαβγ

−λ fαβ,γ (xy, z)− λbbxycαβzcαβγ − λbxybzcγ cαβγ − λ2
bxyzcαβγ

+ fα, βγ (x, bycβz)+bbxcαbycβzcαβγ +bxbbycβzcβγ cαβγ +λbxbycβzcαβγ

+ fα, βγ (x, ybzcγ )+bbxcα ybzcγ cαβγ +bxbybzcγ cβγ cαβγ +λbxybzcγ cαβγ

+λ fα, βγ (x, yz)+ λbbxcα yzcαβγ + λbxbyzcβγ cαβγ + λ2
bxyzcαβγ

=− fαβ, γ (bxcα y, z)− fαβ, γ (xbycβ, z)− λ fαβ,γ (xy, z)−bx fβ, γ (y, z)cαβγ

+ fα, βγ (x, bycβz)+ fα, βγ (x, ybzcγ )+ λ fα, βγ (x, yz)+b fα, β(x, y)zcαβγ ,
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where

fαβ, γ (bxcα y, z) = bbxcα ycαβbzcγ <lex bxcαbycβbzcγ = w1,

fαβ, γ (xbycβ, z) = bxbycβcαβbzcγ <lex bxcαbycβbzcγ = w1,

fαβ,γ (xy, z) = bxycαβbzcγ <lex bxcαbycβbzcγ = w1,

fα, βγ (x, bycβz)= bxcαbbycβzcβγ <lex bxcαbycβbzcγ = w1,

fα, βγ (x, ybzcγ )= bxcαbybzcγ cβγ <lex bxcαbycβbzcγ = w1,

fα, βγ (x, yz) = bxcαbyzcβγ <lex bxcαbycβbzcγ = w1,

and

bxgβ,γ (y, z)cαβγ =bxbycβbzcγ cαβγ <lex bxbycβcαβbzcγ <lex bxcαbycβbzcγ =w1,

b fα,β(x, y)zcαβγ =bbxcαbycβzcαβγ <lex bxcαbbycβzcβγ <lex bxcαbycβbzcγ =w1.

So the intersection composition of fα, β(x, y) and fβ, γ (y, z) is trivial modulo
(S, w1).

Case 2. w2 = bq|bxcβbycγ cαbzcδ. In this case, denote p := bqcαbzcδ and

fβ, γ (x, y)= bxcβbycγ −bbxcβ ycβγ −bxbycγ cβγ − λbxycβγ ,

fα, δ(q|bxcβbycγ , z)= bq|bxcβbycγ cαbzcδ −bbq|bxcβbycγ cαzcαδ

−bq|bxcβbycγ bzcδcαδ − λbq|bxcβbycγ zcαδ.

Then with respect to ≤lex,

fα, δ(q|bxcβbycγ , z)= bq|bxcβbycγ cαbzcδ, fβ, γ (x, y)= bxcβbycγ ,

and

fα, δ(q|bxcβbycγ , z)= p| fβ, γ (x,y) = bq| fβ, γ (x,y)cαbzcδ = bq|bxcβbycγ cαbzcδ.

We have the including composition:

( fα, δ(q|bxcβbycγ , z), fβ, γ (x, y))ω2

= fα, δ(q|bxcβbycγ , z)− p| fβ, γ (x,y)

= −bbq|bxcβbycγ cαzcαδ −bq|bxcβbycγ bzcδcαδ − λbq|bxcβbycγ zcαδ

+bq|bbxcβ ycβγ cαbzcδ +bq|bxbycγ cβγ cαbzcδ + λbq|bxycβγ cαbzcδ
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= −bbq| fβ, γ (x,y)cαzcαδ −bbq|bbxcβ ycβγ cαzcαδ −bbq|bxbycγ cβγ cαzcαδ − λbbq|bxycβγ cαzcαδ

−bq| fβ, γ (x,y)bzcδcαδ −bq|bbxcβ ycβγ bzcδcαδ −bq|bxbycγ cβγ bzcδcαδ − λbq|bxycβγ bzcδcαδ

− λbq| fβ, γ (x,y)zcαδ − λbq|bbxcβ ycβγ zcαδ − λbq|bxbycγ cβγ zcαδ − λ2
bq|bxycβγ zcαδ

+ fα, δ(q|bbxcβ ycβγ , z)+bbq|bbxcβ ycβγ cαzcαδ +bq|bbxcβ ycβγ bzcδcαδ + λbq|bbxcβ ycβγ zcαδ

+ fα, δ(q|bxbycγ cβγ , z)+bbq|bxbycγ cβγ cαzcαδ +bq|bxbycγ cβγ bzcδcαδ + λbq|bxbycγ cβγ zcαδ

+ λ fα, δ(q|bxycβγ , z)+ λbbq|bxycβγ cαzcαδ + λbq|bxycβγ bzcδcαδ + λ
2
bq|bxycβγ zcαδ

= −bbq| fβ, γ (x,y)cαzcαδ −bq| fβ, γ (x,y)bzcδcαδ − λbq| fβ, γ (x,y)zcαδ + fα, δ(q|bbxcβ ycβγ , z)

+ fα, δ(q|bxbycγ cβγ , z)+ λ fα, δ(q|bxycβγ , z),

where

bq| fβ, γ (x,y)cαzcαδ = bq|bxcβbycγ zcαδ <lex bq|bxcβbycγ cαbzcδ = w2,

bq| fβ, γ (x,y)bzcδcαδ = bq|bxcβbycγ bzcδcαδ <lex bq|bxcβbycγ cαbzcδ = w2,

bq| fβ, γ (x,y)zcαδ = bq|bxcβbycγ zcαδ <lex bq|bxcβbycγ cαbzcδ = w2,

fα, δ(q|bxbycγ cβγ , z)= bq|bxbycγ cβγ cαbzcδ <lex bq|bxcβbycγ cαbzcδ = w2,

fα, δ(q|bbxcβ ycβγ , z)= bq|bbxcβ ycβγ cαbzcδ <lex bq|bxcβbycγ cαbzcδ = w2,

fα, δ(q|bxycβγ , z) = bq|bxycβγ cαbzcδ <lex bq|bxcβbycγ cαbzcδ = w2.

So the including composition of fα, δ(q|bxcβbycγ , z) and fβ, γ (x, y) is trivial modulo
(S, w2).

Case 3. w3 = bzcδbq|bxcβbycγ cα. This case is similar to Case 2. �

Now we are ready for our main result in this section.

Theorem 3.11. Let S be as in (12) and Id(S) be the operated ideal generated by S
in kM(�, X). Then kM(�, X)= k Irr(S)⊕ Id(S) where

Irr(S)=M(�, X)\{q|s̄ | q ∈M(�, X)?, s ∈ S},

and Irr(S) is a k-basis of the free Rota–Baxter family algebra kM(�, X)/Id(S) of
weight λ.

Proof. This follows from Theorems 3.9 and 3.10. �

4. Dendriform family algebras

It is well known that Rota–Baxter algebras induce (tri)dendriform algebras [Aguiar
2000a; Ebrahimi-Fard 2002]. In this section, we generalize this result to the case of
Rota–Baxter family algebras. The free commutative (tri)dendriform family algebras
are also constructed.
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4A. Dendriform family algebras and tridendriform family algebras. Motivated
by algebraic K -theory, Loday [1993] invented the concept of a dendriform algebra.
Now we propose the concept of a dendriform family algebra, with an eye toward
giving a connection from a Rota–Baxter family algebra of weight zero to it.

Definition 4.1. Let� be a semigroup. A dendriform family algebra is a k-module D
with a family of binary operations {≺ω,�ω | ω ∈�} such that for x, y, z ∈ D and
α, β ∈�,

(x ≺α y)≺β z = x ≺αβ (y ≺β z+ y �α z),(13)

(x �α y)≺β z = x �α (y ≺β z),(14)

x �α (y �β z)= (x ≺β y+ x �α y)�αβ z.(15)

Some years later, Loday and Ronco [2004] introduced the concept of a triden-
driform algebra (previously also called a dendriform trialgebra) in the study of
polytopes and Koszul duality. Similarly, we propose the following definition:

Definition 4.2. Let � be a semigroup. A tridendriform family algebra is a k-
module T equipped with a family of binary operations {≺ω,�ω | ω ∈ �} and a
binary operation · such that for x, y, z ∈ T and α, β ∈�,

(x ≺α y)≺β z = x ≺αβ (y ≺β z+ y �α z+ y · z),(16)

(x �α y)≺β z = x �α (y ≺β z),(17)

x �α (y �β z)= (x ≺β y+ x �α y+ x · y)�αβ z,(18)

(x �α y) · z = x �α (y · z),(19)

(x ≺α y) · z = x · (y �α z),(20)

(x · y)≺α z = x · (y ≺α z),

(x · y) · z = x · (y · z).

Remark 4.3. When � is taken to be a trivial semigroup, a dendriform (resp. tri-
dendriform) family algebra is precisely a dendriform (resp. tridendriform) algebra.

4B. From Rota–Baxter family algebras to (tri)dendriform family algebras. It is
well known that a Rota–Baxter algebra of weight zero (resp. weight λ) induces
a dendriform (resp. tridendriform) algebra [Aguiar 2000a; Ebrahimi-Fard 2002].
Now we generalize this result.

Theorem 4.4. Let � be a semigroup.

(a) A Rota–Baxter family algebra (R, {Pω | ω ∈ �}) of weight zero induces a
dendriform family algebra (R, {≺ω,�ω | ω ∈�}), where

x ≺ω y := x Pω(y), x �ω y := Pω(x)y, for x, y ∈ R.
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(b) A Rota–Baxter family algebra (R, {Pω | ω ∈�}) of weight λ induces a triden-
driform family algebra (R, {≺ω,�ω | ω ∈�}, · ), where

x ≺ω y := x Pω(y), x �ω y := Pω(x)y, x · y := λxy, for x, y ∈ R.

Proof. (a) For x, y, z ∈ R and α, β ∈�,

(x ≺α y)≺β z = (x Pα(y))Pβ(z)= x(Pα(y)Pβ(z))= x Pαβ(Pα(y)z+ y Pβ(z))

= x ≺αβ (y �α z+ y ≺β z),

(x �α y)≺β z = (Pα(x)y)Pβ(z)= Pα(x)(y Pβ(z))= x �α (y ≺β z),

x �α (y �β z)= Pα(x)(Pβ(y)z)= (Pα(x)Pβ(y))z = Pαβ(x Pβ(y)+ Pα(x)y)z

= (x ≺β y+ x �α y)�αβ z.

(b) For x, y, z ∈ R and α, β ∈�,

(x ≺α y)≺β z= (x Pα(y))Pβ(z)= x(Pα(y)Pβ(z))

= x Pαβ(Pα(y)z+y Pβ(z)+λyz)= x ≺αβ (y�α z+y≺β z+y·z),

(x �α y)≺β z= (Pα(x)y)≺β z= Pα(x)(y Pβ(z))= x �α (y≺β z),

x �α (y�β z)= Pα(x)(Pβ(y)z)= (Pα(x)Pβ(y))z

= Pαβ(x Pβ(y)+Pα(x)y+λxy)z= (x ≺β y+x �α y+x ·y)�αβ z,

(x �α y)·z= (Pα(x)y)·z= λPα(x)yz=Pα(x)(λyz)=Pα(x)(y·z)= x �α (y·z),

(x ≺α y)·z= (xPα(y))·z= λxPα(y)z= λx(Pα(y)z)= x ·(Pα(y)z)= x ·(y�α z),

(x ·y)≺α z= (λxy)≺α z= λx(y Pα(z))= x ·(y≺α z),

(x ·y)·z= (λxy)·z= λ2(xyz)= λx(λyz)= x ·(y·z).

This completes the proof. �

4C. Commutative (tri)dendriform family algebras. In this part, we first charac-
terize some properties of commutative (tri)dendriform family algebras. Then we
proceed to construct free commutative (tri)dendriform family algebras.

Definition 4.5. Let � be a semigroup.

(a) A dendriform family algebra (D, {≺ω,�ω | ω ∈�}) is called commutative if

x �ω y = y ≺ω x for x, y ∈ D, ω ∈�.

(b) A tridendriform family algebra (T, {≺ω,�ω|ω∈�}, · ) is called commutative if

x �ω y = y ≺ω x and x · y = y · x for x, y ∈ T, ω ∈�.

The following results characterize commutative (tri)dendriform family algebras.
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Proposition 4.6. (a) Let � be a commutative semigroup. If

(D, {≺ω,�ω | ω ∈�})

is a commutative dendriform family algebra, then

(21) (x ≺α y)≺β z = x ≺αβ (y ≺β z+ z ≺α y) for x, y, z ∈ D, α, β ∈�.

(b) Conversely, given (D, {≺ω | ω ∈�}) where D is a k-module and {≺ω | ω ∈�}
is a family of binary operations on D satisfying (21), the pair

(D, {≺ω,�ω | ω ∈�}),

where x �ω y := y ≺ω x , is a commutative dendriform family algebra.

Proof. (a) Suppose (D, {≺ω,�ω | ω ∈ �}) is a commutative dendriform family
algebra. Then

(x ≺α y)≺β z = x ≺αβ (y ≺β z+ y �α z) (by (13))

= x ≺αβ (y ≺β z+ z ≺α y).

(b) It suffices to prove (13)–(15). First, by (21),

(x ≺α y)≺β z = x ≺αβ (y ≺β z+ z ≺α y)= x ≺αβ (y ≺β z+ y �α z).

Second,

(x �α y)≺β z

= (y ≺α x)≺β z = y ≺αβ (x ≺β z+ z ≺α x) (by (21))

= y ≺βα (z ≺α x + x ≺β z) (by � being a commutative semigroup)

= (y ≺β z)≺α x (by (21))

= x �α (y ≺β z).

Finally,

x �α (y �β z)

= (z ≺β y)≺α x = z ≺βα (y ≺α x + x ≺β y) (by (21))

= z ≺βα (x ≺β y+ x �α y)

= z ≺αβ (x ≺β y+ x �α y) (by � being a commutative semigroup)

= (x ≺β y+ x �α y)�αβ z,

as required. �

Proposition 4.7. Let � be a commutative semigroup.
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(a) If (T, {≺ω,�ω |ω∈�}, · ) is a commutative tridendriform family algebra, then

x · y = y · x,(22)

(x ≺α y)≺β z = x ≺αβ (y ≺β z+ z ≺α y+ y · z),(23)

(x · y)≺α z = x · (y ≺α z),(24)

(x · y) · z = x · (y · z) for α, β ∈�, x, y, z ∈ T .(25)

(b) On the contrary, given (T, {≺ω,�ω | ω ∈ �}, · ) where T is a k-module and
≺ω with ω ∈ �, · are binary operations on T satisfying (22)–(25), then the
triple (T, {≺ω,�ω | ω ∈ �}, · ), where x �ω y := y ≺ω x , is a commutative
tridendriform family algebra.

Proof. (a) It suffices to prove (23), which follows from

(x ≺α y)≺β z = x ≺αβ (y ≺β z+ y �α z+ y · z) (by (16))

= x ≺αβ (y ≺β z+ z ≺α y+ y · z).

(b) We only need to prove (16)–(20). We have

(x ≺α y)≺β z = x ≺αβ (y ≺β z+ z ≺α y+ y · z) (by (23))

= x ≺αβ (y ≺β z+ y �α z+ y · z).

(x �α y)≺β z = (y ≺α x)≺β z = y ≺αβ (x ≺β z+ z ≺α x + x · z) (by (23))

= y ≺βα (z ≺α x + x ≺β z+ z · x)

(by � being a commutative semigroup)

= (y ≺β z)≺α x (by (23))

= x �α (y ≺β z).

x �α (y �β z)= (z ≺β y)≺α x = z ≺βα (y ≺α x + x ≺β y+ y · x) (by (23))

= z ≺βα (x ≺β y+ x �α y+ x · y)

= z ≺αβ (x ≺β y+ x �α y+ x · y)
(by � being a commutative semigroup)

= (x ≺β y+ x �α y+ x · y)�αβ z.

(x �α y) · z = (y ≺α x) · z = z · (y ≺α x) (by (22))

= (z · y)≺α x (by (24))

= x �α (z · y)= x �α (y · z).

(x ≺α y) · z = (y �α x) · z

= y �α (x · z)= y �α (z · x)= (y �α z) · x = x · (y �α z). �
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4D. Free commutative (tri)dendriform family algebras. In this subsection, we are
in a position to construct respectively free commutative dendriform and tridendri-
form family algebras.

Definition 4.8. Let A be a commutative algebra and � a semigroup. A free tri-
dendriform family algebra on A is a tridendriform family algebra (T, {≺ω,�ω|
ω ∈ �}, · ) together with the natural algebra homomorphism jA : A → T that
satisfies the following universal property: for any tridendriform family algebra
(T ′, {≺T ′, ω,�T ′, ω| ω ∈�}, ·T ′ ) and algebra homomorphism f : A→ T ′, there is
a unique tridendriform family algebra morphism f̄ : T → T ′ such that f = f̄ ◦ jA.

Let (X�(A),��, {PA,ω | ω ∈�}) be the free commutative Rota–Baxter family
algebra of weight 1 on an algebra A.

Theorem 4.9. Let A be a commutative algebra and � a semigroup.

(a) Define

a≺ω b := a�� (1⊗ω b), a�ω b := (1⊗ω a)�� b for each ω ∈�.

Then (X�(A), {≺ω,�ω |ω ∈�}), together with the natural algebra homomor-
phism i A : A→X�(A), is the free commutative dendriform family algebra
on A.

(b) Define

a≺ω b := a�� (1⊗ω b), a�ω b := (1⊗ω a)�� b, a ·b := a�� b for each ω ∈�.

Then (X�(A), {≺ω,�ω | ω ∈ �}, · ), together with the natural algebra ho-
momorphism i A : A→X�(A), is the free commutative tridendriform family
algebra on A.

Proof. We only prove (b), as the proof of (a) is similar and easier.

(b) Note that in (X�(A),��, {PA,ω | ω ∈�}), we have

(26)
a�α b := (1⊗α a)�� b= PA,α(a)�� b,

a≺β b := a�� (1⊗β b)= a�� PA,β(b)

for α, β ∈� and a, b∈X�(A). By Theorem 4.4, (X�(A), {≺ω,�ω |ω∈�}, · ) is a
tridendriform family algebra. Further, it is commutative, as X�(A) is commutative.
We are left to show the universal property. For this, let (T, {≺T, ω,�T, ω |ω∈�}, ·T )

be a tridendriform family algebra and let f : A→ T be an algebra homomorphism.

(existence) Define a linear map f̄ :X�(A)→ T as follows. For a= a0⊗α a
′
∈

A⊗(m+1) with a0 ∈ A and a′ ∈ A⊗m , we define f̄ (a) by induction on m ≥ 0. For
the initial step of m = 0, we have a= a0 and define

f̄ (a) := f̄ (a0) := f (a0).
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For the induction step of m ≥ 1, we define

(27) f̄ (a) := f̄ (a0⊗α a
′) := f (a0)≺T, α f̄ (a′).

We now prove that f̄ is a morphism of commutative tridendriform family algebras:

(28) f̄ (a≺A, β b)= f̄ (a)≺T, β f̄ (b) and f̄ (a · b)= f̄ (a) ·T f̄ (b),

for a= a0⊗α a
′
∈ A⊗�(m+1) and b= b0⊗β b

′
∈ A⊗�(n+1) with m, n ≥ 0.

We proceed to prove (28) by induction on m+ n ≥ 0. When m+ n = 0, a= a0

and b= b0 are in A. So by (27),

f̄ (a≺A, β b)= f̄ (a0⊗β b0)= f (a0)≺T, β f (b0)= f̄ (a)≺T, β f̄ (b),

f̄ (a · b)= f̄ (a0b0)= f (a0b0)= f (a0) ·T f (b0)= f̄ (a) ·T f̄ (b).

Assume that (28) has been proved when m+ n = k for a k ≥ 0, and consider the
case of m+ n = k+ 1. Then

f̄ (a≺A,β b)= f̄ (a��(1⊗βb))

= f̄ ((a0⊗αa
′)��(1⊗βb))

= f̄ (a0⊗αβ(a
′
��(1⊗βb)+(1⊗αa′)��b+a′��b)

= f̄ (a0)≺T,αβ f̄ (a′≺A,β b+b≺A,α a
′
+a′·b) (by (27))

= f̄ (a0)≺T,αβ ( f̄ (a′)≺T,β f̄ (b)+ f̄ (b)≺T,α f̄ (a′)+ f̄ (a′)·T f̄ (b))
(by the induction hypothesis)

= ( f̄ (a0)≺T,α f̄ (a′))≺T,β f̄ (b) (by (23))

= f̄ (a)≺T,β f̄ (b) (by (27))
and
f̄ (a · b)= f̄ ((a0⊗α a

′)�� (b0⊗β b
′))

= f̄ (a0b0⊗αβ (a
′
�� (1⊗β b′)+ (1⊗α a′)�� b′+ a′ �� b′)) (by (4))

= f̄ (a0b0)≺T,αβ f̄ (a′≺A,β b
′
+ b′≺A,α a

′
+ a′ · b′)

= f (a0b0)≺T,αβ ( f̄ (a′)≺T,β f̄ (b′)+ f̄ (b′)≺T,α f̄ (a′)+ f̄ (a′) ·T f̄ (b′))
(by induction)

=( f (a0)· f (b0))≺T,αβ ( f̄ (a′)≺T,β f̄ (b′)+ f̄ (b′)≺T,α f̄ (a′)+ f̄ (a′)·T f̄ (b′))

= (( f (a0) · f (b0))≺T,α f̄ (a′))≺T,β f̄ (b′) (by (23))

= (( f (b0) · f (a0))≺T,α f̄ (a′))≺T,β f̄ (b′) (by (22))

= ( f (b0) · ( f (a0)≺T,α f̄ (a′)))≺T,β f̄ (b′) (by (24))

= (( f (a0)≺T,α f̄ (a′)) · f (b0))≺T,β f̄ (b′) (by (22))

= ( f (a0)≺T,α f̄ (a′)) · ( f (b0)≺T,β f̄ (b′)) (by (24))

= f̄ (a) ·T f̄ (b) (by (27))
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(uniqueness) Suppose that f̄ :X�(A)→ T is a required morphism of commutative
tridendriform family algebras. Then for a= a0⊗α a

′
∈ A⊗�(m+1),

f̄ (a)= f̄ (a0⊗α a
′)= f̄ (a0 ≺A, α a

′)= f̄ (a0)≺T, α f̄ (a′)= f (a0)≺T, α f̄ (a′),

which determines f̄ uniquely by recursion. This completes the proof of (b). �
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