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ON MASAS IN q-DEFORMED VON NEUMANN ALGEBRAS

MARTIJN CASPERS, ADAM SKALSKI AND MATEUSZ WASILEWSKI

We study certain q-deformed analogues of the maximal abelian subalgebras
of the group von Neumann algebras of free groups. The radial subalgebra
is defined for Hecke deformed von Neumann algebras of the Coxeter group
(Z/2Z)?k and shown to be a maximal abelian subalgebra which is singular
and with Pukánszky invariant {∞}. Further all nonequal generator masas
in the q-deformed Gaussian von Neumann algebras are shown to be mutu-
ally nonintertwinable.

1. Introduction

Our aim is to investigate maximal abelian subalgebras in certain II1-factors that can
be viewed as deformations of VN(Fn). Our particular interest lies in the analysis of
counterparts of the radial masa Ar in VN(Fn), studied for example in [Boca and
Rădulescu 1992] and in [Cameron et al. 2010] (see also [Trenholme 1988]). The
main open problem concerning the radial masa in VN(Fn) is the question whether
it is isomorphic to the generator masa(s); so far they share all the known properties,
such as maximal injectivity, the same Pukánszky invariant, etc. They are also known
not to be unitarily conjugate (see Proposition 3.1 of [Cameron et al. 2010]). More
generally, radial masas have been studied for von Neumann algebras of groups of
the type (Z/nZ)

?k in [Trenholme 1988] and [Boca and Rădulescu 1992].
Here we want to analyse the behaviour of counterparts of the radial/generator

masa in some deformed versions of VN(Fn) or VN((Z/nZ)
?k); more specifically in

Hecke deformed von Neumann algebras of right-angled Coxeter groups VNq(W )

of Dymara [2006] (see also [Garncarek 2016] and [Caspers 2016a]) and in q-
deformed Gaussian von Neumann algebras 0q(HR) of Bożejko, Kümmerer and
Speicher [Bożejko et al. 1997]. In the former case we can naturally define the radial
subalgebra (and not the generator one), and in the latter the object that intuitively
corresponds to the radial subalgebra is in fact obviously isomorphic to the generator
one (as studied by Ricard [2005] and further by Wen [2017] and Parekh, Shimada

MSC2010: primary 46L10; secondary 46L65.
Keywords: maximal abelian subalgebras, singular masas, Hecke von Neumann algebra, q-Gaussian

algebras.
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and Wen [Parekh et al. 2018]). We show in Section 4 however that the different
generator masas inside the 0q(HR) are not unitarily conjugate.

Note that another example of a counterpart of the radial subalgebra in VN(Fn)

was studied and shown to be maximal abelian and singular in [Freslon and Vergnioux
2016]. It was a von Neumann subalgebra of the algebra L∞(O+N ), which shares
many properties with VN(Fn), although very recently the latter two were shown to
be nonisomorphic [Brannan and Vergnioux 2018].

The plan of the paper is as follows: after finishing this section introducing
certain notation, in Section 2 we define the radial subalgebra of the Hecke deformed
von Neumann algebra VNq(W ) and show it to be maximal abelian. In Section 3,
we compute its Pukánszky invariant and deduce its singularity. Finally Section 4
discusses the nonintertwinability of (a continuous family of) different generator
masas in the q-deformed Gaussian von Neumann algebras.

Notation. Throughout this paper, by a masa we mean a maximal abelian von
Neumann subalgebra of a given von Neumann algebra M. Let U (M) be the group of
unitaries in M. For a (unital) subalgebra A⊆M we define the normalizer of A in M as

NM(A)= {u ∈U (M) | uAu∗ ⊆ A}.

A subalgebra A ⊆ M is called singular if NM(A) ⊆ A. These notions were first
introduced by Dixmier [1954].

N0 denotes the natural numbers including 0.

2. The radial Hecke masa

In this section we show that right-angled Hecke von Neumann algebras admit a
radial algebra and prove that it is in fact a masa.

Let W denote a right-angled Coxeter group. Recall that this is the universal
group generated by a finite set S of elements of order 2, with the relations forcing
some of the distinct elements of S to commute, and some other to be free. This is
formally encoded by a function

m : S× S \ {(s, s) : s ∈ S} → {2,∞}

such that for all s, t ∈ S, s 6= t we have

(st)m(s,t) = e

(and (st)∞ = e means that s and t are free; necessarily m(s, t)= m(t, s)). We will
always associate to W the length function | · | :W → N0 given by the generating
set S. All the information about W is encoded by a graph 0 with a vertex set
V0 = S and the edge set E0 = {(s, t) ∈ S × S : m(s, t) = 2}. Let q ∈ (0, 1]
and put p = (q − 1)/q1/2 (note that our convention on q means that p ≤ 0). The
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algebra Cq [W ] is a *-algebra with a linear basis {Tw : w ∈ W } satisfying the
conditions (s ∈ S, w ∈W )

Ts Tw =
{

Tsw if |sw|> |w|,
Tsw + pTw if |sw|< |w|.

The algebra Cq [W ] acts in a natural way (via bounded operators) on the space `2(W )

and its von Neumann algebraic closure in B(`2(W )) will be denoted by VNq(W ).
The vector δe ∈ `

2(W ) will sometimes be denoted by �; the corresponding vector
state τ := ω� on VNq(W ) is a faithful trace. More generally to any element
T ∈ VNq(W ) we can associate its symbol T�, and as � is a separating vector for
VNq(W ) this correspondence is injective. Finally note that using the right action
of the Hecke algebra on itself, we can define another von Neumann algebra acting
on `2(W ), say VNq(W )r. It is obviously contained in the commutant of VNq(W );
in fact Proposition 19.2.1 of [Davis 2008] identifies it with VNq(W )′.

In what follows, we will write L to denote the cardinality of S.

Hecke von Neumann algebras were first considered in [Dymara 2006] and [Davis
et al. 2007] in order to study weighted L2-cohomology of Coxeter groups. In
[Davis et al. 2007], the authors raised a natural question: how large is the centre
of VNq(W )? A precise answer for the right-angled case was found in [Garncarek
2016], where the following result was shown.

Theorem 2.1. Let |S| ≥ 3 and assume that 0 is irreducible. Then for q ∈ [ρ, 1]
the right-angled Hecke von Neumann algebra Cq [W ] is a II1-factor and for (0, ρ)
we have that Cq [W ] is a direct sum of a II1-factor and C. Here ρ is the radius of
convergence of the fundamental power series

∑
∞

k=0

∣∣{w ∈W | |w| = k}
∣∣zk.

In particular VNq(W ) is diffuse if and only if q ∈ [ρ, 1]. Further structural
results were obtained in [Caspers 2016a; 2016b; Caspers and Fima 2017] where for
example noninjectivity, approximation properties, absence of Cartan subalgebras,
the Connes embedding property and the existence of graph product decompositions
were established for VNq(W ).

In this paper we consider the special case W = (Z2)
∗L, i.e., the case where m is

constantly equal to infinity. We assume also that L ≥ 3. Here the main result of
[Garncarek 2016] (see Theorem 2.1) says that VNq(W ) is a factor if and only if
q ∈

[ 1
L−1 , 1

]
, and results of [Dykema 1993] together with a calculation in Section 5

of [Garncarek 2016] show that for that range of q we have

VNq(W )≈ VN(F2Lq/(1+q)2),

where VN(Fs) for s ≥ 1 denote the interpolated free group factors of Dykema and
Radulescu.
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Definition 2.2. An element T ∈ VNq(W ) is said to be radial if for its symbol de-
composition T�=

∑
w∈W cwδw, where cw ∈C, we have cw= cv for every v,w∈W

with l(v) = l(w). We say that T has radius (at most) n if the frequency support
(i.e., the set of those w ∈ W for which cw 6= 0) of Tw is contained in the ball
{w ∈W : |w| ≤ n}.

Define h ∈ Cq [W ] ⊂ VNq(W ) by the formula h =
∑

s∈S Ts and put B := {h}′′.

Proposition 2.3. The von Neumann algebra B coincides with the collection of all
radial operators in VNq(W ). In particular the set of all radial operators forms an
algebra.

Proof. For each n ∈N consider the radial operator hn :=
∑

w∈W, |w|=n Tw ∈ Cq [W ]
and put h0 := I.

For each n ∈ N, n ≥ 2, we have

(2-1) hhn =
∑
s∈S

∑
|w|=n,
|sw|>|w|

Ts Tw+
∑
s∈S

∑
|w|=n,
|sw|<|w|

Ts Tw

=

∑
s∈S

∑
|w|=n,
|sw|>|w|

Tsw+
∑
s∈S

∑
|w|=n,
|sw|<|w|

Tsw+
∑
s∈S

∑
|w|=n,
|sw|<|w|

pTw

= hn+1+(L−1)hn−1+phn.

We also have h2
= h2 + ph + Lh0. This shows in particular that the algebra

generated by h consists of radial operators. Moreover viewing the above as a
recurrence formula we see that each hn can be expressed as a polynomial in h and I,
so that the subspace A generated by {hn : n ∈N} coincides with the unital ∗-algebra
generated by h.

Further define the radial subspace

`2(W )r := {(cw)w∈W ∈ `
2(W ) : cv = cw for all w, v ∈W, |w| = |v|}

and denote the orthogonal projection from `2(W ) onto `2(W )r by Pr . It is easy to
see that A� is norm dense in `2(W )r . Thus the unique trace-preserving conditional
expectation E onto A′′ ⊂ VNq(W ) is given by the formula

E(T )�= Pr T�, T ∈ VNq(W ).

This shows that the set of radial operators in VNq(W ) coincides with A′′ and passing
now to ultraweak closures we see that h generates the von Neumann algebra of all
radial operators. �

Note that the above fact is not true (even for p = 0) for a general right-angled
Coxeter group. Also note that formulae such as (2-1) (and the subsequent line in
the proof) play a very relevant role in our proof of singularity in Section 3.
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The first main theorem of this paper is based on the idea of Pytlik for the radial
algebra in VN(Fn) [1981]; see also [Sinclair and Smith 2008]. By Rh ∈ VNq(W )r ,
we understand the operator on `2(W ) given by the right action of

∑
s∈S Ts .

Lemma 2.4. For every v,w ∈W with |v| = |w| and for every ε > 0 there exists a
vector η ∈ `2(W ) such that

‖ev − ew − (hη− Rhη)‖2 < ε.

Proof. We first assume thatw=az and v= zb for some word z∈W with |z|= |v|−1
and some letters a, b ∈ S. In the proof x and y will always be words in W and
summations are always over x and y. Put for k ∈ N

ψk =
∑

|x |=|y|=k,
|xa|=|by|=k+1

exazby ∈ `
2(W ),

and define also ψ0 = eazb. Let δ > 0. As for each k ∈ N there are L(L − 1)k−1

reduced words in W of length k,

(2-2)
∥∥∥∥( 1− δ

L − 1

)k

ψk

∥∥∥∥2

2
≤

(
1− δ
L − 1

)2k

(L − 1)2k−2L2
≤ 4(1− δ)2k .

This means that we can define

ηδ =

∞∑
k=0

(
1− δ
L − 1

)k

ψk ∈ `
2(W ).

We claim that the vector ηδ, for δ small enough (dependent on ε), satisfies the
condition of the lemma. To show that we need to analyse the actions of h and Rh

on ψk . For k ≥ 1 we have (the bracket term included; the brackets are there in order
to define further vectors in the remainder of the proof)

(2-3) hψk =
∑
s∈S

∑
|x |=|y|=k, |sx |=k+1
|xa|=|by|=k+1

esxazby

+

∑
s∈S

∑
|x |=|y|=k, |sx |=k−1
|xa|=|by|=k+1

esxazby(+pexazby).

and similarly, for k ≥ 1,

(2-4) Rhψk =
∑
s∈S

∑
|x |=|y|=k, |ys|=k+1
|xa|=|by|=k+1

exazbys

+

∑
s∈S

∑
|x |=|y|=k, |ys|=k−1
|xa|=|by|=k+1

exazbys(+pexazby).
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Finally

(2-5) hψ0 = ezb+ peazb+
∑

s∈S\{a}

esazb, Rhψ0 = eaz + peazb+
∑

s∈S\{b}

eazbs .

We now analyse the “commutators” hψk − Rhψk and their sum. Note first that for
each k ∈ N0 the summand in hψk given by pexazby also occurs in Rhψk .

We define (compare to (2-5))

φ1,0 =
∑

s∈S\{a}

esazb, φ2,0 = ezb, χ1,0 =
∑

s∈S\{b}

eazbs, χ2,0 = eaz.

For k ≥ 1 we set the following notation: let φ1,k and φ2,k be the two large sums on,
respectively, the first and second line of (2-3), without the vectors between brackets.
Similarly we define χ1,k and χ2,k to be the two large sums on, respectively, the first
and second line of (2-4), without the vectors between brackets.

Then we have for all k ∈ N0

φ1,k =
1

L − 1
χ2,k+1, χ1,k =

1
L − 1

φ2,k+1,

so that

φ1,k −
1− δ
L − 1

χ2,k+1 = δφ1,k, χ1,k −
1− δ
L − 1

φ2,k+1 = δχ1,k .

Thus a version of the telescopic argument yields the equality

hηδ − Rhηδ =

∞∑
k=0

(
1− δ
L − 1

)k

(φ1,k +φ2,k −χ1,k −χ2,k)

= ezb− eaz + δ

( ∞∑
k=1

(
1− δ
L − 1

)k

(φ1,k −χ1,k)

)
.

As δ ↘ 0 this can be shown via a similar `2-counting estimate to that above to
converge in norm to ezb− eaz . From this we conclude the claim.

For general v= v1 . . . vn and w=w1 . . . wn with vn 6=w1 the proposition follows
from a triangle inequality and an application of the argument in the first part of
the proof to each pair wk . . . wnv1 . . . vk−1 and wk+1 . . . wnv1 . . . vk . In the case
where vn = w1 one can apply the above to the pairs vk . . . vnbw1 . . . wk−2 and
vk+1 . . . vnbw1 . . . wk−1 for some letter b 6= vn . �

We are ready to formulate the first main result in this section.

Theorem 2.5. The radial algebra B is a masa in VNq(W ).

Proof. Suppose that T ∈ B′∩VNq(W ) and write T�=
∑

u∈W cueu . Let v,w ∈W
with |v| = |w|, let ε > 0 and let η be as in Lemma 2.4. Note that as T commutes
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with h we have 〈T�, hη− Rhη〉 = 〈(hT − RhT )�, η〉 = 〈T (h − Rh)�, η〉 = 0.
Then we get

|〈T�, ev − ew〉| ≤ |〈T�, ev − ew + hη− Rhη〉| ≤ ε.

As ε > 0 is arbitrary, we see that cw = cv . Thus T is radial, which is equivalent to
the fact that T ∈ B by Proposition 2.3. �

Remark 2.6. The recurrence formula (2-1) allows us to compute explicitly the
distribution of h with respect to the canonical trace. As the formula (2-1) is valid
only from n = 2 we first define “new” h0 as L/L̃ , where L̃ := L − 1, so that
with respect to the new variables it holds for all n ∈ N. For simplicity assume
that q ∈ [1/L̃, 1], so that VNq(W ) is a (finite) factor. Then the distribution of h is
continuous (as B is diffuse) and the main result of [Cohen and Trenholme 1984]
implies that the corresponding density is given (up to a normalising factor) by

L̃
√

4L̃ − (x − p)2

π [−(x − p)2− p(2− L)(x − p)+ p2(L − 1)+ L2]
dx .

Note that for p = 0 we obtain, as expected, the distribution of the radial element in
the group (Z2)

∗L as computed in Theorem 4 of [Cohen and Trenholme 1984].

3. The Pukánszky invariant and singularity of the Hecke MASA

The Pukánszky invariant P(A) of a masa A⊆M is determined by the von Neumann
algebra generated by all A-A bimodule homomorphisms of L2(M). We refer to
[Sinclair and Smith 2008] for further discussion of P(A). Popa [1985] showed
that the Pukánszky invariant can be used to prove singularity of certain masas
(and indeed this was successfully applied by Radulescu [1991] in order to obtain
singularity of the radial masa in VN(Fn)). We will use this strategy in this section,
following very closely the proof of [Rădulescu 1991], to show that the Hecke radial
masa discussed in Section 2 is singular. In particular we determine its Pukánszky
invariant.

We need some terminology. Let again L ≥ 3, W = (Z2)
∗L, q ∈

[ 1
L−1 , 1

]
and let B be the radial subalgebra of the factor VNq(W ) (shown to be a masa in
Theorem 2.5).

Definition 3.1. The Pukánszky invariant of B⊆ VNq(W ) is defined as the type of
the von Neumann algebra 〈h, Rh〉

′
⊆ B(`2(W )), where h and Rh were defined in

Section 2.

Next we introduce the necessary notation in order to determine the Pukánszky
invariant of B⊆ VNq(W ). We need to construct certain bases, which are inspired
by Radulescu’s bases in free group factors (see [Rădulescu 1991]). For l ∈ N0



8 MARTIJN CASPERS, ADAM SKALSKI AND MATEUSZ WASILEWSKI

let ql : Cq [W ] → Cq [W ] be the natural projection onto the span of {Tw, |w| = l}.
Write Cl

q [W ] = ql(Cq [W ]). As before set hl =
∑
|w|=l Tw. We have for m ≥ 1

(see (2-1) and its subsequent line)

(3-1) h1hm = hmh1 = hm+1+ phm + (Lm − 1)hm−1,

where Lm = L if m ≥ 2 and Lm = L + 1 if m = 1. Let

Sl = span{ql(h1x), ql(xh1) | x ∈ ql−1(Cq [W ])};

in particular S1 = Ch1. Further for l ∈ N, γ ∈ Cl
q [W ], set

γm,n = qm+n+l(hmγ hn), m, n ∈ N0.

We also set γm,n= 0 in case m< 0 or n< 0. Finally for l ∈N and γ ∈Cl
q [W ]	Sl set

Xγ = span‖ ‖2{γm,n | m, n ∈ N0} ⊂ `
2(W ).

Lemma 3.2 collects all computational results we need in what follows. As all the
(rather easy) arguments are basically contained in [Rădulescu 1991, Lemma 1]
we merely sketch the proof; all other proofs we give in this section will then be
self-contained.

Lemma 3.2. (1) For γ ∈ Cl
q [W ], l ≥ 1, m ≥ 1, n ≥ 0, we have

h1γm,n = γm+1,n + pγm,n + (L − 1)γm−1,n.

(2) For γ ∈ Cl
q [W ]	 Sl , l ≥ 2, m ≥ 0, n ≥ 0, we have

h1γm,n = γm+1,n + pγm,n + (L − 1)γm−1,n.

(Note that only the case m = 0 was not already covered by (1)).

(3) For β ∈ C1
q [W ]	 S1, n ≥ 0, we have

h1β0,n = β1,n + pβ0,n −β0,n−1.

(4) For γ ∈ Cl
q [W ], l ≥ 1 we have

ql+m+n+1(h1hmγ hn)= ql+n+m+1(h1ql+m+n(hmγ hn)), m,n ∈ N,

ql−m−n−1(h1hmγ hn)= ql−m−n−1(h1ql−m−n(hmγ hn)), 0≤ m+n ≤ l.

(5) For γ ∈ Cl
q [W ], l ≥ 1, we have ql(h1ql+1(h1γ ))= (L − 1)γ .

(6) For β ∈ C1
q [W ]	 S1, we have qn(h1qn+1(βhn))=−qn(βhn−1).

(7) For all γ ∈ Cl
q [W ]	 Sl , l ≥ 2, n ∈ N, m ≥ 1, we have

ql(qm+n+l(hmγ hn)hm+n)= 0.
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Proof. The proofs of (1)–(2) are easy consequences of (3-1); see also [Rădulescu
1991, Lemma 1 (a) and (b)]. The proof of (3) is essentially the same as [Rădulescu
1991, Lemma 1 (c)]. Statement (4) is a direct consequence of (3-1), and (5) and (6)
follow from (1) and (3), respectively. Statement (7) follows from (1) and (2). �

The following theorem gives the cornerstone in our computation of the Pukánszky
invariant. The idea is based on first showing that for suitable β and γ the mapping
T : Xβ → Xγ defined by the formula (3-2) is bounded and invertible. Then one
uses a basis transition to the respective bases {hmβhn}m,n∈N and {hmγ hn}m,n∈N to
show that T is actually a B-B bimodule map.

Theorem 3.3. Let l ∈ N, l ≥ 2, let β ∈ C1
q [W ] 	 S1 and let γ ∈ Cl

q [W ](W )	 Sl .
Then the following hold:

(1) There exists a bounded invertible linear map T : Xβ→ Xγ determined by

(3-2) T : βm,n 7→ γm,n + γm−1,n−1, m, n ∈ N0.

(2) We have Xβ=BβB
‖ ‖2 and Xγ =BγB

‖ ‖2. Moreover the map T defined by (3-2)
agrees with the linear map

(3-3) T : hmβhn 7→ hmγ hn, m, n ∈ N0.

The proof of Theorem 3.3 proceeds through a couple of lemmas, which we prove
in two separate subsections.

Proof of Theorem 3.3 (1). The first statement of Theorem 3.3 is essentially a
consequence of the following orthogonality property.

Lemma 3.4. Let l ∈ N, l ≥ 2, and let β, β ′ ∈ C1
q [W ] 	 S1, γ ∈ Cl

q [W ] 	 Sl ,
γ ′ ∈ Cl

q [W ], l ≥ 2. We have then for each m, n,m′, n′ ∈ N0

(3-4) 〈βm,n, β
′

m′,n′〉 = δm+n,n′+m′(L − 1)m+n−|n−n′|(−1)|n−n′|
〈β, β ′〉;

similarly,

(3-5) 〈γm,n, γ
′

m′,n′〉 = δm,m′δn,n′(L − 1)m+n
〈γ, γ ′〉.

Proof. Let us first prove (3-5). Firstly, as γm,n (resp. γ ′m′,n′) is in the range of
qm+n+l (resp. qm′+n′+l), we must have m+ n = m′+ n′ or else both sides of (3-5)
are nonzero. We claim that

(3-6) ql(hm′qm+n+l(hmγ hn)hn′)= δm,m′δn,n′(L − 1)m+nγ.

For k := m + n = 0 this is obvious. We proceed by induction on k and assume
the assertion for k− 1. For k ≥ 1 one of m and n is nonzero and we may assume
without loss of generality that m 6= 0 (the proof for n can be done in the same way,
or one can consider the adjoint of (3-6) which interchanges the roles of m and n).



10 MARTIJN CASPERS, ADAM SKALSKI AND MATEUSZ WASILEWSKI

If the left-hand side of (3-6) is nonzero, then we must have that m′ is nonzero,
because otherwise this expression reads ql(qm+n+l(hmγ hn)hn+m) which is zero by
Lemma 3.2 (7).

Using (3-1) together with the fact that ql(hr qm+n+l(x)hn)= 0 for every r < m
and x ∈ Cq [W ] and qm+n+l(hsγ hn)= 0 for s < m, we get

ql(hm′qm+n+l(hmγ hn)hn′)= ql(hm′−1h1qm+n+l(h1hm−1γ hn)hn′).

Using Lemma 3.2 (4) and (5) for the first two of the following equalities and then
the induction hypothesis yields

(3-7) ql(hm′qm+n+l(hmγ hn)hn′)

= ql(hm′−1qm+n+l−1(h1qm+n+l(h1qm+n+l−1(hm−1γ hn))hn′)

= (L−1)ql(hm′−1qm+n+l−1(hm−1γ hn)hn′)

= (L−1)(L−1)m+n−1δm,m′δn,n′γ.

This completes the proof of (3-6). Then using the fact that hm′ and hn′ are self-
adjoint we get

(3-8) 〈γm,n, γ
′

m′,n′〉 = 〈qm+n+l(hmγ hn), qm′+n′+l(hm′γ
′hn′)〉

= 〈hm′qm+n+l(hmγ hn)hn′, γ
′
〉

= 〈ql(hm′qm+n+l(hmγ hn)hn′), γ
′
〉

= (L − 1)m+nδm,m′δn,n′〈γ, γ
′
〉.

Next we sketch the proof of (3-4); it is largely the same as (3-5). The claim (3-6)
gets replaced by

(3-9) ql(hm′qm+n+l(hmβhn)hn′)= (L − 1)|m+n|−|n−n′|(−1)|n−n′|δm+n,m′+n′β.

Again the proof proceeds by induction with respect to k := m+ n = m′+ n′. The
case k = 0 is obvious so assume k ≥ 1. First assume that both m,m′ ≥ 1. Similar
to (3-7) and using the same results from Lemma 3.2 we find that

(3-10) ql(hm′qm+n+l(hmβhn)hn′)= ql(hm′−1h1qm+n+l(h1hm−1βhn)hn′)

= (L−1)ql(hm′−1qm+n+l−1(hm−1βhn)hn′−1)

= (L−1)m+n−|n−n′|(−1)|n−n′|δm+n,m′+n′〈β,β
′
〉.

The proof of (3-10) (disregarding the intermediate steps) for the case n, n′ ≥ 1
proceeds in the same manner (or follows by taking adjoints of (3-10) which swaps
the roles of m,m′ and n, n′). The only case that remains is then m = 0 and n′ = 0
(again the case m′ = 0 and n = 0 follows by taking adjoints, or by symmetry).
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Then n ≥ 1 and m′ ≥ 1 and using Lemma 3.2 (6) for the second equality and then
applying the induction hypothesis we obtain

q1(hm′qn+1(βhn))= q1(hm′−1qn(h1qn+1(βhn−1h1)))

=−q1(hm′−1qn(βhn−1))

= (L − 1)m+n−|n−n′|δm+n,m′+n′(−1)|n−n′|
〈β, β ′〉.

Then the lemma follows by replacing γ by β in (3-8). �

Recall the elementary fact (see [Rădulescu 1991, Lemma 5] for a proof) that for
a real number a, |a|< 1, there exist constants Ba > 0 and Ca > 0 such that for any
k ∈ N, λ1, . . . , λk ∈ C, we have

(3-11) Ba

k∑
i=1

|λi |
2
≤

k∑
i=1

λiλ j a|i− j |
≤ Ca

k∑
i=1

|λi |
2.

Proof of Theorem 3.3 (1). By Lemma 3.4 and (3-11) we see that the assignment
βm,n 7→ γm,n extends to a bounded invertible linear mapping T0 : Xβ → Xγ . By
Lemma 3.4 we see that S : Xγ 7→ Xγ : γm,n 7→ γm−1,n−1 is bounded with norm
‖S‖≤ (L−1)−2. Therefore IdXγ + S is bounded and invertible. As the composition
(I + S) ◦ T0 is bounded and invertible and agrees with (3-2) we are done. �

Proof of Theorem 3.3 (2). The following Lemma 3.5 is the crucial part of the proof
of Theorem 3.3 (2).

Lemma 3.5. Let l≥2, β∈C1
q [W ]	S1, and let γ ∈Cl

q [W ]	Sl . For every m, n∈N0

there exist certain constants bm,n
k, j , cm,n

k, j ∈ R, k = 0, . . . ,m, j = 0, . . . , n, such that
we have the expansions

(3-12) hmβhn =
∑

k≤m, j≤n

bm,n
k, j βk, j , hmγ hn =

∑
k≤m, j≤n

cm,n
k, j γk, j .

Moreover, these constants satisfy

(3-13) cm,n
k, j = bm,n

k, j + bm,n
k+1, j+1, m, n ∈ N, k = 0, . . . ,m, j = 0, . . . , n,

where bm,n
m+1,n+1 = 0.

Proof. If m = 0 and n ∈ N arbitrary, then the existence of decompositions (3-12) is
a consequence of Lemma 3.2. The relation (3-13) for m = 0 becomes c0,n

k, j = b0,n
k, j

which is a rather direct consequence of Lemma 3.2 as well.
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The proof proceeds by induction on m. Let Lk = L if k > 1 and let L1 = L + 1.
We have by (3-1) and then Lemma 3.2 (1) and (3),

(3-14) hmβhn = (h1− p)hm−1βhn − (Lm−1− 1)hm−2βhn

= (h1− p)
m−1∑
k=0

n∑
j=0

bm−1,n
k, j βk, j − (Lm−1− 1)

m−2∑
k=0

n∑
j=0

bm−2,n
k, j βk, j

=

m−1∑
k=0

n∑
j=0

bm−1,n
k, j (βk+1, j + (L − 1)βk−1, j )

−

n∑
j=0

bm−1,n
0, j β0, j−1− (Lm−1− 1)

m−2∑
k=0

n∑
j=0

bm−2,n
k, j βk, j

=

m∑
k=0

n∑
j=0

(bm−1,n
k−1, j + (L − 1)bm−1,n

k+1, j )βk, j

−

n−1∑
j=0

bm−1,n
0, j+1 β0, j − (Lm−1− 1)

m−2∑
k=0

n∑
j=0

bm−2,n
k, j βk, j .

This shows that for all 0≤ k ≤ m, 0≤ j ≤ n, we obtain

bm,n
k, j = bm−1,n

k−1, j + (L − 1)bm−1,n
k+1, j − (Lm−1− 1)bm−2,n

k, j − δk,0bm−1,n
0, j+1 .

Let δk≥1 be 1 if k ≥ 1 and 0 otherwise. We get then

bm,n
k, j + bm,n

k+1, j+1 = δk≥1(b
m−1,n
k−1, j + bm−1,n

k, j+1 )+ (L − 1)(bm−1,n
k+1, j + bm,n+1

k+2, j+1)

− (Lm−1− 1)(bm−2,n
k, j + bm−2,n

k+1, j+1).

So by induction

(3-15) bm,n
k, j + bm,n

k+1, j+1 = δk≥1cm−1,n
k−1, j + (L − 1)cm−1,n

k+1, j − (Lm−1− 1)cm−2,n
k, j

= cm−1,n
k−1, j + (L − 1)cm−1,n

k+1, j − (Lm−1− 1)cm−2,n
k, j .

Exactly as we computed (3-14) (with the difference that Lemma 3.2 (3) is replaced
by Lemma 3.2 (2)) we get

hmγ hn =

m+1∑
k=0

n∑
j=0

(cm−1,n
k−1, j + (L − 1)cm−1,n

k+1, j )γk, j − (Lm−1− 1)
m−2∑
k=0

n∑
j=0

cm−2,n
k, j γk, j .

Thus
cm,n

k, j = cm−1,n
k−1, j + (L − 1)cm−1,n

k+1, j − (Lm − 1)cm−2,n
k, j .

Combining the above with (3-15) gives cm,n
k, j = bm,n

k, j + bm,n
k+1, j+1 for all 0≤ k ≤ m,

0≤ j ≤ n. �



ON MASAS IN q -DEFORMED VON NEUMANN ALGEBRAS 13

Proof of Theorem 3.3 (2). Lemma 3.5 shows that BγB⊆ Xγ and BβB⊆ Xβ and
hence the inclusions hold also for the ‖ ‖2-closures. For the converse inclusion
proceed by induction: take hnγ hm ∈ BγB and assume that all vectors hrβhs with
r < n, s ≤ m are contained in Xγ (if n = 0 then assume that r ≤ n, s < m and
consider adjoints, or use a similar induction argument on m). By (3-1) we have

hnγ hm = (h1− p)hn−1γ hm − (Ln − 1)hn−2γ hm ∈ h1 Xγ + Xγ .

Here again Ln = L if n ≥ 2 and L1 = L+1. So it suffices to show that h1 Xγ ⊆ Xγ ,
but this is a consequence of Lemma 3.2 (2). The proof for β instead of γ is the
same but uses Lemma 3.2 (1) and (3) for the latter argument.

The fact that (3-3) agrees with (3-2) is now a direct consequence of Lemma 3.5.
Indeed,

T (hmβhn)= T
( ∑

k≤m, j≤n

bm,n
k, j βk, j

)
=

∑
k≤m, j≤n

bm,n
k, j (γk, j + γk−1, j−1)

=

∑
k≤m, j≤n

(bm,n
k, j + bm,n

k+1, j+1)γk, j =
∑

k≤m, j≤n

cm,n
k, j γk, j = hmγ hn. �

Consequences of Theorem 3.3. Let Br = 〈Rh〉
′′ (note that as VNq(W ) is in the

standard form on `2(W ), it is also equal to JBJ, where J is the antilinear Tomita–
Takesaki modular conjugation δx 7→ δx−1). For a vector γ ∈

⋃
l∈N0

Cl
q [W ] we let

pγ be the central support in (B∪Br )
′′ of the vector state ωγ,γ . The operator pγ is

then given by the projection onto the closure of BγB.

Lemma 3.6. If vectors ξ, ξ ′ ∈ ∪l≥1Cl
q [W ]	 Sl are orthogonal then pξ and pξ ′ are

orthogonal projections.

Proof. Let ξ ∈ Cl
q [W ]	 Sl and let ξ ′ ∈ Cl ′

q [W ]	 Sl ′ with l, l ′ ≥ 1. If l = l ′ then the
lemma follows directly from Lemma 3.4. So assume that l 6= l ′ and say that l ′≤ l.
It suffices to show that

(3-16) ξ ′r,s ⊥ ξm,n for every r, s,m, n ∈ N0.

If m+ n+ l 6= r + s+ l ′ this is obvious as then the images of qm+n+l and qr+s+l ′

are mutually orthogonal. We may then assume m + n + l = r + s + l ′, so that
r + s ≥ m + n. If m + n = 0 then (3-16) is obvious, as ξ ⊥ Sl whereas ξ ′r,s ∈ Sl .
But then note that ξ ′r,s = (ξ

′

a,b)r−a,s−b for any a = 0, . . . , r , b = 0, . . . s such that
l ′+ a+ b = l. As ξ ′a,b ∈ Sl we see from Lemma 3.4 that (ξ ′a,b)r−a,s−b ⊥ ξm,n . �

We can now state and prove the main result of this section.

Theorem 3.7. The von Neumann algebra (B ∪ Br )
′(1− p�) is homogeneous of

type I∞.
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Proof. Because (B∪ Br )
′′ is abelian, the commutant (B∪ Br )

′ decomposes as a
direct sum

⊕
∞

n=1 An⊗B(Hn), where dim(Hn)= n and the algebras An are abelian
(see [Dixmier 1969]). Let (ξi )i∈N be an orthonormal basis in

⋃
l≥1 Cl

q [W ]	 Sl . By
Lemma 3.6 the projections (pξi )i∈N are mutually orthogonal and by Theorem 3.3
they have the same central support in (B ∪ Br )

′. As by Lemma 3.6 we have∑
i∈N pξi = 1− p� and 1− p� is central in (B∪Br )

′ (see [Popa 1985, Lemma 3.1]),
we see that the central support of each pξi in (B∪Br )

′ is 1− p�, which is the unit in
(B∪Br )

′(1− p�). Since we have a partition of unity formed by projections with the
same central support, the above decomposition of (B∪Br )

′ must in fact consist of
only one element. As there are infinitely many orthogonal projections, this summand
must correspond to n =∞, so that we have (B∪Br )

′(1− p�)= A∞⊗B(`2) �

Remark 3.8. Theorem 3.7 is phrased in the literature as follows: the Pukánszky
invariant of B is {∞}. This is because in the B-B-bimodule (1− p�)L2(M), the
only factors occurring in the direct integral decomposition of the commutant of
B∪Br are infinite (and necessarily of type I).

Corollary 3.9. The radial subalgebra B is a singular masa of VNq(W ).

Proof. This follows from Theorem 3.7 by [Popa 1985, Remark 3.4]. �

4. Generator masas in q-deformed Gaussian von Neumann algebras

In this section we consider masas in a different deformation of the free group factors,
i.e., so-called q-Gaussian algebras.

The starting point of the construction of q-Gaussian algebras is a real Hilbert
space HR. We complexify it, obtaining a complex Hilbert space H, and form an
algebraic direct sum

⊕
n>0 H

⊗n, where H⊗0
= C. Following [Bożejko et al. 1997]

(see that paper for all facts stated below without proofs), we will define an inner
product on this space using the parameter q ∈ (−1, 1). For each n ∈ N we define
an operator Pn

q :H⊗n
→H⊗n by the formula

Pn
q (e1⊗ · · ·⊗ en)=

∑
π∈Sn

q i(π)eπ(1)⊗ · · ·⊗ eπ(n),

where e1, . . . , en ∈H, Sn is the permutation group on n letters and i(π) denotes
the number of inversions in the permutation π . These operators are strictly positive,
so they define an inner product on

⊕
n>0 H

⊗n — the Hilbert space that we get after
completion is called the q-Fock space and is denoted by Fq(H). The direct sum
decomposition of the q-Fock space allows us to define shift-like operators.

Definition 4.1. Let ξ ∈ H. We define the creation operator a∗q(ξ) : Fq(H) →
Fq(H) by a∗q(ξ)(e1⊗ · · ·⊗ en)= ξ ⊗ e1⊗ · · ·⊗ · · · en . The annihilation operator
aq(ξ) : Fq(H)→ Fq(H) is defined as the adjoint of a∗q(ξ). Using the definition of
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the q-deformed inner product we can find the formula for aq(ξ):

aq(ξ)(e1⊗ · · ·⊗ en)=

n∑
i=1

q i−1
〈ξ, ei 〉e1⊗ · · · êi · · · ⊗ en,

where êi means that the factor ei is omitted. All the above operators extend to
bounded operators on Fq(H).

Creation and annihilation operators will allow us to define q-Gaussian algebras.

Definition 4.2. Let HR be a real Hilbert space and let H be its complexification. The
von Neumann subalgebra of B(Fq(H)) generated by the set {a∗q(ξ)+aq(ξ) : ξ ∈HR}

is called the q-Gaussian algebra associated with HR and is denoted by 0q(HR).
The vector �= 1 ∈C⊂H⊗0

⊂Fq(H) is called the vacuum vector. It is a cyclic
and separating vector for 0q(HR) and the associated vector state ω(x) := 〈�, x�〉
is a normal faithful trace on 0q(HR).

Remark 4.3. For q = 0 the assignment HR 7→ 0q(HR) is precisely Voiculescu’s
free Gaussian functor. In particular 00(HR)' L(Fdim(HR)).

We will study problems pertaining to conjugacy of masas in the q-Gaussian
algebras. It is a nice feature of these objects that the orthogonal operators on HR

give rise to automorphisms of 0q(HR). To introduce these automorphisms, we need
to present the first quantisation.

Definition 4.4. Let T :H→H be a contraction. The assignment⊕
k>0

H⊗k
3 e1⊗ · · ·⊗ en 7→ T e1⊗ · · ·⊗ T en ∈

⊕
k>0

H⊗k

extends to a contraction Fq(T ) :Fq(H)→Fq(H) and is called the first quantisation
of T.

Remark 4.5. If U :H→H is a unitary then Fq(U ) is also a unitary.

To work with 0q(HR) we need a convenient notation for its generators. For any
ξ ∈HR we put W (ξ) := a∗q(ξ)+aq(ξ). If η= ξ1+ iξ2 ∈H then we denote W (η)=

W (ξ1)+ iW (ξ2); therefore W (η) is complex-linear in η. Recall that the vacuum
vector� is cyclic and separating. One can check that for any vectors η1, . . . , ηn ∈H
we have η1⊗· · ·⊗ηn ∈0q(HR)�; the unique operator W (η1⊗· · ·⊗ηn)∈0q(HR)

such that W (η1 ⊗ · · · ⊗ ηn)� = η1 ⊗ · · · ⊗ ηn is called a Wick word. The span
of all such operators associated with finite simple tensors forms a strongly dense
∗-subalgebra of 0q(HR), which we call the algebra of Wick words. Finally note
that much as in Section 2 we can also consider the “right” version of 0q(HR),
generated by the combinations of right creation and annihilation operators, in
particular containing the right Wick words, to be denoted Wr (ξ). We are ready to
introduce the second quantisation.
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Definition 4.6. Let HR be a real Hilbert space and let H be its complexification.
Suppose that T : H → H is a contraction such that T (HR) ⊂ HR. Then the
assignment 0q(HR) 3W (η1⊗· · ·⊗ηn) 7→W (Tη1⊗· · ·⊗Tηn) ∈ 0q(HR), where
η1, . . . , ηn ∈ H, may be extended to a normal, unital, completely positive map
on 0q(HR), denoted by 0q(T ).

Remark 4.7. Note that the condition T (HR)⊂HR is essential, otherwise 0q(T )
would not even preserve the adjoint, let alone be completely positive.

We will only deal with automorphisms and, in this construction, they come from
orthogonal operators on HR. If U : HR → HR is orthogonal then 0q(U )(x) =
Fq(U )xFq(U )∗, where we still denote by U its canonical unitary extension to H.
It is easy to check that 0q(U )W (ξ)=W (Uξ).

To find candidates for masas, we draw inspiration from the case q = 0, in
which the most basic masas are the so-called generator masas. In our picture they
correspond to subalgebras generated by a single element W (ξ), where ξ ∈ HR.
Ricard [2005] proved they are also masas in the case of q-Gaussian algebras. As
an application, he established factoriality of all q-Gaussian algebras 0q(HR) with
dim(HR) > 2. Recently these generator masas were also shown to be singular
[Wen 2017] and maximally injective [Parekh et al. 2018] (the latter for sufficiently
small |q|).

Using the automorphisms produced by the second quantisation procedure, we can
easily show that all these masas are conjugate by an outer automorphism. Indeed,
consider masas generated by W (ξ) and W (η), where ξ, η ∈HR. By rescaling, we
may assume that ‖ξ‖ = ‖η‖ = 1. Therefore one can find an orthogonal operator U
such that Uξ = η; then 0q(U )((W (ξ))′′)= (W (η))′′. Our aim now is to show that
they are never conjugate by a unitary.

Case of orthogonal vectors. We first want to deal with the case when A := (W (e1))
′′

and B := (W (e2))
′′ are masas in M :=0q(HR) coming from two orthogonal vectors.

In the case q = 0 these masas correspond to two different generator masas of the
free group factor. One can prove that these are not unitarily conjugate using Popa’s
notion of orthogonal pairs of subalgebras (see [Popa 1983, Corollary 4.3]). We will
use another technique due to Popa giving a criterion for embedding A into B inside M
(in a certain technical sense). We will actually only state the part of the theorem that
is useful for us; for the full statement consult [Popa 2006, Theorem 2.1 and Corol-
lary 2.3] or [Popa 2019, Theorem 1.3.1]. We call A and B intertwinable (inside M) if
the intertwiner space IM(A,B), defined in [Popa 2019, Subsection 1.3] is nontrivial.

Proposition 4.8 (Popa). Let A and B be von Neumann subalgebras of a finite
von Neumann algebra (M, τ ). Suppose that there exists a sequence of unitaries
(uk)k∈N ⊂ U(A) such that for any x, y ∈ M we have limk→∞ ‖EB(xuk y)‖2 = 0,
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where EB is the unique τ -preserving conditional expectation from M onto B. Then
A and B are nonintertwinable; in particular there does not exist a unitary u ∈M
such that uAu∗ = B.

Remark 4.9. Note that it suffices to check that limk→∞ ‖EB(xuk y)‖2 = 0 only
for x, y ∈ M̃, where M̃ is a strongly dense ∗-subalgebra. It follows from Kaplansky’s
density theorem, because we can approximate in the strong operator topology (in
particular in L2) and control the norm of the approximants at the same time.

Proposition 4.10. Let e1, e2 ∈HR, ‖e1‖ = ‖e2‖ = 1, e1 ⊥ e2. Set A= (W (e1))
′′,

B = (W (e2))
′′, and M = 0q(HR). There exists a sequence of unitaries (uk)k∈N ⊂

U(A) such that we have limk→∞ ‖EB(xuk y)‖2 = 0 for all x, y ∈ M̃, where M̃ is the
algebra of Wick words.

Proof. Let (en)n∈N be an orthonormal basis of HR. Assume x =W (ei1 ⊗ · · ·⊗ ein )

and y =W (e j1 ⊗ · · ·⊗ e jm ); it clearly suffices because the span of such elements
is equal to M̃. By definition of the trace on 0q(HR) we have ‖EB(xuk y)‖2 =
‖(EB(xuk y))�‖. Since the conditional expectation on the level of the Fock space
is just the orthogonal projection (denoted P) onto the closed linear span of the
set {e⊗n

2 : n ∈ N}, we get ‖(EB(xuk y))�‖ = ‖P(xuk y�)‖. Note now that as the
left and right actions of y on � produce the same result, e j1 ⊗ · · · ⊗ e jm , we can
change y to its right version, Wr (e j1 ⊗ · · ·⊗ e jm ), denoted now by ỹ. Since ỹ ∈M′,
we get ‖P(xuk y�)‖ = ‖P(x ỹuk�)‖. We now choose the sequence (uk)k∈N —
it is an arbitrary sequence of unitaries in A such that the corresponding vectors
ηk := uk� converge weakly to zero (such a sequence exists, because A is diffuse).
Let Ql be the orthogonal projection from Fq(Ce1) onto span{e⊗ j

1 : j 6 l}. Then
for any l the sequence (Qlηk)k∈N converges to zero in norm. Therefore to check
that limk→∞ ‖P(x ỹηk)‖ = 0, it suffices to do so for ηk replaced by (1− Ql)ηk .
We now choose l = n+m. Therefore any ηk consists solely of tensors e⊗d

1 , where
d > n+m+ 1. Since x can be written as a sum of products of n (in total) creation
and annihilation operators and y can be decomposed similarly into products of m
creation and annihilation operators, any simple tensor appearing in x ỹ(1−Qn+m)ηk

will contain at least one e1. But all such simple tensors are orthogonal to Fq(Ce2),
so they are killed by P. �

Corollary 4.11. If the vectors e1 and e2 in HR are orthogonal, then masas (W (e1))
′′

and (W (e2))
′′ are not intertwinable inside 0q(HR).

General case. Let us check now if the method used for a pair of orthogonal vectors
can be applied in a more general setting. Assume now that e1 and v are two unit
vectors and write v = αe1 + βe2, where e2 ⊥ e1, α2

+ β2
= 1, and β 6= 0. We

fix now an orthonormal basis (en)n∈N of HR (if HR is finite-dimensional then this
should be a finite sequence).
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Proposition 4.12. The masas A :=W (v)′′ and B := (W (e1))
′′ are not intertwinable

(so in particular are not unitarily conjugate).

Proof. We proceed exactly as in the proof of Proposition 4.10 and also use the
same notation; note however that this time P will be the orthogonal projection onto
span{e⊗n

1 : n > 0}. The only problem is that now we do not have orthogonality.
Write ηk =

∑
j∈N a(k)j v

⊗ j. We have ‖v⊗ j
‖ ' (1/

√
1− q) j (see the third displayed

formula on page 660 of [Ricard 2005]). Let us compute v⊗ j :

v⊗ j
=

j∑
k=0

α j−kβk R j,k(e
⊗( j−k)
1 ⊗ e⊗k

2 ),

where R j,k(e
⊗( j−k)
1 ⊗ e⊗k

2 ) is equal to the sum of all simple tensors such that j − k
factors are equal to e1 and k factors are equal to e2; there are

( j
k

)
such simple tensors.

Note now that if k > n+m+ 1 then after applying x ỹ at least one e2 remains as
a factor, so the orthogonal projection P kills it. We conclude that it suffices to
perform the summation in the displayed formula above only up to j ∧ (n +m);
we call the resulting tensors ṽ⊗ j and the corresponding ηk is dubbed η̃k . Since k
is bounded, the number

( j
k

)
is polynomial in j, so if we get exponential decay

of the norm of the individual factors in the sum, the factor
( j

k

)
does not affect

the overall convergence. After neglecting the terms with k > n +m, we use the
trivial estimate ‖P(x ỹη̃k)‖ 6 C‖η̃k‖. The proof will be completed if we show
that ‖η̃k‖ converges to 0. Note now that the square of the norm of η̃k is equal
to
∑

j∈N |a
(k)
j |

2
· ‖ṽ⊗ j

‖
2. Recall that ‖ηk‖ 6 1 and ‖v⊗ j

‖ ' (1/
√

1− q) j, so the
coefficients a(k)j satisfy

∑
j∈N |a

(k)
j |

2
( 1

1−q

) j
. 1. It therefore suffices to show that

lim j→∞(1− q) j
‖ṽ⊗ j
‖

2
= 0, remembering that the vectors ηk converge weakly

to 0, so we only care about large j. We estimate the norm of ṽ⊗ j by the triangle
inequality:

‖ṽ⊗ j
‖6

j∧(n+m)∑
k=0

|α| j−k
|β|k

(
j
k

)
‖e⊗k

1 ⊗ e j−k
2 ‖.

Since k is bounded, one can easily get an estimate of the form

‖e⊗k
1 ⊗ e⊗( j−k)

2 ‖6 C(1/
√

1− q) j

(see [Ricard 2005, Remark 2]). This yields ‖ṽ⊗ j
‖6 C(1/

√
1− q) j

|α| j · j k. This
is the inequality that we wanted, i.e., we find out that (1− q) j

‖ṽ⊗ j
‖

2 is bounded
by C j k

|α| j, which converges to zero very fast, as we assumed that |α| < 1. This
finishes the proof of the proposition. �

We can now use the result to prove that the second quantisation automorphisms
are never inner, unless trivial; it extends a result of Houdayer and Shlyakhtenko in
the free case [2011, Theorem 5.1].
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Corollary 4.13. Let HR be a real Hilbert space and let U : HR→ HR be an or-
thogonal transformation. If 0q(U ) : 0q(HR)→ 0q(HR) is an inner automorphism
then U = 1.

Proof. If U is not a multiple of identity then there exists a vector v ∈HR such that
Uv is not a multiple of v. The masas A :=W (v)′′ and B := (W (Uv))′′ are conjugate
by the automorphism 0q(U ), but by Proposition 4.12 they are not conjugate by an
inner automorphism.

The only remaining case is now U =−1. We may assume that the dimension
of HR is at least 2, because otherwise 0q(HR) is commutative and any nontrivial
automorphism is outer. Pick two orthogonal vectors e1 and e2 and consider the
masas A = (W (e1))

′′ and B = (W (e2))
′′. Assume now that the automorphism

x 7→ Fq(−1)xFq(−1) is inner, so there is a unitary u ∈ 0q(HR) implementing it.
Since Fq(−1)W (e1)Fq(−1) = −W (e1), this automorphism preserves A; it also
preserves B. But the masas in question are singular, so u ∈ A ∩ B. It follows
that u� ∈ L2(A)∩ L2(B) = C�, so u has to be a multiple of identity, which is a
contradiction, because this would yield the trivial automorphism. �

Remark 4.14. The results above exhibit in particular explicitly a continuum of
nonmutually intertwinable singular masas in 0q(HR). Very recently Popa [2019]
showed the existence of such uncountable families in every separable II1-factor
(see Corollary 2.2 of that paper).

Remark 4.15. Generator masas can be also studied for the so-called mixed q-
Gaussians (see [Speicher 1993]). They are known to be masas by [Skalski and
Wang 2018], and in fact an application of methods of that paper and general results
of [Bikram and Mukherjee 2017] show that they are singular, as noted by Simeng
Wang. There seems to be however nothing known about the “radial” subalgebra in
this more general context. Is it a masa? Is it isomorphic to a generator one?
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[Boca and Rădulescu 1992] F. Boca and F. Rădulescu, “Singularity of radial subalgebras in II1 factors
associated with free products of groups”, J. Funct. Anal. 103:1 (1992), 138–159. MR Zbl
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We present a method to calculate intertwining operators between the under-
lying Harish-Chandra modules of degenerate principal series representations
of a reductive Lie group G and a reductive subgroup G′, and between their
composition factors. Our method describes the restriction of these operators
to the K ′-isotypic components, K ′ ⊆ G′ a maximal compact subgroup, and
reduces the representation-theoretic problem to an infinite system of scalar
equations of a combinatorial nature. For rank-one orthogonal and unitary
groups and spherical principal series representations we calculate these rela-
tions explicitly and use them to classify intertwining operators. We further
show that in these cases automatic continuity holds; i.e., every intertwiner
between the Harish-Chandra modules extends to an intertwiner between the
Casselman–Wallach completions, verifying a conjecture by Kobayashi. Alto-
gether, this establishes the compact picture of the recently studied symmetry-
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1. Introduction

Representation theory of reductive Lie groups consists to a large extent in the study
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representations. Here intertwining operators, such as the classical Knapp–Stein
operators, play an important role, and they also provide important examples of
integral kernel operators appearing in classical harmonic analysis. Recently similar
operators have been introduced in [Kobayashi 2015] in connection with branching
laws, i.e., the study of how representations behave when restricted to a closed
subgroup of the original group; see also [Kobayashi and Speh 2015; Möllers et al.
2016a]. Again these are integral kernel operators, now intertwining with respect to
the subgroup, and they appear to be very natural objects, not only for the problem
of restricting representations, see [Möllers and Oshima 2015], but also for questions
in classical harmonic analysis and automorphic forms, see [Möllers and Ørsted
2017; Möllers et al. 2016c].

In this paper we shall give an alternative approach to this new class of symmetry-
breaking operators, namely one based on the Harish-Chandra module, i.e., the K -
finite vectors in the representation, in analogy with the idea of spectrum-generating
operators [Branson et al. 1996]. This gives new proofs of the main results of
[Kobayashi and Speh 2015] and generalizes these results to unitary groups. More-
over, our more algebraic framework provides an alternative proof of the discrete
spectrum in certain unitary representations.

The approach is quite general and discussed in the first part of the paper, while in
the second part we carry out all details for the real conformal case and the CR case.

1A. Symmetry-breaking operators. Let G be a reductive Lie group with compact
center and G ′ ⊆ G a reductive subgroup also with compact center. For irreducible
smooth representations π of G and τ of G ′ the space

HomG ′(π |G ′, τ )

of continuous G ′-intertwining operators between π and τ and its dimension m(π, τ )
have received considerable attention recently, in particular in connection with
multiplicity-1 statements asserting that m(π, τ ) ≤ 1 for certain pairs (G,G ′) of
classical groups such as (GL(n,R),GL(n − 1,R)), (O(p, q),O(p, q − 1)) or
(U(p, q),U(p, q − 1)); see [Sun and Zhu 2012]. A more refined problem is
to determine whether for given representations π and τ there exist nontrivial
G ′-intertwining operators π |G ′→ τ , also called symmetry-breaking operators in
[Kobayashi 2015], and to classify them. For the pair (G,G ′)= (O(1, n),O(1, n−1))
this question was completely answered in [Kobayashi and Speh 2015] in the case
where π and τ are spherical principal series representations, and in joint work
with Y. Oshima we generalized in [Möllers et al. 2016a] their construction of
symmetry-breaking operators to a large class of symmetric pairs.

Instead of studying this problem in the smooth category we attempt to apply the
“spectrum-generating method” by Branson, Ólafsson, and Ørsted [Branson et al.
1996] in the study of intertwining operators in the category of (g′, K ′)-modules,
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and verify a conjecture by Kobayashi on the automatic continuity of symmetry-
breaking operators between Harish-Chandra modules. To given smooth admissible
representations π of G and τ of G ′ one can associate the underlying Harish-
Chandra modules πHC and τHC. These are admissible (g, K )-modules, resp. (g′, K ′)-
modules, realized on the spaces of K -finite, resp. K ′-finite, vectors of π , resp. τ ,
where K ⊆G and K ′⊆G ′ are maximal compact subgroups. We consider the space

Hom(g′,K ′)(πHC|(g′,K ′), τHC)

of intertwining operators in the category of Harish-Chandra modules. The natural
restriction map

(1-1) HomG ′(π |G ′, τ )→ Hom(g′,K ′)(πHC|(g′,K ′), τHC)

is injective but in general not surjective and hence there might be more intertwining
operators in the category of Harish-Chandra modules than in the smooth category.
According to [Kobayashi 2014, Remark 10.2 (4)] it is plausible that this map is
surjective if the space (G×G ′)/ diag(G ′) is real spherical. (Note that for G ′ = G
the map is surjective by the Casselman–Wallach theorem.)

We remark that for (G,G ′)= (GL(2, F)×GL(2, F),GL(2, F)), F= R,C, and
(G,G ′)= (GL(2,C),GL(2,R)) intertwining operators between Harish-Chandra
modules were previously studied in [Loke 2001] using explicit computations.

1B. Symmetry breaking of principal series. In this paper we outline a method
to classify symmetry-breaking operators between the Harish-Chandra modules of
principal series representations induced from maximal parabolic subgroups, and
their composition factors. Let P = M AN ⊆ G be a maximal parabolic subgroup of
G such that P ′ = P ∩G ′ = M ′A′N ′ is maximal parabolic in G ′ and write a and a′

for the Lie algebras of A and A′. Fix ν ∈ a∗ such that the roots of (P, A) are given
by {ν, 2ν, . . . , qν} and do similarly for ν ′ ∈ (a′)∗. Consider the principal series
representations (smooth normalized parabolic induction)

πξ,r = IndG
P (ξ ⊗ erν

⊗ 1), τξ ′,r = IndG ′
P ′(ξ

′
⊗ er ′ν′

⊗ 1),

where ξ and ξ ′ are finite-dimensional representations of M and M ′ and r, r ′ ∈ C.
Let ξ ′ = ξ |M ′ and assume that for all K -types α of πξ,r and all K ′-types α′ of τξ ′,r ′
the multiplicity-free properties

dim HomK (α, πξ,r |K )≤ 1,

dim HomK ′(α
′, τξ ′,r ′ |K ′)≤ 1,

dim HomK ′(α|K ′, α
′)≤ 1.

hold; i.e., πξ,r is K -multiplicity-free, τξ ′,r ′ is K ′-multiplicity-free, and every K -type
in πξ,r is K ′-multiplicity-free.
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Let T : (πξ,r )HC→ (τξ ′,r ′)HC be a (g′, K ′)-intertwining operator; then T is in
particular K ′-intertwining. Consider a pair (α;α′) consisting of a K -type α in
πξ,r and a K ′-type α′ in τξ ′,r ′ which also occurs in α|K ′ . By the multiplicity-
free assumptions the restriction of T to the K ′-type α′ inside the K -type α in
πξ,r maps to the K ′-type α′ in τξ ′,r ′ and is unique up to a scalar tα,α′ ∈ C (see
Section 3A for the precise definition). This encodes every K ′-intertwining operator
T : (πξ,r )HC→ (τξ ′,r ′)HC into scalars tα,α′ . Using the method of spectrum-generating
operators by Branson, Ólafsson, and Ørsted [Branson et al. 1996] we prove:

Theorem A (see Theorem 3.4 and Corollary 3.6). Let T : (πξ,r )HC→ (τξ ′,r ′)HC be
a K ′-intertwining operator given by scalars tα,α′ . Then T is (g′, K ′)-intertwining if
and only if for all pairs (α;α′) and every K ′-type β ′ the following relation holds:

(1-2)
∑
β

(α;α′)↔(β;β ′)

λ
β,β ′

α,α′ (σβ − σα + 2r)tβ,β ′ = (σ ′β ′ − σ
′

α′ + 2r ′)tα,α′ .

Here we write (α;α′)↔ (β;β ′) if the K ′-type β ′ inside the K -type β in πξ,r
can be reached from α′ inside α by a single application of πξ,r (g′) for generic
r ∈ C (see Section 3B for details). Further, σα and σ ′α′ as well as λβ,β

′

α,α′ are certain
constants depending only on the representations ξ and ξ ′ (see Sections 2C and 3C
for their definition).

We note that the relations characterizing intertwining operators depend linearly
on the induction parameters r and r ′ and turn the representation-theoretic problem
of classifying symmetry-breaking operators into a combinatorial problem. We also
remark that Theorem A admits a slight modification characterizing also intertwining
operators between any subquotients of πξ,r and τξ ′,r ′ (see Remark 3.5).

1C. Examples. For the two pairs (G,G ′) = (O(1, n),O(1, n − 1)), n ≥ 3, and
(U(1, n),U(1, n− 1)), n ≥ 2, we explicitly write down the linear relations for the
scalars tα,α′ characterizing intertwining operators in the case where ξ = 1 is the
trivial representation (see Theorems 4.1 and 5.1), and use these relations to compute
multiplicities. For the statements we abbreviate πr = π1,r and τr ′ = τ1,r ′ . If V is a
(g, K )-module and W a (g′, K ′)-module we write

m(V,W)= dim Hom(g′,K ′)(V|(g′,K ′),W).

We note that much of the notation used here follows [Kobayashi and Speh 2015].

Theorem B (see Theorems 4.2(1) and 5.2(1)).
(1) For (G,G ′)= (O(1,n),O(1,n−1)) we have

m((πr )HC, (τr ′)HC)=

{
1 for (r, r ′) ∈ C2

\ Leven,
2 for (r, r ′) ∈ Leven,

where Leven =
{(
−

n−1
2 − i,− n−2

2 − j
)
: i, j ∈ N, i − j ∈ 2N

}
.
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(2) For (G,G ′)= (U(1, n),U(1, n− 1)) we have

m((πr )HC, (τr ′)HC)=

{
1 for (r, r ′) ∈ C2

\ L ,
2 for (r, r ′) ∈ L ,

where L = {(−n− 2i,−(n− 1)− 2 j) : i, j ∈ N, j ≤ i}.

Multiplicity 2 does not contradict the multiplicity-1 statements for the above
pairs (G,G ′), because for (r, r ′) ∈ Leven, resp. L , both representations πr and
τr ′ are reducible. In the case (G,G ′) = (O(1, n),O(1, n− 1)) the representation
(πr )HC is reducible if and only if r =±

( n−1
2 + i

)
, i ∈ N, its composition factors

consisting of a finite-dimensional subrepresentation F(i) and an infinite-dimensional
unitarizable quotient T (i). Similarly, in the case (G,G ′)= (U(1, n),U(1, n− 1))
the representation (πr )HC is reducible if and only if r =±(n+ 2i), i ∈ N, and its
composition factors consist of a finite-dimensional subrepresentation F(i), two
proper subquotients T±(i), and a unitarizable quotient T (i). Write F ′( j), T ′

±
( j)

and T ′( j) for the corresponding composition factors of (τr ′)HC at r ′ =−n−2
2 − j ,

resp. r ′ =−(n− 1)− 2 j .

Theorem C (see Theorems 4.2(2) and 5.2(2)).
(1) For (G,G ′)= (O(1, n),O(1, n− 1)), the multiplicities m(V,W) are given by

V↓ W→ F ′( j) T ′( j)

F(i) 1 0
T (i) 0 1

for i − j ∈ 2N,

V↓ W→ F ′( j) T ′( j)

F(i) 0 0
T (i) 1 0

otherwise.

(2) For (G,G ′)= (U(1, n),U(1, n− 1)), the multiplicities m(V,W) are given by

V↓ W→ F ′( j) T ′
+
( j) T ′

−
( j) T ′( j)

F(i) 1 0 0 0
T+(i) 0 1 0 0
T−(i) 0 0 1 0
T (i) 0 0 0 1

for j ≤ i ,

V↓ W→ F ′( j) T ′
+
( j) T ′

−
( j) T ′( j)

F(i) 0 0 0 0
T+(i) 0 0 0 0
T−(i) 0 0 0 0
T (i) 1 0 0 0

otherwise.
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We further construct a basis of Hom(g′,K ′)((πr )HC|(g′,K ′), (τr ′)HC) for all r, r ′ ∈
C by solving the relations (1-2) explicitly. More precisely, we find a family
(tα,α′(r, r ′))α,α′ consisting of rational functions in r, r ′ ∈ C that solve the relations
(1-2). Renormalizing the functions tα,α′(r, r ′) gives a family (t (1)α,α′(r, r

′))α,α′ of
holomorphic functions in r, r ′ ∈C satisfying the relations (1-2). By Theorem A this
constructs intertwining operators T (1)(r, r ′) depending holomorphically on r, r ′ ∈C.
We show that

T (1)(r, r ′)= 0 if and only if (r, r ′) ∈ Leven, resp. L .

For each (r, r ′) ∈ Leven, resp. L , the holomorphic function T (1)(r, r ′) can be renor-
malized along two different affine complex lines through (r, r ′), and one obtains
two different nontrivial operators T (2)(r, r ′), T (3)(r, r ′) for every (r, r ′) ∈ Leven,
resp. L (see Propositions 4.6 and 5.6 for details).

Theorem D (see Theorems 4.9 and 5.8 and Remarks 4.10 and 5.9). For the pair
(G,G ′)= (O(1, n),O(1, n− 1)), resp. (U(1, n),U(1, n− 1)), we have

Hom(g′,K ′)((πr )HC|(g′,K ′), (τr ′)HC)

=

{
CT (1)(r, r ′) for (r, r ′) ∈ C2

\L,
CT (2)(r, r ′)⊕CT (3)(r, r ′) for (r, r ′) ∈ L,

where L= Leven, resp. L. Moreover, by composing T (1)(r, r ′) with embeddings and
quotient maps for the composition factors of πr and τr ′ , and renormalizing along
certain affine complex lines, one can obtain every intertwining operator between
arbitrary composition factors of (πr )HC and (τr ′)HC.

The previous theorem shows that basically all the information about intertwining
operators between spherical principal series of G and G ′ and their composition
factors is contained in the single holomorphic family T (1)(r, r ′) of intertwiners.

Finally we turn to the question of whether every intertwining operator between
the Harish-Chandra modules (πr )HC and (τr ′)HC lifts to an intertwining operator
between the smooth globalizations πr and τr ′ , i.e., the question of whether (1-1) is
an isomorphism.

Theorem E (see Corollaries 4.12 and 5.11). For the pairs (G,G ′) = (O(1, n),
O(1, n−1)) and (U(1, n),U(1, n−1)) every intertwining operator between (πr )HC

and (τr ′)HC (resp. any of their subquotients) extends to a continuous intertwining
operator between πr and τr ′ (resp. the Casselman–Wallach completions of the
subquotients). In particular, the injective map (1-1) is surjective for all spherical
principal series representations and their subquotients.

This verifies Kobayashi’s conjecture [2014, Remark 10.2 (4)] in the above cases.
For (G,G ′)= (O(1, n),O(1, n−1)) the analogues of Theorems B, C and D in the

smooth category, i.e., for πr and τr ′ instead of (πr )HC and (τr ′)HC, were established
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in [Kobayashi and Speh 2015] using analytic techniques. With Theorem E we
obtain a new proof of their results as well as the corresponding results for (G,G ′)=
(U(1, n),U(1, n− 1)).

1D. Application. For (G,G ′)= (O(1, n),O(1, n− 1)) we further present an ap-
plication of the classification of symmetry-breaking operators. In Theorem 4.14
we use the explicit formula for the numbers tα,α′ to construct discrete components
in the restriction of certain unitary representations of G to G ′. The representations
in question are either spherical complementary series representations (i.e., those
πr which are unitarizable) or the unitarizable quotients T (i). This extends and
gives new proofs of previous results of [Speh and Venkataramana 2011; Zhang
2015; Kobayashi and Speh 2015; Möllers and Oshima 2015] (see Remark 4.15).
Analogous results hold for (G,G ′)= (U(1, n),U(1, n− 1)).

1E. Structure of the paper. In Section 2 we fix the notation for principal series
representations and recall the method of spectrum-generating operators [Branson
et al. 1996]. This method is applied in Section 3 to obtain an equivalent characteri-
zation of intertwining operators in the category of (g′, K ′)-modules by means of
scalar identities. After this quite general approach, we study in Section 4 the special
case (G,G ′)= (O(1, n),O(1, n− 1)) in detail and give some applications. Finally,
in Section 5 we repeat the same procedure for (G,G ′) = (U(1, n),U(1, n − 1))
providing a new classification of symmetry-breaking operators in this example.
Appendix A contains some basic properties of Gegenbauer and Jacobi polynomials
which are used in Appendix B to describe explicit branching laws for real and
complex spherical harmonics.

Throughout we will use the notation N= {0, 1, 2, . . .}.

2. Preliminaries

We fix the necessary notation, discuss induced representations and the method of
the spectrum-generating operator by Branson, Ólafsson, and Ørsted [Branson et al.
1996].

2A. Compatible maximal parabolic subgroups. Let G be a reductive Lie group
with compact center and G ′ ⊆ G a reductive subgroup also with compact center.
Denote by g and g′ the Lie algebras of G and G ′. Choose a maximal parabolic
subgroup P ⊆G with the property that P ′= P∩G ′ is maximal parabolic in G ′ and
write P = M AN and P ′ = M ′A′N ′ for the Langlands decompositions of P and P ′.
We fix a Cartan involution θ of G which leaves G ′ and the Levi subgroups M A and
M ′A′ invariant. Write K = Gθ and K ′ = (G ′)θ for the corresponding fixed point
subgroups of G and G ′ which are maximal compact and denote by k and k′ their
Lie algebras. Let s and s′ be the (−1)-eigenspaces of θ on g and g′ so that

g= k⊕ s, g′ = k′⊕ s′.
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Example 2.1. (1) Let (G,G ′) be one of the pairs

(O(1, n),O(1, n− 1)), (U(1, n),U(1, n− 1)),

(Sp(1, n),Sp(1, n− 1)), (F4(−20),Spin(8, 1)).

Then one can choose the minimal parabolic P such that P ′ = P ∩G ′ is minimal
parabolic in G ′. Since G and G ′ are of rank 1, minimal parabolics are maximal and
hence satisfy our assumptions.

(2) Let
(G,G ′)= (SL(n,R),SL(n− 1,R)),

with G ′ embedded in G as the upper-left block. Then all standard maximal parabol-
ics P = Pp,q = (S(GL(p,R)×GL(q,R)))nRp×q corresponding to the partition
n = p + q with q > 1 satisfy the assumptions. In this case P ′ = P ∩ G ′ is the
standard maximal parabolic of G ′ corresponding to the partition n−1= p+(q−1).

2B. Principal series representations. For any finite-dimensional representation
(ξ, Vξ ) of M and any ν ∈ a∗

C
, where a denotes the Lie algebra of A, consider the

induced representation IndG
P (ξ ⊗ eν ⊗ 1) (normalized smooth parabolic induction).

This representation is realized on the space

E(G; ξ, ν)= {F ∈ C∞(G, Vξ ) : F(gman)=a−ν−ρξ(m)−1 F(g)
for all g ∈ G, man ∈ M AN },

where ρ = 1
2 tr ad |n ∈ a∗. The group G acts on E(G; ξ, ν) by the left-regular action.

Since G = KP, restriction to K is an isomorphism E(G; ξ, ν)→ E(K ; ξ |M∩K ),
where

E(K ; ξ |M∩K )={F ∈C∞(K , Vξ ) :F(km)=ξ(m)−1 F(k) for all k∈K ,m∈M∩K }.

Let πξ,ν denote the action of G on E(K ; ξ |M∩K ) which makes this isomorphism
G-equivariant. Then (πξ,ν, E(K ; ξ |M∩K )) is a smooth admissible representation
of G. The restriction of πξ,ν to K is simply the left-regular representation of K on
E(K ; ξ |M∩K ).

Corresponding to the smooth representation πξ,ν we consider its underlying
(g, K )-module (πξ,ν)HC realized on the space E = E(K ; ξ |M∩K )K of K -finite
vectors. Abusing notation we denote the action of the Lie algebra g on E also
by πξ,ν . Then the restriction of (πξ,ν)HC to K decomposes as

E =
⊕
α∈K̂

E(α),

with E(α) being the α-isotypic component in E . Note that E and hence its decompo-
sition into K -isotypic components is independent of ν ∈ a∗

C
and only depends on ξ .
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Similarly we consider τξ ′,ν′ = IndG ′
P ′(ξ

′
⊗ eν

′

⊗ 1) for a finite-dimensional repre-
sentation (ξ ′, Vξ ′) of M ′ and an element ν ′ ∈ (a′)∗

C
, and its underlying (g′, K ′)-

module (τξ ′,ν′)HC realized on the space E ′ = E(K ′; ξ ′|K ′∩M ′)K ′ . As above we
decompose the restriction of (τξ ′,ν′)HC to K ′

E ′ =
⊕
α′∈K̂ ′

E ′(α′),

with E ′(α′) being the α′-isotypic component.

2C. The spectrum-generating operator. Since P is a maximal parabolic subgroup
we have dim a= 1 and we can choose H ∈ a such that the eigenvalues of ad(H) on
the Lie algebra n of N are 1, . . . , q. Define ν ∈ a∗ by ν(H) = 1; then 6(g, a) =
{±ν, . . . ,±qν}. We abbreviate πξ,r = πξ,rν for r ∈ C.

Let B be an invariant nondegenerate symmetric bilinear form on g normalized
by B(H, H)= 1. For 1≤ j ≤ q let

k j = k∩ (g jν + g− jν).

Choose a basis (X j,k)k of k j , denote by (X ′j,k)k the corresponding dual basis with
respect to B and put

Cas j =
∑

k

X j,k X ′j,k .

Then Cas j is an element of U(k), the universal enveloping algebra of k. Clearly
the elements Cas j ∈ U(k) do not depend on the choice of the corresponding bases.
Following [Branson et al. 1996] we define the spectrum-generating operator as the
second-order element in U(k) given by

P =
q∑

j=1

j−1Cas j .

We remark that even though the spaces k j do not form subalgebras the operator P
can be written as a rational linear combination of Casimir elements of subalgebras
of k; see [Branson et al. 1996, Remark 2.4]. Since the left-regular representation
of K on E commutes with the right-action RP of P the restriction of RP to each
isotypic component E(α) is a linear transformation

σα = σα,ξ |M∩K ∈ End E(α)

which only depends on ξ but not on ν.
Similarly we define H ′ ∈ a′, ν ′ ∈ (a′)∗ and choose an invariant nondegenerate

symmetric bilinear form B ′ on g′ with B ′(H ′, H ′)= 1. Let P ′ denote the spectrum-
generating operator for G ′ and write σ ′α′ ∈ End E ′(α′) for the restriction of RP ′ to
the isotypic component E ′(α′).
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2D. Reduction to the cocycle. For each X ∈ gC we define a scalar-valued function
ω(X) on K by

ω(X)(k)= B(Ad(k−1)X, H), k ∈ K ,

where we extend B to a symmetric C-bilinear form on gC. This defines a K -
equivariant map

ω : gC→ E(K ; 1)∼= C∞(K/(M ∩ K )),

where 1 is the trivial M ∩ K -representation. The map ω is called a cocycle. Note
that ω vanishes on kC. Let m(ω(X)) denote the multiplication operator

E→ E, ϕ 7→ ω(X)ϕ.

For α, β ∈ K̂ with E(α), E(β) 6= 0 we let

ωβα(X)= projE(β) ◦m(ω(X))|E(α), X ∈ gC,

where projE(β) denotes the projection from E onto E(β). We can now express the
differential representation πξ,r of g on E in terms of the cocycle ω and the maps σα:

Theorem 2.2 [Branson et al. 1996, Corollary 2.6]. For X ∈ sC and any α, β ∈ K̂
with E(α), E(β) 6= 0 we have

(2-1) projE(β) ◦πξ,r (X)|E(α) =
1
2(σβω

β
α(X)−ω

β
α(X)σα + 2rωβα(X)).

Similarly we denote by ω′(X) the corresponding cocycle for G ′ and by ωβ
′

α′ (X)
the corresponding map from E ′(α′) to E ′(β ′). Then we obtain for X ∈ s′

C
and any

α′, β ′ ∈ K̂ ′ with E ′(α′), E ′(β ′) 6= 0 the analogous identity

(2-2) projE ′(β ′) ◦ τξ ′,r ′(X)|E ′(α′) =
1
2(σ
′

β ′ω
β ′

α′ (X)−ω
β ′

α′ (X)σ
′

α′ + 2r ′ωβ
′

α′ (X)).

3. The compact picture of symmetry-breaking operators

Consider the admissible (g, K )-module (πξ,r )HC. Then its restriction (πξ,r )HC|(g′,K ′)

is a (g′, K ′)-module which is in general not admissible anymore. However, we can
still study the space

Hom(g′,K ′)((πξ,r )HC|(g′,K ′), (τξ ′,r ′)HC)

of intertwining operators between the (g′, K ′)-modules. In this section we use
Theorem 2.2 to characterize these intertwining operators in terms of their action on
the K ′-isotypic components in the K -types E(α).
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3A. Relating K-types and K ′-types. From now on we assume that both E and E ′

are multiplicity-free; i.e.,

(MF1) dim HomK (α, E), dim HomK ′(α
′, E ′)≤ 1 for all α ∈ K̂ , α′ ∈ K̂ ′.

This implies by Schur’s lemma that the maps σα and σ ′α′ are scalars which we denote
by the same symbols. We further assume that each K ′-type E ′(α′) 6= 0 occurs at
most once in each K -type E(α) 6= 0; i.e.,

(MF2) dim HomK ′(E(α), E ′(α′))≤ 1 for all E(α), E ′(α′) 6= 0.

Each K -isotypic component E(α) decomposes under the action of K ′ ⊆ K into

E(α)=
⊕
α′∈K̂ ′

E(α;α′),

where E(α;α′) is the α′-isotypic component in E(α). Then our assumptions imply
that if E(α;α′), E ′(α′) 6= 0 then E(α;α′) ∼= E ′(α′). In all such cases we fix an
isomorphism

Rα,α′ : E(α;α′)−→∼ E ′(α′).

To simplify notation, let Rα,α′ = 0 whenever E ′(α′)= 0, so that we have surjective
K ′-equivariant maps Rα,α′ : E(α;α′)→ E ′(α′) for all E(α;α′) 6= 0.

In applications, it is often useful to choose a natural isomorphism E(α;α′) ∼=
E ′(α′) relating K -types and K ′-types. For this we study the restriction of functions
from K to K ′. Assume for simplicity that ξ ′ = ξ |M ′ . In this case we can consider
the restriction operator

rest : E→ E ′, ϕ 7→ ϕ|K ′ .

This operator is K ′-equivariant and hence, if rest is nonzero on some K ′-type
E(α;α′) in E then rest |E(α;α′) is an isomorphism onto E ′(α′) by Schur’s lemma.
However, rest might also vanish on some E(α;α′) and therefore we need to combine
the restriction with differentiation in the normal direction.

For this we write
k= (m∩ k)⊕ q,

where q is the orthogonal complement of (m∩ k) in k with respect to the invariant
form B. Note that M ∩ K acts on q. Similarly

k′ = (m′ ∩ k′)⊕ q′.

Let q′′ denote the orthogonal complement of q′ in q; then

q= q′⊕ q′′.
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We note that since M ∩ K acts on q and M ′∩ K ′ acts on q′, the group M ′∩ K ′ also
acts on q′′. We then have

k/(m∩ k)∼= k′/(m′ ∩ k′)⊕ q′′;

i.e., q′′ identifies with the normal space of K ′/(M ′ ∩ K ′) in K/(M ∩ K ) at the
base point. Denote by S(q′′) the symmetric algebra over q′′ and by S(q′′)M ′∩K ′

its (M ′ ∩ K ′)-invariants. Note that S(q′′)M ′∩K ′ acts naturally from the right by
differential operators on functions defined on a small neighborhood of K ′/(M ′∩K ′)
in K/(M ∩ K ).

Lemma 3.1. Let (α, α′) ∈ K̂ × K̂ ′ with E(α;α′) 6= 0 and D ∈ S(q′′)M ′∩K ′. Then
the map rest ◦ D : E→ E ′ is K ′-equivariant. In particular,

(rest ◦ D)|E(α;α′) : E(α;α′)→ E ′(α′)

is an isomorphism whenever it is nonzero.

Remark 3.2. Of course one could as well consider other irreducible M ′ ∩ K ′-
subrepresentations of S(q′′) than the trivial one. In fact, using an idea of [Ørsted
and Vargas 2004] one can construct an injective K ′-equivariant map

E = C∞(K ×M∩K ξ)K →

∞⊕
m=0

C∞(K ′×M ′∩K ′ (ξ ⊗ Sm(q′′)))K ′

and use it to relate K -types and K ′-types of the induced representations πξ,r and
τξ ′,r ′ for ξ ′|M ′∩K ′ any subrepresentation of ξ |M ′∩K ′ ⊗ S(q′′). Lemma 3.1 can then
be viewed as the special case ξ ′ = ξ ⊗CD, where D ∈ S(q′′)M ′∩K ′ and hence CD
is the trivial M ′ ∩ K ′-representation.

3B. Intertwining operators between Harish-Chandra modules. Let V ⊆ E be a
(g′, K ′)-submodule of (πξ,r )HC; i.e., V is stable under πξ,r (g′) and stable under
πξ,r (K ′). A linear map T : V→ E ′ is called an intertwining operator for πξ,r and
τξ ′,r ′ if for every v ∈ V we have

(T ◦ πξ,r (X))v = (τξ ′,r ′(X) ◦ T )v for all X ∈ g′,(3-1)

(T ◦ πξ,r (k))v = (τξ ′,r ′(k) ◦ T )v for all k ∈ K ′.(3-2)

In particular an intertwining operator commutes by (3-2) with the action of K ′ and
hence restricts to a map Tα,α′ = T |E(α;α′) : E(α;α′)→ E ′(α′) for all E(α;α′)⊆ V . If
E ′(α′)= 0 then clearly Tα,α′ = 0. Recall that we fixed in Section 3A K ′-equivariant
maps Rα,α′ : E(α;α′)→ E ′(α′); then by Schur’s lemma Tα,α′ is a scalar multiple
of Rα,α′ . We write

(3-3) Tα,α′ = tα,α′ · Rα,α′ for all 0 6= E(α;α′)⊆ V,

with tα,α′ ∈ C.
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Restricting (3-1) to E(α;α′) and composing with the projection projE ′(β ′) we
obtain

(3-4) projE ′(β ′) ◦ T ◦ πξ,r (X)|E(α;α′) = projE ′(β ′) ◦ τξ ′,r ′(X) ◦ T |E(α;α′).

To simplify both sides we let

ω
β,β ′

α,α′ : s
′

C⊗ E(α;α′)→ E(β;β ′), ω
β,β ′

α,α′ (X)= projE(β;β ′) ◦m(ω(X))|E(α;α′),

where we view ω
β,β ′

α,α′ (X), X ∈ s′, as a linear map E(α;α′) → E(β;β ′). Write
(α;α′)→ (β;β ′) if ωβ,β

′

α,α′ 6= 0. The following lemma is proved along the same
lines as [Branson et al. 1996, Lemma 4.4 (c)] and justifies the use of the notation
(α;α′)↔ (β;β ′) instead of (α;α′)→ (β;β ′):

Lemma 3.3. For an orthonormal basis (Xk)k ⊆ s′ put

sβ,β
′

α,α′ =

∑
k

ω
α,α′

β,β ′(Xk) ◦ ω
β,β

α,α′(Xk).

Then sβ,β
′

α,α′ is independent of the choice of (Xk)k and

(α;α′)→ (β;β ′) ⇐⇒ sβ,β
′

α,α′ 6= 0 ⇐⇒ (β;β ′)→ (α;α′).

Now, on the left-hand side of the identity (3-4) we can express πξ,r (X)|E(α;α′) in
terms of the cocycle using (2-1):

projE ′(β ′) ◦ T ◦ πξ,r (X)|E(α;α′) =
∑
β

(α;α′)↔(β;β ′)

T ◦ projE ′(β;β ′) ◦πξ,r (X)|E(α;α′)

=
1
2

∑
β

(α;α′)↔(β;β ′)

(σβ−σα+2r)·(T ◦ ωβ,β
′

α,α′ (X))

=
1
2

∑
β

(α;α′)↔(β;β ′)

(σβ−σα+2r)tβ,β ′ ·(Rβ,β ′◦ ω
β,β ′

α,α′ (X)).

Similarly we use (2-2) to obtain for the right-hand side

projE ′(β ′) ◦ τξ ′,r ′(X) ◦ T |E(α;α′) = 1
2(σ
′

β ′ − σ
′

α′ + 2r ′)tα,α′ · (ω
β ′

α′ (X) ◦ Rα,α′).

Inserting both expressions into the initial equation (3-4) we obtain:

Theorem 3.4. Assume (MF1) and (MF2) and fix Rα,α′ : E(α;α′)→ E ′(α′) as in
Section 3A. Let V ⊆ E be a (g′, K ′)-submodule of (πξ,r )HC. A linear map T :V→ E ′

is an intertwining operator for πξ,r and τξ ′,r ′ if and only if

T |E(α;α′) = tα,α′ · Rα,α′ for all 0 6= E(α;α′)⊆ V,
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and for all 0 6= E(α;α′)⊆ V and E ′(β ′) 6= 0 we have

(3-5)
∑
β

(α;α′)↔(β;β ′)

(σβ − σα + 2r)tβ,β ′ · (Rβ,β ′ ◦ ω
β,β ′

α,α′ )

= (σ ′β ′ − σ
′

α′ + 2r ′)tα,α′ · (ω
β ′

α′ ◦ Rα,α′).

Remark 3.5. Through the formulation of Theorem 3.4 for any submodule V of
(πξ,r )HC one can also use (3-5) to describe intertwining operators from subquotients
of (πξ,r )HC to (τξ ′,r ′)HC. In fact, if V ′ ⊆ V ⊆ E are (g, K )-submodules of (πξ,r )HC

then any intertwining operator V/V ′→ E ′ for the actions πξ,r and τξ ′,r ′ is given by
an intertwining operator V→ E ′ which vanishes on V ′.

A little more complicated is the description of intertwining operators into sub-
quotients of (τξ ′,r ′)HC. Let W ′ ⊆ W ⊆ E ′ be (g′, K ′)-submodules of (τξ ′,r ′)HC

and decompose W = W ′ ⊕W ′′ as K ′-modules. Then a close examination of
the arguments above shows that any operator V→W/W ′ which intertwines the
actions of πξ,r and τξ ′,r ′ is given by a K ′-intertwining linear map T : V→W ′′ with
T |E(α;α′) = tα,α′ · Rα,α′ such that the relations (3-5) hold for any 0 6= E(α;α′)⊆ V
and 0 6= E ′(β ′)⊆W ′′. Note that tα,α′ = 0 whenever E ′(α′)*W ′′.

3C. Scalar identities. To extract from (3-5) information on the constants tα,α′ we
have to transform it into a scalar identity. For this we assume additionally that

(MF3) dim HomK ′(s
′

C⊗α
′, β ′)≤ 1 for all 0 6= E(α;α′)⊆ V, E(β ′) 6= 0.

This implies that the maps

η
β,β ′

α,α′ = Rβ,β ′ ◦ ω
β,β ′

α,α′ : s
′

C⊗ E ′(α, α′)→ E ′(β ′)

are proportional to each other. If further the map

η
β ′

α,α′ = ω
β ′

α′ ◦ Rα,α′ : s′C⊗ E ′(α;α′)→ E ′(β ′)

is nonzero then there exist constants λβ,β
′

α,α′ 6= 0 such that

η
β,β ′

α,α′ = λ
β,β ′

α,α′η
β ′

α,α′ .

We call λβ,β
′

α,α′ the proportionality constants. In this case (3-5) simplifies:

Corollary 3.6. Under the multiplicity-freeness assumption (MF3) the identity (3-5)
is equivalent to

(3-6)
∑
β

(α;α′)↔(β;β ′)

λ
β,β ′

α,α′ (σβ − σα + 2r)tβ,β ′ = (σ ′β ′ − σ
′

α′ + 2r ′)tα,α′ .

Whereas the constants σα and σ ′α′ are easy to calculate using the highest weights
of α and α′, see [Branson et al. 1996], we do not have a general method to find the
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constants λβ,β
′

α,α′ . Of course one can always try to compute the action of the cocycle
on explicit K -finite vectors and decompose the result, but this turns out to be quite
involved already in low-rank cases. However, in some special cases the following
information is enough to determine λβ,β

′

α,α′ :

Lemma 3.7. Assume that the elements H ∈a and H ′ ∈a′ coincide. Let E(α;α′) 6=0
and E ′(β ′) 6= 0 and assume that Rα,α′ = Rβ,β ′ = rest for all β with (α;α′)↔ (β;β ′).
Then ∑

β
(α;α′)↔(β;β ′)

λ
β,β ′

α,α′ = 1,
∑
β

(α;α′)↔(β;β ′)

(σβ − σα)λ
β,β ′

α,α′ = σ
′

β ′ − σ
′

α′ + 2(ρ− ρ ′).

Here ρ and ρ ′ are identified with the numbers ρ(H) and ρ ′(H ′).

Proof. For the first identity we note that H = H ′ implies ω(X)|K ′ = ω′(X) for all
X ∈ s′. Hence

Rβ,β ′ ◦ ω(X)= ω′(X) ◦ Rα,α′ for all X ∈ g′,

which implies

η
β ′

α,α′ =

∑
β

(α;α′)↔(β;β ′)

η
β,β ′

α,α′

and the claimed identity follows. For the second identity note that for r+ρ= r ′+ρ ′

the restriction operator rest : E→ E ′ is intertwining for πξ,r and τξ ′,r ′ . Hence the
identity (3-6) is satisfied with tα,α′ = 1 for all E(α;α′) 6= 0. Eliminating r and r ′

gives the desired formula. �

Remark 3.8. The knowledge of any intertwining operator T : (πξ,r )HC→ (τξ ′,r ′)HC

and the corresponding numbers tα,α′ provides an additional identity for the constants
λ
β,β ′

α,α′ just as in the proof of Lemma 3.7 for the restriction operator T = rest with
r + ρ = r ′+ ρ ′ and tα,α′ = 1.

3D. Automatic continuity. In this section we study the question of whether (g′, K ′)-
intertwining operators (πξ,r )HC → (τξ ′,r ′)HC between Harish-Chandra modules
extend to G ′-intertwining operators πξ,r→τξ ′,r ′ between the smooth representations,
i.e., whether the natural injective map

HomG ′(πξ,r |G ′, τξ ′,r ′)→ Hom(g′,K ′)((πξ,r )HC|(g′,K ′), (τξ ′,r ′)HC)

is an isomorphism. It is expected, see [Kobayashi 2014, Remark 10.2 (4)], that this
is true if the space (G ×G ′)/ diag(G ′) is real spherical. Statements of this type
are also known as “automatic continuity theorems” since they imply continuity
with respect to the smooth topologies of every intertwining operator between the
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algebraic Harish-Chandra modules. We provide a criterion to show automatic
continuity in the context of this paper.

Fix a Haar measure dk ′ on K ′. Then the nondegenerate bilinear pairing

E(K ′; ξ ′|M ′∩K ′)× E(K ′; ξ ′∨|M ′∩K ′)→ C, ( f1, f2) 7→

∫
K ′
〈 f1(k ′), f2(k ′)〉 dk ′

is invariant under τξ ′,r ′⊗τξ ′∨,−r ′ for any r ′ ∈C, where ξ ′∨ denotes the contragredient
representation of ξ ′ on the dual space V∨ξ ′ . Using this pairing we identify τξ ′,r ′ with
a subrepresentation of the contragredient representation τ∨ξ ′∨,−r ′ of τξ ′∨,−r ′ , which
is realized on the topological dual space E(K ′; ξ ′∨|M ′∩K ′)

∨ carrying the weak-?
topology.

Lemma 3.9. Every continuous G ′-intertwining operator T : πξ,r → τ∨ξ ′∨,−r ′ maps
into τξ ′,r ′ and defines a continuous G ′-intertwining operator T : πξ,r → τξ ′,r ′ .

Proof. Let T : E(K ; ξ |M∩K )→ E(K ′; ξ ′∨|M ′∩K ′)
∨ be a continuous linear operator

which is G ′-intertwining for πξ,r and τ∨ξ ′∨,−r ′ . Then T induces a continuous linear
functional

T : E(K ; ξ |M∩K ) ⊗̂ E(K ′; ξ ′∨|M ′∩K ′)→ C,

which is invariant under the diagonal action of K ′. The left-hand side is naturally
isomorphic to E(K × K ′; (ξ ⊗ ξ ′∨)|(M∩K )×(M ′∩K ′)). Composing with the surjective
continuous linear operator

[ : C∞(K × K ′; Vξ ⊗ V∨ξ ′ )→ E(K × K ′; (ξ ⊗ ξ ′∨)|(M∩K )×(M ′∩K ′)),

[F(k, k ′)=
∫

M∩K

∫
M ′∩K ′

(ξ(m)⊗ ξ ′(m′)∨)F(km, k ′m′) dm′ dm,

we obtain a functional

KT := T ◦ [ : C∞(K × K ′; Vξ ⊗ V∨ξ ′ )→ C,

i.e., a distribution on K×K ′ with values in Vξ ⊗ V∨ξ ′ . (This is basically the Schwartz
kernel of the operator T, avoiding distribution sections of vector bundles.) The
distribution KT is invariant under the diagonal action of K ′ from the left and
equivariant under the action of (M ∩ K )× (M ′ ∩ K ′) from the right. We define a
distribution K̃T on K with values in Vξ ⊗ V∨ξ ′ , i.e., a continuous linear functional
on C∞(K ; Vξ ⊗ V∨ξ ′ ), by

〈K̃T , φ〉 := 〈KT (x, x ′), φ(x ′−1x)〉.
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Then for φ ∈ E(K ; ξ |M∩K ) and ψ ∈ E(K ′; ξ ′∨|M ′∩K ′) we have

〈Tφ,ψ〉= 〈KT ,φ⊗ψ〉=

∫
K ′
〈KT (x, x ′),φ(k ′x)⊗ψ(k ′x ′)〉dk ′

=

〈
KT (x, x ′),

∫
K ′
φ(k ′x)⊗ψ(k ′x ′)dk ′

〉
=

〈
KT (x, x ′),

∫
K ′
φ(k ′x ′−1x)⊗ψ(k ′)dk ′

〉
=

∫
K ′
〈KT (x, x ′),φ(k ′x ′−1x)⊗ψ(k ′)〉dk ′=

∫
K ′
〈K̃T ,φ(k ′ ·)⊗ψ(k ′)〉dk ′.

This implies that for any λ ∈ V∨ξ ′

〈λ, Tφ(k ′)〉 = 〈K̃T , φ(k ′ · )⊗ λ〉,

which shows that Tφ ∈ C∞(K ′; Vξ ′). That Tφ ∈ E(K ′; ξ ′|M ′∩K ′) easily follows
from the equivariance property of K̃T with respect to M ∩ K and M ′ ∩ K ′. Finally,
continuity of the thus defined operator T : πξ,r → τξ ′,r ′ follows from the continuity
of the functional K̃T on C∞(K ; Vξ ⊗ V∨ξ ′ ) and the proof is complete. �

Fix invariant inner products on the representation ξ |M∩K , resp. ξ ′|M ′∩K ′ , and
let ‖ · ‖, resp. ‖ · ‖′, denote the corresponding L2-norm on L2(K ×M∩K ξ), resp.
L2(K ′×M ′∩K ′ ξ

′). These norms induce norms on each K ′-type E(α;α′) resp. E ′(α′).
Write ‖Rα,α′‖L2→L2 for the operator norm of Rα,α′ : E(α;α′)→ E ′(α′) with respect
to the L2-norms.

For any F ∈ L2(K ×M∩K ξ) write

F =
∑
α∈K̂

Fα,

with Fα ∈ E(α). Then the sequence {‖Fα‖}α belongs to `2(K̂ ), the space of square-
summable sequences. We identify the set K̂ , resp. K̂ ′, with the corresponding
weight lattice so that it becomes a subset of a finite-dimensional vector space.
Denote by | · |, resp. | · |′, a norm on this finite-dimensional vector space. It is known
that F ∈E(K ; ξM∩K ) if and only if the sequence {‖Fα‖}α belongs to s(K̂ ), the space
of rapidly decreasing sequences, i.e., those that are still bounded if multiplied with
any power |α|N. Moreover, E(K ; ξ∨|M∩K )

∨ is identified with all formal expansions
F =

∑
α Fα, where {‖Fα‖}α belongs to s ′(K̂ ), the space of tempered sequences,

i.e., those that grow at most at the rate of |α|N for some N ∈ N.

Proposition 3.10. A (g′, K ′)-intertwining operator T : (πξ,r )HC→ (τξ ′,r ′)HC with
T |E(α;α′)= tα,α′ ·Rα,α′ extends to a continuous G ′-intertwining operator πξ,r→ τξ ′,r ′

if both tα,α′ and ‖Rα,α′‖L2→L2 are of at most polynomial growth in α and α′.
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Proof. By Lemma 3.9 it suffices to show that T extends to a continuous G ′-
intertwining operator πξ,r → (τξ ′∨,−r ′)

′. Let F ∈ πξ,r ; then F =
∑

α Fα with
{‖Fα‖}α a sequence in s(K̂ ). We have T F =

∑
α′(T F)α′ with

(T F)α′ =
∑
α

tα,α′ · Rα,α′Fα.

By the assumptions

|tα,α′ | ≤ C1(1+ |α| + |α′|)N1,

‖Rα,α′‖L2→L2 ≤ C2(1+ |α| + |α′|)N2

for some C1,C2 > 0 and N1, N2 ∈N. Further, since ‖Fα‖ ∈ s(K̂ ), for every N ∈N

there exists C > 0 such that ‖Fα‖ ≤ C(1+ |α|)−N. Hence, we have for any α′

‖(T F)α′‖′ ≤ CC1C2
∑
α

(1+ |α| + |α′|)N1+N2(1+ |α|)−N .

Choosing N large enough, this is uniformly bounded by a constant times
(1+ |α′|)N1+N2, and hence ‖(T F)α′‖′ ∈ s ′(K̂ ′) so that T F ∈ E(K ′; ξ ′∨|M ′∩K ′)

∨.
This shows that T extends to a G ′-intertwining operator πξ,r→ τ∨ξ ′∨,−r ′ . Continuity
of this operator also follows by the above estimates. �

4. Rank-one orthogonal groups

In this section we apply our method to classify symmetry-breaking operators for
rank-one orthogonal groups. Let n ≥ 3 and consider the indefinite orthogonal group
G = O(1, n) of (n+ 1)× (n+ 1) real matrices leaving the standard bilinear form
on Rn+1 of signature (1, n) invariant. The subgroup G ′ ⊆ G of matrices fixing the
last standard basis vector en+1 is isomorphic to O(1, n− 1).

4A. K-types. We fix K = O(1)×O(n) and choose

H =

0 1
1 0

0n−1


so that P = M AN , with M = 1O(1)×O(n− 1), where 1O(1) = {diag(x, x) :
x ∈ O(1)}. Note that ρ = n−1

2 . Then K acts transitively on Sn−1 via diag(ε, k) ·
x = εkx , ε ∈ O(1), k ∈ O(n), x ∈ Sn−1, and M is the stabilizer subgroup of
the first standard basis vector e1 ∈ Sn−1, whence K/M ∼= Sn−1. The subgroup
G ′ = O(1, n− 1) is embedded into G such that K ′ = O(1)×O(n− 1) and P ′ =
G ′∩ P =M ′A′N ′, with A′= A and M ′=1O(1)×O(n−2). Then K ′/M ′= Sn−2,
viewed as the equator in K/M = Sn−1

⊆ Rn given by xn = 0. Further we have
ν = ν ′ and ρ ′ = n−2

2 .
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Legend: K ′ -types E(α;α′) with α−α′ ∈ 2Z

× K ′ -types E(α;α′) with α−α′ ∈ 2Z+ 1

Figure 1

Let ξ = 1, ξ ′ = 1 be the trivial representations of M and M ′ and abbreviate
πr = πξ,r and τr ′ = τξ ′,r ′ . As K -modules, resp. K ′-modules, we have

E =
∞⊕
α=0

sgnα �Hα(Rn)︸ ︷︷ ︸
E(α)

, E ′ =
∞⊕
α′=0

sgnα
′

�Hα′(Rn−1)︸ ︷︷ ︸
E ′(α′)

,

so that (MF1) is satisfied. Further, each K-type decomposes by (B-1) into K ′-types as

(sgnα �Hα(Rn))|K ′ '
⊕

0≤α′≤α

(sgnα �Hα′(Rn−1)),

and hence (MF2) holds. Comparing the sign representations of the O(1)-factor of
K ′ we find that HomK ′(E(α)|K ′, E ′(α′)) 6= 0 if and only if α−α′ ∈ 2Z. In this case
formulas (B-2) and (A-2) show that the restriction operator

Rα,α′ = rest |E(α;α′) : E(α;α′)→ E ′(α′)

is an isomorphism. Hence the restriction Tα,α′ = T |E(α;α′) of a K ′-intertwining
operator T : E → E ′ is given by Tα,α′ = tα,α′Rα,α′ for α− α′ ∈ 2N and Tα,α′ = 0
else. The K - and K ′-types are illustrated in Figure 1.

4B. Proportionality constants. The eigenvalues of the spectrum-generating oper-
ator on the K -types are simply the eigenvalues of the Laplacian on Sn−1 and given
by, see [Branson et al. 1996, Section 3.a],

σα = α(α+ n− 2), σ ′α′ = α
′(α′+ n− 3).

We identify s∼= Rn via

Rn
→ s, y 7→ X y =

(
0 yt

y 0n

)
.
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Then s′ ∼= Rn−1, embedded in Rn as the first n− 1 coordinates. Since s′
C
' Cn−1 is

a weight multiplicity-free K ′-module, (MF3) holds and we can use Corollary 3.6.
To compute the proportionality constants λβ,β

′

α,α′ we use Lemma 3.7, which applies
to this situation because H = H ′ and Rα,α′ = rest. The cocycle ω is given by

ω(X y)(x)= yt x, x ∈ Sn−1, y ∈ Rn.

Using (B-4) it is easy to see that for fixed 0≤ α′ ≤ α

(α;α′)↔ (β;β ′) ⇐⇒ |α−β| = |α′−β ′| = 1.

By Lemma 3.7 we have the following equations for λβ,β
′

α,α′ : for β ′ = α′+1 we obtain

λ
α+1,α′+1
α,α′ + λ

α−1,α′+1
α,α′ = 1,

(2α+ n− 1)λα+1,α′+1
α,α′ − (2α+ n− 3)λα−1,α′+1

α,α′ = 2α′+ n− 1,

which gives

λ
α+1,α′+1
α,α′ =

α+α′+ n− 2
2α+ n− 2

, λ
α−1,α′+1
α,α′ =

α−α′

2α+ n− 2
,

and for β ′ = α′− 1 we get

λ
α+1,α′−1
α,α′ + λ

α−1,α′−1
α,α′ = 1,

(2α+ n− 1)λα+1,α′−1
α,α′ − (2α+ n− 3)λα−1,α′−1

α,α′ = −2α′− n+ 5,

implying

λ
α+1,α′−1
α,α′ =

α−α′+ 1
2α+ n− 2

, λ
α−1,α′−1
α,α′ =

α+α′+ n− 3
2α+ n− 2

.

We remark that the constants λβ,β
′

α,α′ can in this case also be obtained by computing
the action of ω(X) on explicit K -finite vectors using (B-2) and recurrence relations
for the Gegenbauer polynomials. With the explicit form of the constants λβ,β

′

α,α′

Corollary 3.6 now provides the following characterization of symmetry-breaking
operators:

Theorem 4.1. An operator T : E→ E ′ is intertwining for πr and τr ′ if and only if

T |E(α;α′) =
{

tα,α′ · rest |E(α;α′) for α−α′ ∈ 2Z,
0 for α−α′ ∈ 2Z+ 1,

with numbers tα,α′ satisfying

(4-1) (2α+n−2)(2r ′+2α′+n−2)tα,α′ = (α+α′+n−2)(2r+2α+n−1)tα+1,α′+1

+(α−α′)(2r−2α−n+3)tα−1,α′+1
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(α, α′)

(α−1, α′+1) (α+1, α′+1) (α, α′)

(α−1, α′−1) (α+1, α′−1)

Figure 2. The relations (4-1) and (4-2).

and

(4-2) (2α+n−2)(2r ′−2α′−n+4)tα,α′ = (α−α′+1)(2r+2α+n−1)tα+1,α′−1

+(α+α′+n−3)(2r−2α−n+3)tα−1,α′−1.

We view these two relations as triangles connecting three vertices in the K -type
picture (see Figure 2).

Note that if r /∈−ρ−N then 2r+2α+n−1 6= 0 for all α and hence one can define
tα+1,α′+1 in terms of tα,α′ and tα−1,α′+1 using (4-1) and do similarly for tα+1,α′−1

using (4-2). If r =−ρ− i ∈ −ρ−N and α = i the coefficient (2r + 2α+ n− 1)
vanishes and (4-1) and (4-2) reduce to identities involving only two terms. We
indicate this by drawing a vertical line between i and i+1 indicating that one cannot
“step” from the left-hand side to the right-hand side (see Figure 3). Similarly we
have that if r ′ /∈−ρ ′−N then 2r ′+2α′+n−2 6= 0 for all α′ and we can define tα,α′
in terms of tα±1,α′+1 using (4-1). If r ′ =−ρ ′− j ∈ −ρ ′−N and α′ = j we obtain
a horizontal line between j and j + 1 as barrier, indicating that we cannot step
from the part above this line to the part below. Note that if there is a vertical, resp.
horizontal, barrier like this the coefficient (2r−2α−n+3), resp. (2r ′−2α′−n+4),
never vanishes and one can step in the other direction, namely from right to left,
resp. from the part below the line to the part above.

4C. Multiplicities. The (g, K )-module (πr )HC is reducible if and only if r ∈
±(ρ+N). More precisely, for r =−ρ−i the module (πr )HC contains a unique non-
trivial finite-dimensional (g, K )-submodule F(i)⊆ E with K -types E(α), 0≤α≤ i .
Its quotient T (i) = E/F(i) is irreducible and can be identified with the unique
nontrivial (g, K )-submodule of (π−r )HC. Similarly we denote for r ′ =−ρ ′− j by

(α, α′)

(α−1, α′+1) (α+1, α′+1)

(α, α′)

(α−1, α′+1) (α+1, α′+1)

Figure 3. Barriers for r =−ρ− i and r ′ =−ρ ′− j .
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F ′( j) the unique finite-dimensional (g′, K ′)-submodule of (τr ′)HC and by T ′( j)
its irreducible quotient. Let

Leven = {(r, r ′) : r= − ρ− i, r ′= − ρ ′− j, i − j ∈ 2N},

Lodd = {(r, r ′) : r= − ρ− i, r ′= − ρ ′− j, i − j ∈ 2N+ 1}.

This notation agrees with the notation used in [Kobayashi and Speh 2015].

Theorem 4.2. (1) The multiplicities between spherical principal series of G and
G ′ are given by

m((πr )HC, (τr ′)HC)=

{
1 for (r, r ′) ∈ C2

\ Leven,
2 for (r, r ′) ∈ Leven.

(2) For i, j ∈ N the multiplicities m(V,W) between subquotients are given by

V↓ W→ F ′( j) T ′( j)

F(i) 1 0
T (i) 0 1

for i − j ∈ 2N,

V↓ W→ F ′( j) T ′( j)

F(i) 0 0
T (i) 1 0

otherwise.

To prove Theorem 4.2 we study how the relations (4-1) and (4-2) determine the
numbers tα,α′ . We first consider the diagonal α=α′. Relation (4-1) then simplifies to

(4-3) (2r ′+ 2α+ n− 2)tα,α = (2r + 2α+ n− 1)tα+1,α+1.

This immediately yields:

Lemma 4.3. (1) For (r, r ′) ∈ C2
\ (Leven ∪ Lodd) the space of diagonal sequences

(tα,α)α satisfying (4-3) has dimension 1. Any generator (tα,α)α satisfies:

(a) For r /∈ −ρ−N, r ′ /∈ −ρ ′−N,

tα,α 6= 0 for all α ∈ N.

(b) For r =−ρ− i ∈ −ρ−N, r ′ /∈ −ρ ′−N,

tα,α = 0 for all α ≤ i and tα,α 6= 0 for all α > i.

(c) For r /∈ −ρ−N, r ′ =−ρ ′− j ∈ −ρ ′−N,

tα,α 6= 0 for all α ≤ j and tα,α = 0 for all α > j.

(d) For r =−ρ− i ∈ −ρ−N, r ′ =−ρ ′− j ∈ −ρ ′−N, with i < j ,

tα,α 6= 0 for all i < α ≤ j and tα,α = 0 else.
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α−α′ ≤ 2k

α

α′

Legend: K ′ -types E(α;α′) with α−α′ ≤ 2k ( tα,α′ already defined)
K ′ -types E(α;α′) with α−α′ > 2k ( tα,α′ yet to define)

Figure 4

(2) For (r, r ′)= (−ρ−i,−ρ ′− j)∈ (Leven∪Lodd), the space of diagonal sequences
(tα,α)α satisfying (4-3) has dimension 2. It has a basis (t ′α,α)α, (t ′′α,α)α with the
properties

t ′α,α 6= 0 for all α ≤ j, t ′α,α= 0 for all α > j,

t ′′α,α = 0 for all α ≤ i, t ′′α,α 6= 0 for all α > i.

Next we investigate how a diagonal sequence (tα,α)α satisfying (4-3) can be
extended to a sequence (tα,α′)(α,α′) satisfying (4-1) and (4-2).

Lemma 4.4. Let (r, r ′)∈C2
\(Leven∪Lodd). Then every diagonal sequence (tα,α)α

satisfying (4-3) has a unique extension to a sequence (tα,α′)(α,α′) satisfying (4-1)
and (4-2).

Proof. Step 1. We first treat the case r /∈ −ρ −N. In this case the coefficients
(2r + 2α+ n − 1) in (4-1) and (4-2) never vanish. We now extend the diagonal
sequence (tα,α)α inductively to a sequence (tα,α′)α−α′≤2k with k ∈N which satisfies
(4-1) for (α, α′) with α − α′ ≤ 2k and (4-2) for (α, α′) with α − α′ ≤ 2k − 2 as
visualized in Figure 4 (i.e., the two relations hold whenever the corresponding
triangles in Figure 2 are contained in the region α − α′ ≤ 2k). For k = 0 the
diagonal sequence we start with satisfies these assumptions. For the induction step
k→ k + 1 let α − α′ = 2k and define tα+1,α′−1 and tα+2,α′ using (4-2) (the blue
triangles in Figure 5) in terms of tα−1,α′−1, tα,α′ and tα+1,α′+1. This is possible,
because 2r + 2α+ n − 1 6= 0 for all α and hence the corresponding coefficients
in (4-2) are nonzero. Now we have to prove that (4-1) holds for (α+ 1, α′ − 1)
(the red triangle). This can be done by an elementary calculation using the blue
triangles that are by definition valid as well as the green triangles that are valid by
the induction assumption. Hence this extends the diagonal sequence (tα,α)α to a
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(α− 2, α′)

(α−1, α′+1)

(α−1, α′−1)

(α, α′)

(α+1, α′+1)

(α+1, α′−1)

(α+ 2, α′)

Figure 5

sequence (tα,α′)0≤α′≤α satisfying (4-1) and (4-2). Since the relations were used to
extend the diagonal sequence this extension is unique.

Step 2. Next assume r =−ρ− i ∈ −ρ−N and r ′ /∈ −ρ ′−N. Then the coefficient
(2r +2α+n−1) vanishes if and only if α = i . We can therefore use the technique
in Step 1 to extend the upper part (tα,α)α>i of the diagonal sequence to a sequence
(tα,α′)i<α′≤α in the region α′> i . Next we extend the sequence (tα,α)α′>i inductively
to a sequence (tα,α′)α′>i−k with k = 0, . . . , i + 1 which satisfies (4-1) for (α, α′)
with α′ > i − k and (4-2) for (α, α′) with α′ > i − k+ 1 as visualized in Figure 6
(i.e., the two relations hold whenever the corresponding triangles in Figure 2 are
contained in the region α′ > i − k). For k = 0 the sequence we obtained using
Step 1 satisfies these assumptions by Step 1. For the induction step k→ k+ 1 let
α′ = i − k+ 1 and define tα−1,α′−1 and tα+1,α′−1 using (4-1) (the blue triangles in
Figure 7) in terms of tα−2,α′ , tα,α′ and tα+2,α′ . This is possible, because r ′ /∈−ρ ′−N

and hence the corresponding coefficient (2r ′+ 2α′+ n− 2) in (4-1) never vanishes.
Now we have to prove that (4-2) holds for (α, α′) (the red triangle) which is done
in a similar fashion as in Step 1 using the green triangle. This finishes Step 2.

α′ > i−k

α

α′

Legend: K ′ -types E(α;α′) with α′ > i − k ( tα,α′ already defined)
K ′ -types E(α;α′) with α′ ≤ i − k ( tα,α′ yet to define)

Figure 6
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(α−2, α′)

(α−1, α′+1)

(α−1, α′−1)

(α, α′)

(α+1, α′+1)

(α+1, α′−1)

(α+2, α′)

Figure 7

Step 3. Now let r =−ρ− i ∈ −ρ−N and r ′ =−ρ ′− j ∈ −ρ ′−N with i, j ∈ N,
j > i . Note that to carry out Step 2 we only need that (2r ′+ 2α′+ n− 2) 6= 0 for
α′ ≤ i . This is satisfied since

2r ′+ 2α′+ n− 2= 2(α′− j) < 2(α′− i)≤ 0

by assumption. Hence the technique in Step 2 carries over to this case. �

Lemma 4.5. Let (r, r ′)= (−ρ− i,−ρ ′− j), i, j ∈ N:

(1) For (r, r ′) ∈ Leven every diagonal sequence (tα,α)α satisfying (4-3) has a unique
extension to a sequence (tα,α′)(α,α′) satisfying (4-1) and (4-2).

(2) For (r, r ′) ∈ Lodd any sequence (tα,α′)α,α′ satisfying (4-1) and (4-2) has the
property tα,α′ = 0 for α ≤ i or α′ > j . Conversely, for any choice of ti+1, j ∈ C

there exists a unique extension to a sequence (tα,α′)(α,α′) satisfying (4-1) and (4-2).

Proof. (1) First Steps 1 and 2 in the proof of Lemma 4.4 extend a diagonal sequence
(tα,α)α uniquely to the range {(α, α′) : α ≤ i or α′ > j}. This extension satisfies
tα,α′ = 0 whenever j <α′≤α≤ i . Next one can use (4-2) for (α, α′)= (i+1, j+1)
to define ti+2, j in terms of ti, j and ti+1, j+1 (the blue triangle in Figure 8). Inductively,
using (4-2) for (α, α′)= (i+2k+1, j+1), k = 0, 1, 2, . . . , the values of ti+2k+2, j

are determined for all k. In the next step the technique from Step 2 in the proof of
Lemma 4.4 is used to inductively define tα,α′ for α > i and α′= j−k, k = 0, . . . , j
(the red triangle). That all relations (4-1) and (4-2) are satisfied within the four
quadrants in Figure 8 is clear from the arguments in Steps 1 and 2 in the proof
of Lemma 4.4. That these relations are also satisfied at the edges between the
quadrants holds either by definition or since all terms vanish.

(2) Let (tα,α′)α,α′ be a sequence satisfying (4-1) and (4-2). Note that Lemma 4.3(2)
already implies tα,α = 0 for j <α≤ i . Then by Step 1 in the proof of Lemma 4.4 we
have tα,α′ = 0 whenever j <α′≤ α≤ i (the black zeroes in Figure 9). We first show
inductively that ti−2k−1, j = 0 for k = 0, . . . , i− j−1

2 (the red zeroes). To show the
statement for k=0 consider the relation (4-2) for (α, α′)= (i, j+1). By the previous
considerations tα,α′ = 0 and further the coefficient (2r+2α+n−1) of tα+1,α′−1 van-
ishes. Hence tα−1,α′−1= ti−1, j = 0. For the induction step assume ti−2k−1, j = 0 and
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Legend: K ′ -types E(α;α′) with tα,α′ already defined
K ′ -types E(α;α′) with tα,α′ yet to define

Figure 8

consider the relation (4-2) for (α, α′)= (i−2k−2, j+1). Then tα,α′ = tα+1,α′−1= 0
and therefore tα−1,α′−1 = ti−2(k+1)−1, j = 0. Thus we have showed t j, j = 0. But in
view of (4-3) this yields tα,α = 0 for α ≤ j . In a similar way one uses (4-1) and
(4-2) for (α, α′)= (i + 1, j + 2k), k = 0, . . . , i− j+1

2 , to show that ti+1,i+1 = 0 and
hence tα,α = 0 for all α > i . From the vanishing of the diagonal the techniques in
Steps 1 and 2 in the proof of Lemma 4.4 yield tα,α′ = 0 whenever α ≤ i or α′ > j .

Now let ti+1, j ∈ C be given and put tα,α′ = 0 whenever α ≤ i or α′ > j . Then
(4-1) and (4-2) are trivially satisfied whenever all three terms are defined. Further,
using Steps 1 and 2 it is again easy to see that this sequence has a unique extension
(tα,α′)α,α′ with the required properties. �

Proof of Theorem 4.2. (1) Let first (r, r ′) ∈C2
\ (Leven∪ Lodd). Then by Lemma 4.3

the space of diagonal sequences satisfying (4-3) is one-dimensional and each such
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sequence gives by Lemma 4.4 rise to a unique extension (tα,α′)(α,α′) satisfying
(4-1) and (4-2). Hence, by Theorem 4.1 the multiplicity is 1. Similarly we
obtain multiplicity 2 for (r, r ′) ∈ Leven using Lemma 4.5(1). For (r, r ′) ∈ Lodd

the multiplicity statement is contained in Lemma 4.5(2).

(2) We first consider the case V = F(i) and W = F( j). Then any intertwining
operator in Hom(g′,K ′)(V|(g′,K ′),W) corresponds to an intertwining operator T :
(πr )HC → (τr ′)HC for r = ρ + i and r ′ = −ρ ′ − j such that T |E(α) = 0 for all
α > i and T (E)⊆F ′( j). This implies that T is given by a sequence (tα,α′)α,α′ with
tα,α′ = 0 if either α > i or α′ > j . By part (1) the space of intertwining operators
T : (πr )HC→ (τr ′)HC is one-dimensional, and using Lemma 4.3(1c) and Step 1 in
the proof of Lemma 4.4 it is easy to see that this operator satisfies the conditions on
tα,α′ if and only if i− j ∈ 2N. Hence m(F(i),F ′( j))= 1 for i− j ∈ 2N and= 0 else.
Similar considerations for r =−ρ− i and r ′= ρ ′+ j show that m(T (i), T ′( j))= 1
for i − j ∈ 2N and = 0 else.

Now let V = T (i) and W = F ′( j). Then m(V,W) 6= 0 if and only if there
exists a nontrivial sequence (tα,α′)α,α′ satisfying (4-1) and (4-2) for r =−ρ− i and
r ′ =−ρ ′− j such that tα,α′ = 0 whenever α ≤ i or α′ > j . First assume j > i , then
by part (1) there exists a unique sequence (tα,α′)α,α′ , and by Lemma 4.3(1d) and
Step 3 in the proof of Lemma 4.4 it is easy to see that for this sequence tα,α′ = 0
if either α ≤ i or α′ > j . Hence m(T (i),F ′( j)) = 1 in this case. Next assume
j ≤ i ; then by Lemmas 4.3(2) and 4.5 there can only exist a sequence (tα,α′)α,α′
with the above properties if i − j ∈ 2N+ 1. This shows the claimed formulas for
m(T (i),F ′( j)). That m(F(i), T ′( j)) = 0 for any i, j follows easily by similar
considerations. �

4D. Explicit formula for the spectral function. From the relations (4-1) and (4-2)
one can deduce an explicit spectral function (tα,α′(r, r ′))0≤α′≤α , i.e., a set of solutions
to the relations for all r, r ′ ∈ C depending meromorphically on r and r ′:

Proposition 4.6. For (α, α′) ∈ N with α−α′ ∈ 2Z the numbers

(4-4) tα,α′(r, r ′)=
∞∑

k=0

24k0
(
α+α′+n−2

2 +k
)
0
(
α−α′+2

2

)
(2k)!0

(
α+α′+n−2

2

)
0
(
α−α′+2

2 −k
)

×
0(r+ρ)0(r ′+ρ ′+α′)0

( 2r ′+2r+1
4 +k

)
0
( 2r ′−2r+3

4

)
0(r+ρ+α′+2k)0(r ′+ρ ′)0

( 2r ′+2r+1
4

)
0
( 2r ′−2r+3

4 −k
)

are rational functions in r and r ′ satisfying (4-1) and (4-2). They are normalized to
t0,0 ≡ 1.

Proof. First note that since α−α′ ∈ 2Z the number α−α
′
+2

2 − k is a negative integer
for k� 0 and hence the sum is actually finite for each fixed pair (α, α′). It is also
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easy to see that each summand is a rational function in r and r ′. A short calculation
shows that for each k ∈ N the term

0
(
α+α′+n−2

2 + k
)
0
(
α−α′+2

2

)
0(r ′+ ρ ′+α′)

0
(
α+α′+n−2

2

)
0
(
α−α′+2

2 − k
)
0(r + ρ+α′+ 2k)

solves (4-1). If we further make the ansatz

tα,α′ =
∞∑

k=0

bk
0
(
α+α′+n−2

2 + k
)
0
(
α−α′+2

2

)
0(r ′+ ρ ′+α′)

0
(
α+α′+n−2

2

)
0
(
α−α′+2

2 − k
)
0(r + ρ+α′+ 2k)

,

with bk = bk(r, r ′) not depending on α and α′ then we find that (4-2) holds if and
only if
∞∑

k=0

bk
0
(
α+α′+n−2

2 +k−1
)
0
(
α−α′+2

2

)
0(r ′+ρ ′+α′−1)

0
(
α+α′+n−2

2

)
0
(
α−α′+2

2 −k+1
)
0(r+ρ+α′+2k)

×
[
(2r ′+2r+4k+1)(2r ′−2r−4k−1)

(
α−α′+2

2 −k
)(
α+α′+n−2

2 +k−1
)

−2k(2k−1)(r+ρ+α′+2k−1)(r+ρ+α′+2k−2)
]
= 0.

Substituting k− 1 for k in the first summand in the brackets gives the condition
∞∑

k=1

0
(
α+α′+n−2

2 + k− 1
)
0
(
α−α′+2

2

)
0(r ′+ ρ ′+α′− 1)

0
(
α+α′+n−2

2

)
0
(
α−α′+2

2 − k+ 1
)
0(r + ρ+α′+ 2k− 2)

×[(2r ′+ 2r + 4k− 3)(2r ′− 2r − 4k+ 3)bk−1− 2k(2k− 1)bk] = 0,

which holds if

2k(2k− 1)bk = (2r ′+ 2r + 4k− 3)(2r ′− 2r − 4k+ 3)bk−1.

This recurrence relation has the solution

bk = c ·
24k0

( 2r ′+2r+1
4 + k

)
(2k)!0

( 2r ′−2r+3
4 − k

) ,
with c = c(r, r ′) not depending on k. Finally t0,0 ≡ 1 implies

c =
0(r + ρ)0

( 2r ′−2r+3
4

)
0(r ′+ ρ ′)0

( 2r ′+2r+1
4

) . �

Corollary 4.7. (1) The renormalized numbers

t (1)α,α′(r, r
′)=

1
0(r + ρ)

tα,α′(r, r ′)

are holomorphic in (r, r ′) ∈ C2 for every α, α′ ∈ N, α − α′ ∈ 2N. Further,
t (1)α,α′(r, r

′)= 0 for all α, α′ if and only if (r, r ′) ∈ Leven.
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(2) Fix r ′ =−ρ ′− j , j ∈ N; then the renormalized numbers

t (2)α,α′(r, r
′)=

0
(
(r+ρ)−(r ′+ρ′)

2

)
0(r + ρ)

tα,α′(r, r ′)

are holomorphic in r ∈C for every α, α′∈N, α−α′∈2N. We have t (2)α,α′(r,r
′)≡ 0 for

α′> j . Further, for every r ∈ C there exists a pair (α, α′)with t (2)α,α′(r, r
′) 6= 0.

(3) Fix N ∈ N and let r ′+ ρ ′ = r + ρ+ 2N ; then the renormalized numbers

t (3)α,α′(r, r
′)=

0(r ′+ ρ ′)
0(r + ρ)

tα,α′(r, r ′)

are holomorphic in r ∈C for every α, α′ ∈N, α−α′ ∈ 2N. Further, for every r ∈C

there exists α0 ∈ N such that t (3)α,α(r, r ′) 6= 0 for α ≥ α0.

Proof. (1) We can write

t (1)α,α′(r, r
′)= (r ′+ ρ ′)α′

α−α′

2∑
k=0

24k
(
α+α′+n−2

2

)
k

(
−
α−α′

2

)
k

( 2r ′+2r+1
4

)
k

( 2r−2r ′+1
4

)
k

(2k)!0(r + ρ+α′+ 2k)
,

where (λ)n = λ(λ + 1) · · · (λ + n − 1) denotes the Pochhammer symbol. This
expression is obviously holomorphic in (r, r ′) ∈ C2. Now assume t (1)α,α′(r, r

′)= 0
for all α, α′. For α = α′ we have

(
−
α−α′

2

)
k = 0 for k > 0 and hence

t (1)α,α(r, r
′)=

(r ′+ ρ ′)α
0(r + ρ+α)

,

which vanishes for all α ∈N if and only if r +ρ =−i and r ′+ρ ′ =− j with j ≤ i .
We claim that i− j ∈ 2N. In fact, if i− j ∈ 2N+1 then for (α, α′)= (i+1, j) only
the summand for k = i− j+1

2 is nonzero and hence t (1)α,α′(r, r
′) 6= 0, a contradiction.

Therefore i − j ∈ 2N which means (r, r ′) ∈ Leven.
Conversely assume r + ρ = −i , r ′+ ρ ′ = − j , with i − j ∈ 2N. Then in each

summand at least one of the three factors( 2r−2r ′+1
4

)
k =

(
−

i− j
2

)
k, (r ′+ ρ ′)α′ = (− j)α′, 1

0(r+ρ+α′+2k) =
1

0(−i+α′+2k)

vanishes and hence t (1)α,α′(r, r
′)= 0 for all α, α′.

(2) We can write

t (2)α,α′(r,r
′)= (− j)α′

α−α′

2∑
k=0

24k
(
α+α′+n−2

2

)
k

(
−
α−α′

2

)
k

( 2r−2 j−n+3
4

)
k0
( 2r+2 j+n−1

4 +k
)

(2k)!0(r+ρ+α′+2k)

as a meromorphic function of r . Then t (2)α,α′(r, r
′)≡ 0 for α′ > j . Further, for

α′ ≤ j each pole r of the factor 0
( 2r+2 j+n−1

4 + k
)

is simple and also a pole of
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the denominator 0(r + ρ + α′+ 2k), whence t (2)α,α′(r, r
′) is holomorphic in r ∈ C.

Now assume t (2)α,α′(r, r
′)= 0 for all α, α′. Then

0= t (2)j, j (r, r
′)= (− j) j

0
( 2r+2 j+n−1

4

)
0(r + ρ+ j)

and hence r has to be a pole of the denominator while it is a regular point for the
numerator. This means r + ρ =−i ∈ −N with i ≥ j and 2r+2 j+n−1

4 =
j−i
2 /∈ −N,

i.e., i − j ∈ 2N+ 1. But for (α, α′)= (i + 1, j) only the summand for k = i− j+1
2

is nonzero and hence t (2)α,α′(r, r
′) 6= 0, a contradiction.

(3) Note that
( 2r−2r ′+1

4

)
k = (−N )k = 0 for k > N and hence we can write

(4-5) t (3)α,α′(r,r
′)=

N∑
k=0

24k(−N )k
(
α+α′+n−2

2

)
k

(
−
α−α′

2

)
k

(2k)!
×
(
r+N+ 1

2

)
k(r+ρ+α

′
+2k)2N−2k,

which is clearly holomorphic in r ∈ C. Further, t (3)α,α(r, r ′)= (r + ρ+α)2N , which
is nonzero for α >−(r + ρ). �

Remark 4.8. After a few modifications we find that

tα,α′(r, r ′)=
(r ′+ ρ ′)α′
(r + ρ)α′

4 F3
(
−
α−α′

2 , α+α
′
+n−2
2 , 2r+2r ′+1

4 , 2r−2r ′+1
4 ;

1
2 ,

r+ρ+α′
2 ,

r+ρ+α′+1
2 ; 1

)
.

Note that the generalized hypergeometric function 4 F3(a1, a2, a3, a4; b1, b2, b3; z)
occurring here is balanced, i.e., a1+a2+a3+a4+1= b1+b2+b3. However, there
does not exist an explicit formula for its special value at z= 1 in the literature. Also,
we could not find estimates for special values of such hypergeometric functions for
large/small parameters, and therefore were not able to show that tα,α′(r, r ′) grows
at most polynomially in α, α′ ≥ 0 for fixed (r, r ′) ∈ C2. This is what is needed
to apply Proposition 3.10 in order to show automatic continuity of intertwining
operators. We will therefore first describe all intertwining operators in terms of
the holomorphic family T (1)(r, r ′) (see Theorem 4.9) and then show automatic
continuity using the corresponding holomorphic family in the smooth category
obtained in joint work with Y. Oshima [Möllers et al. 2016a]. This is done in
Corollary 4.12.

Theorem 4.9. For i = 1, 2, 3 we let T (i)(r, r ′) be the intertwining operators
(πr )HC→ (τr ′)HC corresponding to the numbers t (i)α,α′(r, r

′) in Corollary 4.7. Then
the operator T (1)(r, r ′) is defined for (r, r ′) ∈ C2, the operator T (2)(r, r ′) is defined
for r ′ ∈−ρ ′−N and the operator T (3)(r, r ′) is defined for (r+ρ)−(r ′+ρ ′)∈−2N.
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We have

Hom(g′,K ′)((πr )HC|(g′,K ′), (τr ′)HC)

=

{
CT (1)(r, r ′) for (r, r ′) ∈ C2

\ Leven,
CT (2)(r, r ′)⊕CT (3)(r, r ′) for (r, r ′) ∈ Leven.

Remark 4.10. By the proof of Theorem 4.2(2) every intertwining operator between
the subquotients F(i), T (i) and F ′( j), T ′( j) can be constructed by composing
an intertwining operator (πr )HC → (τr ′)HC for particular r, r ′ with embeddings
and/or quotient maps for the subquotients. Hence, also every intertwining operator
between subquotients is given by an operator in one of the three families T (i)(r, r ′).
Therefore, all information about intertwining operators between (πr )HC and (τr ′)HC

and any of their subquotients is contained in the holomorphic family T (1)(r, r ′).

Remark 4.11. The family of operators T (3) is (up to a constant) equal to Juhl’s fam-
ily of conformally invariant differential restriction operators D2N (r) :C∞(Sn−1)→

C∞(Sn−2); see [Juhl 2009; Kobayashi and Speh 2015]. The constants t (3)α,α′ then
give the “spectrum” of Juhl’s operators in the sense that they describe how the
operators are acting on explicit K -finite vectors. Note that by (4-5) the number of
summands for t (3)α,α′(r, r

′) is at most N + 1.

Corollary 4.12. For (G,G ′)= (O(1, n),O(1, n− 1)) the natural injective map

(4-6) HomG ′(π |G ′, τ )→ Hom(g′,K ′)(πHC|(g′,K ′), τHC)

is an isomorphism for all spherical principal series π of G and τ of G ′ and their
subquotients.

Proof. By Remark 4.10 all intertwining operators between subquotients arise by
composing with quotient maps and embeddings. It therefore suffices to show that
(4-6) is an isomorphism for π = πr and τ = τr ′ for all (r, r ′) ∈ C2. In [Möllers
et al. 2016a] a holomorphic family A(r, r ′) ∈HomG ′(πr |G ′, τr ′) was constructed in
the smooth category using singular integral operators (see Section 4F for details).
Denote by A(r, r ′) ∈ Hom(g′,K ′)((πr )HC|(g′,K ′), (τr ′)HC) its image under the map
(4-6). By Theorem 4.9 this space is generically spanned by T (1)(r, r ′), and since
both A(r, r ′) and T (1)(r, r ′) depend holomorphically on (r, r ′) ∈ C2 there exists a
meromorphic function φ(r, r ′) such that

A(r, r ′)= φ(r, r ′) · T (1)(r, r ′).

Replacing A(r, r ′) and A(r, r ′) by φ(r, r ′)−1 A(r, r ′) and φ(r, r ′)−1 A(r, r ′) we may
assume that

A(r, r ′)= T (1)(r, r ′).
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This already implies that for (r, r ′) ∈ C2
\ Leven every intertwining operator

in the space Hom(g′,K ′)((πr )HC|(g′,K ′), (τr ′)HC) extends to the smooth global-
ization. Further, for (r, r ′) ∈ Leven we may restrict (r, r ′) 7→ T (1)(r, r ′) to
an affine complex line and renormalize to obtain all intertwining operators in
Hom(g′,K ′)((πr )HC|(g′,K ′), (τr ′)HC) by Theorem 4.9. The same restriction and
renormalization can be applied to (r, r ′) 7→ A(r, r ′), and in this way one obtains
extensions of all operators in Hom(g′,K ′)((πr )HC|(g′,K ′), (τr ′)HC) to the smooth
globalization. Note that renormalization of A(r, r ′) preserves continuity of the
operators. This shows that the map (4-6) is surjective, hence an isomorphism for
all (r, r ′) ∈ C2. �

Remark 4.13. The operators T (i)(r, r ′) are related to the operators Ãλ,ν , ˜̃Aλ,ν and
C̃λ,ν studied in [Kobayashi and Speh 2015] for λ= r+ρ, ν = r ′+ρ ′. In fact, using
their notation we have

T (1)(r, r ′)=π−
n−2

2 Ãλ,ν, T (2)(r, r ′)=π−
n−2

2 ˜̃Aλ,ν, T (3)(r, r ′)=
(−1)N N !

22N C̃λ,ν,

where for i = 3 we write r ′+ ρ ′ = r + ρ+ 2N with N ∈ N.

4E. Discrete components in the restriction of unitary representations. We apply
our results to branching problems for unitary representations. The (g, K )-modules
(πr )HC are unitarizable if and only if r ∈ iR∪ (−ρ, ρ) and we denote by π̂r their
unitary completions. For r ∈ iR these representations form the unitary principal
series and for r ∈ (−ρ, ρ) they belong to the complementary series. Further, all
irreducible quotients T (i) are unitarizable and their unitary completions will be
denoted by π̂−ρ−i . We note that for r ∈ −(ρ+Z), r < 0, each representation π̂r is
isomorphic to some Zuckerman derived functor module Aq(λ) and occurs discretely
in the decomposition of the regular representation on L2(G/G ′).

Similarly we denote by τ̂r ′ , r ′ ∈ iR∪ (−ρ ′, ρ ′), the unitary completions of τr ′

and by τ̂−ρ′− j , j ∈ N, the unitary completions of T ′( j).
For r ∈ R we define the finite set

D(r)=
(
r + 1

2 + 2N
)
∩ (−∞, 0)

and note that for r ∈ (−ρ, 0)∪ (−ρ −N) and r ′ ∈ D(r) we have r ′ ∈ (−ρ ′, 0)∪
(−ρ ′−N); i.e., τ̂r ′ is a unitary representation.

Theorem 4.14. Let r ∈ (−ρ, 0)∪ (−ρ −N). Then for every r ′ ∈ D(r) the repre-
sentation τ̂r ′ occurs discretely with multiplicity 1 in the restriction of π̂r to G ′.

We note that for a complementary series representation π̂r , r ∈ (−ρ, 0), all
representations τ̂r ′ , r ′ ∈ D(r), are complementary series representations. If π̂r is an
Aq(λ)-module, r ∈ −ρ+Z, r < 0, then so are the representations τ̂r ′ , r ′ ∈ D(r).
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The restriction of the Aq(λ)-modules π̂r to G ′ decomposes with both discrete and
continuous spectrum and is therefore hard to study by purely algebraic methods.

Remark 4.15. For the special case r ′ = r + 1
2 , i.e., N = 0, the occurrence of τ̂r ′ in

π̂r |G ′ was first proved in [Speh and Venkataramana 2011] for r ∈
[
−ρ,−1

2

)
and

generalized in [Zhang 2015] to the case r ∈
(
−ρ,− 1

2

)
∪(−ρ−N). Later Kobayashi

and Speh [2015, Theorem 1.4] proved Theorem 4.14 for the case r ∈ (−ρ, 0). The
full decomposition of π̂r |G ′ for r ∈ (−ρ, 0)∪ (−ρ−N) including the continuous
spectrum was given in [Möllers and Oshima 2015].

We first describe the invariant norms on the unitarizable constituents for r ∈ R.
For this we fix the L2-norm ‖ · ‖L2(Sn−1) on L2(K/M)= L2(Sn−1) corresponding
to the standard Euclidean measure on Sn−1. For r ∈ (−ρ, ρ) the norm ‖ · ‖r on E
given by

‖v‖2r =

∞∑
α=0

bα(r)‖vα‖2L2(Sn−1)
for v =

∞∑
α=0

vα ∈

∞⊕
α=0

E(α),

with
bα =

0(ρ− r +α)
0(ρ+ r +α)

∼ (1+α)−2r

turns (πr )HC into a unitary (g, K )-module. Further, for r =−ρ− i the seminorm
‖ · ‖r on E has kernel F(i) and turns the quotient T (i) = E/F(i) into a unitary
(g, K )-module.

Similarly we denote by ‖ · ‖′r ′ the τr ′-invariant norm on E ′, respectively T ′( j),
given by

‖w‖′2r ′ =

∞∑
α=0

b′α′(r
′)‖wα′‖

2
L2(Sn−2)

for w =
∞∑
α′=0

wα′ ∈

∞⊕
α′=0

E ′(α′),

with

b′α′ =
0(ρ ′− r ′+α′)
0(ρ ′+ r ′+α′)

∼ (1+α′)−2r ′ .

We need the following two basic results; see, e.g., [Zhang 2015, Lemmas 3.2
and 3.5]:

Lemma 4.16. Let V ⊆ E be a K -invariant subspace and W ⊆ E ′ a K ′-invariant
subspace and assume that V and W are endowed with pre-Hilbert space structures
with respect to which the groups K and K ′ act unitarily. A linear map T : V→W
is bounded if and only if there exists a constant C > 0 such that∑

α
E(α;α′)⊆V

‖T |E(α;α′)‖2V→W ≤ C for all α′,

where ‖ · ‖V→W denotes the operator norm with respect to the given pre-Hilbert
space structures.
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Lemma 4.17. Suppose that α > −1, β ≥ 0, and β − α > 1. Then there exists a
constant C > 0 such that

∞∑
p=0

(1+ p)α

(1+ p+ q)β
≤

C
(1+ q)β−α−1 for all q ≥ 0.

Proof of Theorem 4.14. For r ∈ (−ρ, 0) let V = E and for r =−ρ− i ∈−ρ−N let
V =

⊕
∞

α=i+1E(α). Let r ′ ∈ D(r); then similarly we put W = E ′ for r ′ ∈ (−ρ ′, 0)
and W =

⊕
∞

α′= j+1E
′(α′) for r ′ =−ρ ′− j ∈−ρ ′−N. By Theorem 4.2 there exists

(up to scalar) a unique nonzero intertwining operator T : (πr )HC→ (τr ′)HC with
T (V)⊆W and if r =−ρ− i additionally T |F(i) = 0. In our notation

T |E(α;α′) = tα,α′ · rest |E(α;α′),

with tα,α′ = t (3)α,α′ for α′ > j and tα,α′ = 0 else (see Corollary 4.7 for the definition
of t (3)α,α′). We show that T is bounded if we endow V with the norm ‖ · ‖r and W
with the norm ‖ · ‖r ′ . To apply Lemma 4.16 we calculate

‖T |E(α;α′)‖2V→W = t2
α,α′‖ rest |E(α;α′)‖2E(α;α′)→E ′(α′)

b′α′(r
′)

bα(r)
,

where ‖ · ‖E(α;α′)→E ′(α′) denotes the operator norm with respect to the L2-inner
products on E(α;α′)⊆ L2(Sn−1) and E ′(α′)⊆ L2(Sn−2). Using (A-2), (B-2) and
(B-3) it is easy to see that for α = α′+ 2` we have

‖ rest |E(α;α′)‖2E(α;α′)→E ′(α′)=
22α′+n−3

(
α′+2`+n−2

2

)
(2`)!0

(
α′+`+ n−2

2

)2

π(`!)20(2α′+2`+n−2)

=

(
α′+2`+ n−2

2

)
0
(
`+1

2

)
0
(
α′+`+n−2

2

)
π0(`+1)0

(
α′+`+ n−1

2

) ∼
(1+α′+`)

1
2

(1+`)
1
2

.

Then Lemma 4.16 translates into
∞∑
`=0

t2
α′+2`,α′

(1+α′+ `)
1
2+2r

(1+ `)
1
2

≤ C(1+α′)2r ′ .

It is enough to check this for each of the N+1 summands of tα′+2`,α′ in (4-5) where
r ′+ ρ ′ = r + ρ+ 2N . The k-th summand grows of order

∼ (1+α′)(r
′
+ρ′)−(r+ρ+2k)(1+ `)k(1+α′+ `)k

and hence the claim follows by Lemma 4.17. Altogether this shows that T induces
a bounded G ′-intertwining operator T̃ : π̂r |G ′ → τ̂r ′ whose adjoint T̃ ∗ : τ̂r ′ →

π̂r |G ′ embeds τ̂r ′ isometrically as a subrepresentation of π̂r by Schur’s lemma.
Multiplicity 1 follows from the fact that any G ′-equivariant embedding S : τ̂r ′→

π̂r |G ′ induces an intertwiner S∗ : (πr )HC→ (τr ′)HC between the Harish-Chandra
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modules by taking the adjoint operator and then passing to K -finite vectors. Such
an operator is unique (up to scalars) by Theorem 4.2 and since K -finite vectors are
dense in π̂r the embedding S is unique (up to scalars). �

4F. Comparison with singular integral operators. In [Kobayashi and Speh 2015;
Möllers et al. 2016a] a meromorphic family of intertwining operators A(r, r ′) :
u1,rν |G ′→ u′1,r ′ν in the smooth category is constructed as family of singular integral
operators. In the compact picture this family is (up to scalars) given by

A(r, r ′) : C∞(Sn−1)→ C∞(Sn−2),

A(r, r ′) f (y)=
∫

Sn−1
(|x ′− y|2+ x2

n)
−(r ′+ρ′)

|xn|
(r−ρ)+(r ′+ρ′) f (x) dx,

where dx denotes the Euclidean measure on Sn−1.

Theorem 4.18. Let T (r, r ′) : C∞(Sn−1) → C∞(Sn−2) denote the intertwining
operator with spectrum given by the numbers tα,α′(r, r ′) in (4-4). Then

A(r, r ′)=
2r−r ′+ 1

2π
n−2

2 0
( 2r+2r ′+1

4

)
0
( 2r−2r ′+1

4

)
0
(
r + n−1

2

) · T (r, r ′).

Proof. Since by Theorem 4.2(1) and Corollary 4.12 we generically have

dim HomG ′(πr |G ′, τr ′)= 1

and both A(r, r ′) and T (r, r ′) are meromorphic in r, r ′ ∈ C there exists a scalar
meromorphic function c(r, r ′) with A(r, r ′)= c(r, r ′)T (r, r ′). To determine c(r, r ′)
we put f ≡ 1:

c(r, r ′)=
∫

Sn−1
(|x ′− y|2+ x2

n)
−(r ′+ n−2

2 )|xn|
r+r ′− 1

2 dx .

Using the stereographic projection

x =
(

1− |z|2

1+ |z|2
,

2z
1+ |z|2

)
, z ∈ Rn−1,

the measure transforms by dx = 2n−1(1+ |z|2)−(n−1) dz, where dz is the standard
Lebesgue measure on Rn−1. Writing

y =
(

1− |w|2

1+ |w|2
,

2w
1+ |w|2

)
, w ∈ Rn−2,

we find

c(r, r ′)= 2r−r ′+ 1
2 (1+ |w|2)r

′
+

n−2
2

∫
Rn−1

(|z′−w|2+ z2
n−1)

−(r ′+ n−2
2 )

× |zn−1|
r+r ′− 1

2 (1+ |z|2)−(r+
n−1

2 ) dz,
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where we have written z = (z′, zn−1). This integral is evaluated in [Kobayashi and
Speh 2015, Proposition 7.4] and we obtain

c(r, r ′)=
2r−r ′+ 1

2π
n−2

2 0
(2r+2r ′+1

4

)
0
( 2r−2r ′+1

4

)
0
(
r + n−1

2

) ,

which shows the claim. �

Remark 4.19. The special value of the intertwiners A(r, r ′) at the spherical vector
f ≡ 1 was also calculated in [Möllers and Ørsted 2017] by a different method.

Remark 4.20. The action of A(r, r ′) on K -finite vectors was also computed in
[Kobayashi and Speh 2015, Lemma 7.7]. However, their parametrization of K -finite
vectors differs from our parametrization by (α, α′), and therefore it is nontrivial to
see the equivalence of their identity and our identity (4-4).

5. Rank-one unitary groups

We indicate in this section how the calculations in Section 4 can be generalized to
rank-one unitary groups and state the corresponding results. Let n ≥ 2 and consider
the indefinite unitary group G = U(1, n) of (n + 1)× (n + 1) complex matrices
leaving the standard Hermitian form on Cn+1 of signature (1, n) invariant. The
subgroup G ′⊆G of matrices fixing the last standard basis vector en+1 is isomorphic
to U(1, n− 1).

5A. K-types. We fix K = U(1)×U(n) and choose

H =

0 1
1 0

0n−1


so that P = M AN with M = 1U(1)×U(n − 1), where 1U(1) = {diag(x, x) :
x ∈U(1)}. Note that ρ = n. Then K acts transitively on the unit sphere S2n−1

⊆Cn

via diag(λ, k) · z = λ−1kz, λ ∈ U(1), k ∈ U(n), z ∈ S2n−1, and M is the stabilizer
subgroup of the first standard basis vector e1, whence K/M ∼= S2n−1. The subgroup
G ′ = U(1, n− 1) is embedded into G such that K ′ = U(1)×U(n− 1) and P ′ =
G ′ ∩ P = M ′A′N ′ with A′ = A and M ′ = 1U(1)×U(n − 2). Then K ′/M ′ =
S2n−3

⊆ Cn−1, viewed as the codimension 2 submanifold in K/M = S2n−1
⊆ Cn

given by zn = 0. Further we have ρ ′ = n− 1.
Let ξ = 1, ξ ′ = 1 be the trivial representations of M and M ′ and abbreviate

πr = πξ,r and τr ′ = τξ ′,r ′ . Then as K -modules, resp. K ′-modules, we have

E =
∞⊕

α1,α2=0

ei(α1−α2)θ � Hα1,α2(Cn)︸ ︷︷ ︸
E(α)

, E ′ =
∞⊕

α′1,α
′

2=0

ei(α′1−α
′

2)θ � Hα′1,α
′

2(Cn−1)︸ ︷︷ ︸
E ′(α′)

,



THE COMPACT PICTURE OF SYMMETRY-BREAKING OPERATORS 59

where we abbreviate α = (α1, α2) and α′ = (α′1, α
′

2). Hence, (MF1) is satisfied.
Further, each K -type decomposes by (B-5) into K ′-types as

(ei(α1−α2)θ � Hα1,α2(Cn))|K ′ =
⊕

0≤α′1≤α1
0≤α′2≤α2

(ei(α1−α2)θ � Hα′1,α
′

2(Cn−1)),

so that (MF2) holds. Comparing the characters of the U(1)-factor of K ′ we find that
HomK ′(E(α)|K ′, E ′(α′)) 6= 0 if and only if α1−α2 = α

′

1−α
′

2. In this case formulas
(B-6) and (A-3) show that the restriction operator

Rα,α′ = rest |E(α;α′) : E(α;α′)→ E ′(α′)

is an isomorphism. Hence the restriction Tα,α′ = T |E(α;α′) of a K ′-intertwining
operator T : E→ E ′ is given by Tα,α′ = tα,α′Rα,α′ for α1−α2=α

′

1−α
′

2 and Tα,α′ = 0
else.

5B. Proportionality constants. The eigenvalues of the spectrum-generating oper-
ator on the K -types are given by (see [Branson et al. 1996, Section 3.b])

σ(α1,α2) = 2α1(α1+ n− 1)+ 2α2(α2+ n− 1),

σ ′
(α′1,α

′

2)
= 2α′1(α

′

1+ n− 2)+ 2α′2(α
′

2+ n− 2).

We write sC = s+ Js= s++ s− and identify s± ∼= Cn via

Cn
→ s±, w 7→ Xw,± =

(
0 w∗∓J iw∗

w±J iw 0n

)
.

Then s′
±
' Cn−1, embedded in Cn as the first n− 1 coordinates. Since both s′

±
are

multiplicity-free K ′-modules, (MF3) holds (with s′
C

replaced by s′
±

) and we can
use Corollary 3.6. The cocycle ω is given by

ω(Xw,+)(z)= w∗z, w ∈ s+, ω(Xw,−)(z)= z∗w, w ∈ s−,

where z ∈ S2n−1
⊆ Cn .

We note by (B-7) that if X ∈ s+ then the multiplication map m(ω(X)) maps the
K -type E(α1, α2) into the K -types E(α1+ 1, α2) and E(α1, α2− 1) and if X ∈ s−
into the K -types E(α1, α2+1) and E(α1−1, α2). Because of similar considerations
for s′

+
and s′

−
the equivalence relation (α, α′)↔ (β, β ′) is given by

((α1, α2); (α
′

1, α
′

2))↔ (β; (α′1+1, α′2)) ⇐⇒ β ∈ {(α1+1, α2), (α1, α2−1)},

((α1, α2); (α
′

1, α
′

2))↔ (β; (α′1−1, α′2)) ⇐⇒ β ∈ {(α1−1, α2), (α1, α2+1)},

((α1, α2); (α
′

1, α
′

2))↔ (β; (α′1, α
′

2+1)) ⇐⇒ β ∈ {(α1−1, α2), (α1, α2+1)},

((α1, α2); (α
′

1, α
′

2))↔ (β; (α′1, α
′

2−1)) ⇐⇒ β ∈ {(α1+1, α2), (α1, α2−1)}.
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Now, Lemma 3.7 yields the following equations for λβ,β
′

α,α′ : for β ′ = (α′1+ 1, α′2) we
obtain

λ
(α1+1,α2),(α

′

1+1,α′2)
(α1,α2),(α

′

1,α
′

2)
+ λ

(α1,α2−1),(α′1+1,α′2)
(α1,α2),(α

′

1,α
′

2)
= 1,

(2α1+ n)λ
(α1+1,α2),(α

′

1+1,α′2)
(α1,α2),(α

′

1,α
′

2)
− (2α2+ n− 2)λ

(α1,α2−1),(α′1+1,α′2)
(α1,α2),(α

′

1,α
′

2)
= 2α′1+ n,

which gives

λ
(α1+1,α2),(α

′

1+1,α′2)
(α1,α2),(α

′

1,α
′

2)
=
α′1+α2+ n− 1
α1+α2+ n− 1

, λ
(α1,α2−1),(α′1+1,α′2)
(α1,α2),(α

′

1,α
′

2)
=

α1−α
′

1

α1+α2+ n− 1
,

for β ′ = (α′1− 1, α′2) we get

λ
(α1−1,α2),(α

′

1−1,α′2)
(α1,α2),(α

′

1,α
′

2)
+ λ

(α1,α2+1),(α′1−1,α′2)
(α1,α2),(α

′

1,α
′

2)
= 1,

(2α1+ n− 2)λ
(α1−1,α2),(α

′

1−1,α′2)
(α1,α2),(α

′

1,α
′

2)
− (2α2+ n)λ

(α1,α2+1),(α′1−1,α′2)
(α1,α2),(α

′

1,α
′

2)
= 2α′1+ n− 4,

implying

λ
(α1−1,α2),(α

′

1−1,α′2)
(α1,α2),(α

′

1,α
′

2)
=
α′1+α2+ n− 2
α1+α2+ n− 1

, λ
(α1,α2+1),(α′1−1,α′2)
(α1,α2),(α

′

1,α
′

2)
=

α1−α
′

1+ 1
α1+α2+ n− 1

,

and similarly we find

λ
(α1,α2+1),(α′1,α

′

2+1)
(α1,α2),(α

′

1,α
′

2)
=
α1+α

′

2+ n− 1
α1+α2+ n− 1

, λ
(α1−1,α2),(α

′

1,α
′

2+1)
(α1,α2),(α

′

1,α
′

2)
=

α2−α
′

2

α1+α2+ n− 1
,

λ
(α1,α2−1),(α′1,α

′

2−1)
(α1,α2),(α

′

1,α
′

2)
=
α1+α

′

2+ n− 2
α1+α2+ n− 1

, λ
(α1+1,α2),(α

′

1,α
′

2−1)
(α1,α2),(α

′

1,α
′

2)
=

α2−α
′

2+ 1
α1+α2+ n− 1

.

We remark that the constants λβ,β
′

α,α′ can in this case also be obtained by computing the
action of ω(X) on explicit K -finite vectors using (B-6) and recurrence relations for
the Jacobi polynomials. With the explicit form of the constants λβ,β

′

α,α′ Corollary 3.6
now provides the following characterization of symmetry-breaking operators:

Theorem 5.1. An operator T : E→ E ′ is intertwining for πr and τr ′ if and only if

T |E(α;α′) =
{

tα,α′ · rest |E(α;α′) for α1−α2 = α
′

1−α
′

2,
0 else,

with numbers tα,α′ satisfying the following four relations:

(5-1) (α1+α2+ n− 1)(r ′+ 2α′1+ n− 1)t(α1,α2),(α
′

1,α
′

2)

= (α′1+α2+ n− 1)(r + 2α1+ n)t(α1+1,α2),(α
′

1+1,α′2)

+ (α1−α
′

1)(r − 2α2− n+ 2)t(α1,α2−1),(α′1+1,α′2),
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(5-2) (α1+α2+ n− 1)(r ′− 2α′1− n+ 3)t(α1,α2),(α
′

1,α
′

2)

= (α′1+α2+ n− 2)(r − 2α1− n+ 2)t(α1−1,α2),(α
′

1−1,α′2)

+ (α1−α
′

1+ 1)(r + 2α2+ n)t(α1,α2+1),(α′1−1,α′2),

(5-3) (α1+α2+ n− 1)(r ′+ 2α′2+ n− 1)t(α1,α2),(α
′

1,α
′

2)

= (α1+α
′

2+ n− 1)(r + 2α2+ n)t(α1,α2+1),(α′1,α
′

2+1)

+ (α2−α
′

2)(r − 2α1− n+ 2)t(α1−1,α2),(α
′

1,α
′

2+1),

(5-4) (α1+α2+ n− 1)(r ′− 2α′2− n+ 3)t(α1,α2),(α
′

1,α
′

2)

= (α1+α
′

2+ n− 2)(r − 2α2− n+ 2)t(α1,α2−1),(α′1,α
′

2−1)

+ (α2−α
′

2+ 1)(r + 2α1+ n)t(α1+1,α2),(α
′

1,α
′

2−1).

5C. Multiplicities. The (g, K )-module (πr )HC is reducible if and only if r ∈
±(ρ+ 2N). More precisely, for r =−ρ− 2i the module (πr )HC contains a unique
nontrivial finite-dimensional (g, K )-submodule

F(i)=
i⊕

α1,α2=0

E(α1, α2)

as well as the two nontrivial infinite-dimensional submodules

F+(i)=
∞⊕
α1=0

i⊕
α2=0

E(α1, α2), F−(i)=
i⊕

α1=0

∞⊕
α2=0

E(α1, α2).

Then the composition series of (πr )HC is given by

{0} ⊆ F(i)⊆ F+(i)⊆ (F+(i)+F−(i))⊆ E

(or equivalently with F+ and F− switched). Hence the quotients

T (i)= E/(F+(i)+F−(i)) and T±(i)= F±(i)/F(i)

are irreducible and infinite-dimensional. Similarly we denote by F ′( j), F ′
±
( j) and

T ′( j), T ′
±
( j) the corresponding composition factors of (τr ′)HC for r ′ =−ρ ′− 2 j ,

j ∈ N.
Define

L = {(r, r ′) ∈ C2
: r =−ρ− 2i, r ′ =−ρ ′− 2 j, 0≤ j ≤ i}.

Theorem 5.2. (1) The multiplicities between spherical principal series of G and
G ′ are given by

m((πr )HC, (τr ′)HC)=

{
1 for (r, r ′) ∈ C2

\ L ,
2 for (r, r ′) ∈ L.
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(2) For i, j ∈ N the multiplicities m(V,W) between subquotients are given by

V↓ W→ F ′( j) T ′
+
( j) T ′

−
( j) T ′( j)

F(i) 1 0 0 0
T+(i) 0 1 0 0
T−(i) 0 0 1 0
T (i) 0 0 0 1

for j ≤ i ,

V↓ W→ F ′( j) T ′
+
( j) T ′

−
( j) T ′( j)

F(i) 0 0 0 0
T+(i) 0 0 0 0
T−(i) 0 0 0 0
T (i) 1 0 0 0

otherwise.

To prove Theorem 5.2 we proceed approximately as in Section 4C. For this we
first reduce the four relations (5-1)–(5-4) in the four parameters α1, α2, α

′

1, α
′

2 with
α1−α2 = α

′

1−α
′

2 to two pairs of two relations with only two parameters.
Put

p = α1+α2, q1 = α
′

1, q2 = α
′

2.

Then
α1 =

p+q1−q2
2 , α2 =

p−q1+q2
2 , α′1 = q1, α′2 = q2.

Then 0≤α′1≤α1, 0≤α′2≤α2, and α1−α2=α
′

1−α
′

2 if and only if p, q1, q2∈N with
p− q1− q2 ∈ 2N. With this reparametrization, the parameter q2 is constant in the
identities (5-1) and (5-2) and the parameter q1 is constant in (5-3) and (5-4). Abusing
notation and writing tp,q1,q2 for t(α1,α2),(α

′

1,α
′

2)
the relations (5-1)–(5-4) become

(5-5) (p+ n− 1)(r ′+ 2q1+ n− 1)tp,q1,q2

=
( p+q1+q2

2 + n− 1
)
(r + p+ q1− q2+ n)tp+1,q1+1,q2

+
( p−q1−q2

2

)
(r − p+ q1− q2− n+ 2)tp−1,q1+1,q2,

(5-6) (p+ n− 1)(r ′− 2q1− n+ 3)tp,q1,q2

=
( p+q1+q2

2 + n− 2
)
(r − p− q1+ q2− n+ 2)tp−1,q1−1,q2

+
( p−q1−q2

2 + 1
)
(r + p− q1+ q2+ n)tp+1,q1−1,q2,

(5-7) (p+ n− 1)(r ′+ 2q2+ n− 1)tp,q1,q2

=
( p+q1+q2

2 + n− 1
)
(r + p− q1+ q2+ n)tp+1,q1,q2+1

+
( p−q1−q2

2

)
(r − p− q1+ q2− n+ 2)tp−1,q1,q2+1,

(5-8) (p+ n− 1)(r ′− 2q2− n+ 3)tp,q1,q2

=
( p+q1+q2

2 + n− 2
)
(r − p+ q1− q2− n+ 2)tp−1,q1,q2−1

+
( p−q1−q2

2 + 1
)
(r + p+ q1− q2+ n)tp+1,q1,q2−1.
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Note that q2 is fixed in (5-5) and (5-6), and these relations hold for p, q1 ∈ N with
p− q1 ∈ q2+ 2N. The obvious similar statement holds for (5-7) and (5-8).

We first consider the diagonal p=q1+q2; then relations (5-5) and (5-7) simplify to

(r ′+ 2q1+ n− 1)tq1+q2,q1,q2 = (r + 2q1+ n)tq1+q2+1,q1+1,q2,(5-9)

(r ′+ 2q2+ n− 1)tq1+q2,q1,q2 = (r + 2q2+ n)tq1+q2+1,q1,q2+1.(5-10)

This immediately yields:

Lemma 5.3. (1) For (r,r ′)∈C2
\L the space of diagonal sequences (tq1+q2,q1,q2)q1,q2

satisfying (5-9) and (5-10) has dimension 1. Any generator (tq1+q2,q1,q2)q1,q2 satis-
fies:

(a) For r /∈ −ρ− 2N, r ′ /∈ −ρ ′− 2N,

tq1+q2,q1,q2 6= 0 for all q1, q2 ∈ N.

(b) For r =−ρ− 2i ∈ −ρ− 2N, r ′ /∈ −ρ ′− 2N,

tq1+q2,q1,q2=0 for all q1≤ i or q2≤ i and tq1+q2,q1,q2 6=0 for all q1,q2> i.

(c) For r /∈ −ρ− 2N, r ′ =−ρ ′− 2 j ∈ −ρ ′− 2N,

tq1+q2,q1,q2 6=0 for all q1,q2≤ j and tq1+q2,q1,q2=0 for all q1> j or q2> j.

(d) For r =−ρ− 2i ∈ −ρ− 2N, r ′ =−ρ ′− 2 j ∈ −ρ ′− 2N with i < j ,

tq1+q2,q1,q2 6= 0 for all i < q1, q2 ≤ j and tq1+q2,q1,q2 = 0 else.

(2) For (r, r ′) = (−ρ − 2i,−ρ ′ − 2 j) ∈ L the space of diagonal sequences
(tq1+q2,q1,q2)q1,q2 satisfying (5-9) and (5-10) has dimension 4.

Next we investigate how a diagonal sequence (tq1+q2,q1,q2)q1,q2 satisfying (5-9)
and (5-10) can be extended to a sequence (tp,q1,q2)p,q1,q2 satisfying (5-5) and (5-6)
and the corresponding relations in q2. For this note that if we fix, say, q2, and put
p′ = p− q2, then the relations (5-5) and (5-6) read

(5-11) (p′+ q2+ n− 1)(r ′+ 2q1+ n− 1)tp′,q1

=
( p′+q1

2 + q2+ n− 1
)
(r + p′+ q1+ n)tp′+1,q1+1

+
( p′−q1

2

)
(r − p′+ q1− 2q2− n+ 2)tp′−1,q1+1,

(5-12) (p′+ q2+ n− 1)(r ′− 2q1− n+ 3)tp′,q1

=
( p′+q1

2 + q2+ n− 2
)
(r − p′− q1− n+ 2)tp′−1,q1−1

+
( p′−q1

2 + 1
)
(r + p′− q1+ 2q2+ n)tp′+1,q1−1,

where we again abuse notation and write tp′,q1 for tp,q1,q2 . Similar relations hold if
q1 is fixed. We note that (5-11) and (5-12) have to be satisfied for all p′, q1 ∈N with
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(p′, q1)

(p′−1, q1+1) (p′+1, q1+1) (p′, q1)

(p′−1, q1−1) (p′+1, q1−1)

Figure 10. Barriers for r =−ρ− 2i .

p′− q1 ∈ 2N, just as in the case of orthogonal groups, see Figure 1. Thus, many
arguments used in the orthogonal situation can be translated to this context. There
are, however, differences to the orthogonal situation. If r =−ρ− 2i ∈ −ρ− 2N

then the coefficient (r + p′+ q1+ n) in (5-11) vanishes for p′+ q1 = 2i and the
coefficient (r+ p′−q1+2q2+n) in (5-12) vanishes for p′−q1 = 2(i−q2), which
we indicate by diagonal lines as in Figure 10. Further, if r ′ =−ρ ′−2 j ∈−ρ ′−2N

then the coefficient (r ′ + 2q1 + n − 1) in (5-11) vanishes for q1 = j , which we
indicate by a vertical line as in Figure 11.

Lemma 5.4. Let (r, r ′) ∈ C2
\ L. Then every diagonal sequence (tq1+q2,q1,q2)q1,q2

satisfying (5-9) and (5-10) has a unique extension to a sequence (tp,q1,q2)p,q1,q2

satisfying (5-5)–(5-8).

Proof. The proof is similar to the proof of Lemma 4.4 and we only indicate the
relevant steps.

Step 1. We first treat the case r /∈ −ρ− 2N. We fix q2; then the diagonal sequence
determines tp′,q1 for p′=q1. Since r /∈−ρ−2N the coefficient (r+ p′−q1+2q2+n)
in (5-12) never vanishes. Hence, (5-12) can be used to express tp′+1,q1−1 in terms of
tp′,q1 and tp′−1,q1−1. As in the proof of Lemma 4.4, Step 1, this uniquely determines
all numbers tp′,q1 . Since q2 was arbitrary this determines all numbers tp,q1,q2 .

Step 2. Next assume r =−ρ−2i ∈−ρ−2N and r ′ /∈−ρ ′−2N. Then the coefficient
(r + p′− q1+ 2q2+ n) vanishes if and only if p′− q1 = 2(i − q2). In particular, it
does not vanish for q2 > i . We can therefore use the technique in Step 1 to extend
the diagonal sequence to tp,q1,q2 for q2 > i and all p, q1. Fixing q1 instead of q2

we are in the situation that tp′,q2 is given on the diagonal p′ = q2 and in the region
q2 > i . Since r ′ /∈−ρ ′−2N the coefficient (r ′+2q2+n−1) in (5-11) (with q1 and

(p′, q1)

(p′−1, q1+1) (p′+1, q1+1)

Figure 11. Barrier for r ′ =−ρ ′− 2 j .
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q2 interchanged) never vanishes, so we can use (5-11) (with q1 and q2 interchanged)
to extend tp′,q2 to all p′, q2 as in the proof of Lemma 4.4 Step 2. Since q1 was
arbitrary this determines all numbers tp,q1,q2 .

Step 3. Now let r = −ρ − 2i ∈ −ρ − 2N and r ′ = −ρ ′ − 2 j ∈ −ρ ′ − 2N, with
i, j ∈N, j > i . Note that to carry out Step 2 we only need that r ′+2q2+n−1 6= 0
for q2 ≤ i . This is satisfied since

r ′+ 2q2+ n− 1= 2(q2− j) < 2(q2− i)≤ 0

by assumption. Hence the technique in Step 2 carries over to this case. �

The case (r, r ′) ∈ L has to be handled a little differently from the orthogonal
situation.

Lemma 5.5. Let (r, r ′)= (−ρ−2i,−ρ ′−2 j) ∈ L. Then every choice of t0,0,0 and
t2i+2,0,0 determines a unique sequence (tp,q1,q2)p,q1,q2 satisfying (5-5)–(5-8).

Proof. Fix q2 = 0, p′ = p− q2 = p; then by the assumption tp′,q1 is known for
(p′, q1)= (0, 0) and (2i+2, 0). This is illustrated in Figure 12, where the barriers are
as in Figures 10 and 11. Then the techniques from the proof of Lemma 5.4 extend t0,0
uniquely to the region p′+q1≤2i ; see also Figure 12. To overcome the barrier given
by p′+q1= 2i we use (5-12) for p′−q1= 2i in which the coefficient (r+ p′−q1+

2q2+ n) vanishes. Hence, this relation can be applied to extend along the diagonal
line p′−q1=2i as indicated in Figure 12. It may also be applied anywhere above the
diagonal p′−q1=2i so that we actually extend to the area p′−q1≤2i ; see Figure 13.
Next we need to overcome the barrier p′−q1= 2i , which we do by using (5-11) for
q1= j . In this relation the coefficient (r ′+2q1+n−1) vanishes, and hence we can
extend along the line q1= j+1. Using again (5-12) even extends to the whole region

p′

q1

2i 2i+2

j

j+1

∗ ∗ p′

q1

2i 2i+2

j

j+1

∗ ∗ ∗

∗

Legend: K ′ -types with tp′,q1 already defined
K ′ -types with tp′,q1 yet to define

Figure 12
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p′

q1

2i 2i+2

j

j+1

∗ ∗ ∗

∗ ∗

∗ ∗

∗ ∗

∗ ∗

∗ ∗

∗

p′

q1

2i 2i+2

j

j+1

∗ ∗ ∗

∗ ∗

∗ ∗ ∗

∗ ∗ ∗

∗ ∗

∗ ∗

∗

Legend: K ′ -types with tp′,q1 already defined
K ′ -types with tp′,q1 yet to define

Figure 13

q1 > j ; see Figure 13. We note that up to this point we have not yet made use of
t2i+2,0. This is needed now to extend into the region {(p′, q1) : p′−q1> 2i, q1≤ j};
see Figure 13. Here both relations (5-11) and (5-12) are needed. Summarizing, we
have extended t0,0,0 and t2i+2,0,0 uniquely to a sequence (tp,q1,0)p,q1 . Next fix q1

and let p′ = p−q1. Then tp′,q2 is already determined for (p′, q2)= (p′, 0) with p′

arbitrary; see Figure 14. Note that in relation (5-12) (with q1 and q2 interchanged)
the coefficient (r ′−2q2−n+3) never vanishes, and hence this relation can be used
to extend (tp′,0)p′ uniquely to (tp′,q2)p′,q2 ; see Figure 14. Since q1 was arbitrary
this finally yields tp,q1,q2 for any p, q1, q2 and finishes the proof. �

Proof of Theorem 5.2. (1) This statement is contained in Lemmas 5.3, 5.4, and 5.5.

(2) Composing with embeddings and quotient maps most of the multiplicity state-
ments can be reduced to statements about the (non-)existence of intertwining
operators T : (πr )HC → (τr ′)HC for particular r and r ′ such that the numbers

p′

q2

∗ ∗ ∗ ∗ ∗

Legend: K ′ -types with tp′,q1 already defined
K ′ -types with tp′,q1 yet to define

Figure 14
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t(α1,α2),(α
′

1,α
′

2)
vanish in certain regions. These statements can be checked using the

techniques used in Lemmas 5.3, 5.4 and 5.5. This does not work if either V = T±(i)
or W = T ′

±
( j). We therefore show the multiplicity statements for m(T+(i), T+( j))

in detail, using Remark 3.5. Similar considerations can then be applied to the
remaining cases.

Let first V = T+(i) and W = T ′
+
( j). Then, due to Remark 3.5, an intertwining

operator T+(i)→ T+( j) is given by an operator

T : F+(i)→
∞⊕

α′1= j+1

j⊕
α′2=0

E ′(α′1, α
′

2), T |E(α;α′) = tα,α′ · Rα,α′

such that T |F(i) = 0, and the numbers tα,α′ solve the relations (5-1)–(5-4) whenever
the two terms t(β1,β2),(β

′

1,β
′

2)
on the right-hand sides of (5-1)–(5-4) satisfy β ′1 > j ,

β ′2 ≤ j (i.e., the two upper, resp. lower, vertices of the corresponding triangles are
contained in the region {(β ′1, β

′

2) : β
′

1 > j, β ′2 ≤ j}).
Assume first that j > i . Then for any fixed q2≤ j and p′= p−q2 we are looking

for numbers tp′,q1 which vanish if either q1 ≤ j (i.e., α′1 ≤ j , the region below the
horizontal line in Figure 15) or p′− q1 > 2(i − q2) (i.e., α2 > i , the region below
the diagonal line going into the upper right corner in Figure 15). As indicated in
Figure 15, relation (5-11) can be used along the diagonal to obtain tq1,q1 = 0 for
q1> j . Then using (5-12) yields tp′,q1=0 for all p′, q1, so that m(T+(i), T ′+( j))=0.
Next assume j ≤ i . Then for fixed q2 ≤ j and p′ = p−q2 we have to find numbers
as indicated in Figure 16. Here the relations (5-11) and (5-12) don’t force any of
the numbers in the region {(p′, q1) : p′− q1 ≤ 2(i − q2), p′+ q1 > 2i} to vanish
and hence the choice of one tp′,q1 determines the remaining numbers. We note that
in this case tp′,q1 = 0 for p′+ q1 ≤ 2i and q1 > j as desired. Similarly, if we fix

× × × × ×

× × × × ×

× × × ×

× × × ×

×

×

p′

q1

2(i−q2) 2i+2

j

j+1 0

Legend: K ′ -types with tp′,q1 to be determined
× K ′ -types with tp′,q1 = 0 by formal reasons

Figure 15
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× × × × ×

× × × × ×

× × × ×

× ×

×

×

p′

q1

2(i−q2) 2i+2

j

j+1 0 ∗

∗ ∗

∗ ∗

∗ ∗

Legend: K ′ -types with tp′,q1 to be determined
× K ′ -types with tp′,q1 = 0 by formal reasons

Figure 16

q1 > j and let p′ = p− q1 we are in the situation of Figure 17. More precisely, we
need to find numbers tp′,q2 satisfying the relations (5-11) and (5-12) (with q1 and q2

interchanged) in the region {(p′, q2) : q2 ≤ j, p′+ q2 ≤ 2i} such that tp′,q2 = 0 for
p′− q2 ≤ 2i . Again the relations do not force any number in the nontrivial region
to vanish (indicated by stars in Figure 17). Within this region, the choice of one of
the numbers uniquely determines the rest. Together with the previous observation
for the case of q2 ≤ j fixed we obtain m(T+(i), T+( j))= 1. �

5D. Explicit formula for the spectral function. As in Section 4D we also find the
generic solution to the relations (5-1)–(5-4) as a meromorphic function in r, r ′ ∈ C.

×

× ×

× × × ×

× × × ×

× × ×

× × ×

× ×

p′

q2

2(i−q2) 2i+2

j

j+1

0 ∗ ∗ ∗

0 ∗ ∗

Legend: K ′ -types with tp′,q1 to be determined
× K ′ -types with tp′,q1 = 0 by formal reasons

Figure 17
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Proposition 5.6. For α1, α2 ∈ N and 0 ≤ α′1 ≤ α1, 0 ≤ α′2 ≤ α2, with α1 − α2 =

α′1−α
′

2, the numbers

t(α1,α2),(α
′

1,α
′

2)
(r, r ′)

=

∞∑
k=0

2k0
(α1+α2−α

′

1−α
′

2+2
2

)
0
(α1+α2+α

′

1+α
′

2
2 + n− 1+ k

)
(k!)20

(α1+α2−α
′

1−α
′

2+2
2 − k

)
0
(α1+α2+α

′

1+α
′

2
2 + n− 1

)
×

0
( r+n

2

)2
0
( r ′+n−1

2 +α′1

)
0
( r ′+n−1

2 +α′2

)
0
( r ′−r+1

2

)
0
( r ′+r+1

2 + k
)

0
( r ′+n−1

2

)2
0
( r+n

2 +α
′

1+ k
)
0
( r+n

2 +α
′

2+ k
)
0
( r ′+r+1

2

)
0
( r ′−r+1

2 − k
)

are rational functions in r and r ′ satisfying the relations (5-1)–(5-4). They are
normalized to t(0,0),(0,0) ≡ 1.

Proof. The proof is similar to the proof of Proposition 4.6 and we omit some of the
details. For simplicity we use the reparametrization (p, q1, q2) instead of (α1, α2)

and (α′1, α
′

2). Fix q2 and let p′ = p− q2; then it is easy to see that for every k ∈ N

the expression

0
( p′−q1+2

2

)
0
( p′+q1

2 + q2+ n− 1+ k
)
0
( r ′+2q1+n−1

2

)
0
( p′−q1+2

2 − k
)
0
( p′+q1

2 + q2+ n− 1
)
0
( r+2q1+n

2 + k
)

satisfies (5-11). Further, the series

∞∑
k=0

bk
0
( p′−q1+2

2

)
0
( p′+q1

2 + q2+ n− 1+ k
)
0
( r ′+2q1+n−1

2

)
0
( p′−q1+2

2 − k
)
0
( p′+q1

2 + q2+ n− 1
)
0
( r+2q1+n

2 + k
)

satisfies (5-12) if and only if

bk = c
2k0

( r ′+r+1
2 + k

)
(k!)20

( r+2q2+n
2 + k

)
0
( r ′−r+1

2 − k
)

for some constant c = c(r, r ′, q2) which does not depend on p′, q1 and k. Plugging
in p′ = p− q2, using the symmetry of the relations (5-5)–(5-8) in q1 and q2, and
normalizing to t0,0,0 ≡ 0 yields

(5-13) tp,q1,q2(r,r
′)

=

∞∑
k=0

2k0
( p−q1−q2+2

2

)
0
( p+q1+q2

2 +n−1+k
)

(k!)20
( p−q1−q2+2

2 −k
)
0
( p+q1+q2

2 +n−1
)

×
0
( r+n

2

)2
0
( r ′+n−1

2 +q1
)
0
( r ′+n−1

2 +q2
)
0
( r ′−r+1

2

)
0
( r ′+r+1

2 +k
)

0
( r ′+n−1

2

)2
0
( r+n

2 +q1+k
)
0
( r+n

2 +q2+k
)
0
( r ′+r+1

2

)
0
( r ′−r+1

2 −k
)
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Reparametrizing p, q1, q2 to α1, α2, α
′

1, α
′

2 shows the claimed formula. Rewriting
(5-13) as

(5-14) tp,q1,q2(r, r
′)

=

p−q1−q2
2∑

k=0

1
(k!)2

( r+n
2

)
q1+k

( r+n
2

)
q2+k

2k(
−

p−q1−q2
2

)
k

( p+q1+q2
2 + n− 1

)
k

×
( r ′+n−1

2

)
q1

( r ′+n−1
2

)
q2

( r−r ′+1
2

)
k

( r ′+r+1
2

)
k

further shows that this is a rational function in r and r ′. �

Also the next two results are proven along the same lines as Corollary 4.7 and
Theorem 4.9.

Corollary 5.7. (1) The renormalized numbers

t (1)
(α1,α2),(α

′

1,α
′

2)
(r, r ′)=

1

0
( r+ρ

2

)2 t(α1,α2),(α
′

1,α
′

2)
(r, r ′)

are holomorphic in (r, r ′) ∈ C2 for all (α1, α2), (α′1, α
′

2). Further,

t (1)
(α1,α2),(α

′

1,α
′

2)
(r, r ′)= 0

for all (α1, α2), (α′1, α
′

2) if and only if (r, r ′) ∈ L.

(2) Fix r ′ =−ρ ′− 2 j , j ∈ N; then the renormalized numbers

t (2)
(α1,α2),(α

′

1,α
′

2)
(r, r ′)=

0
(
(r+ρ)−(r ′+ρ′)

2

)
0
( r+ρ

2

)2 t(α1,α2),(α
′

1,α
′

2)
(r, r ′)

are holomorphic in r ∈C for all (α1, α2), (α′1, α
′

2). We have t (2)
(α1,α2),(α

′

1,α
′

2)
(r, r ′)≡ 0

whenever α′1 > j or α′2 > j . Further, for every r ∈ C there exist (α1, α2), (α′1, α
′

2)

with t (2)
(α1,α2),(α

′

1,α
′

2)
(r, r ′) 6= 0.

(3) Fix N ∈ N and let r ′+ ρ ′ = r + ρ+ 2N ; then the renormalized numbers

t (3)
(α1,α2),(α

′

1,α
′

2)
(r, r ′)=

0
( r ′+ρ′

2

)2

0
( r+ρ

2

)2 t(α1,α2),(α
′

1,α
′

2)
(r, r ′)

are holomorphic in r ∈ C for all (α1, α2), (α′1, α
′

2). Further, for every r ∈ C there
exists α0 ∈ N such that t (3)(α1,α2),(α1,α2)

(r, r ′) 6= 0 for α1, α2 ≥ α0.

Theorem 5.8. For i = 1, 2, 3 we let T (i)(r, r ′) be the intertwining operators
(πr )HC→ (τr ′)HC corresponding to the numbers t (i)

(α1,α2),(α
′

1,α
′

2)
(r, r ′) in Corollary 5.7.

Then the operator T (1)(r, r ′) is defined for (r, r ′) ∈ C2, the operator T (2)(r, r ′) is
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defined for r ′ ∈ −ρ ′ − 2N and the operator T (3)(r, r ′) is defined for (r + ρ)−
(r ′+ ρ ′) ∈ −2N. We have

Hom(g′,K ′)((πr )HC|(g′,K ′), (τr ′)HC)

=

{
CT (1)(r, r ′) for (r, r ′) ∈ C2

\ L ,
CT (2)(r, r ′)⊕CT (3)(r, r ′) for (r, r ′) ∈ L.

Remark 5.9. We remark that also every intertwining operator between subquotients
V = F(i), T±(i), T (i) and W = F ′( j), T ′

±
( j), T ′( j) can be obtained from the

holomorphic family T (i)(r, r ′) by restricting and renormalizing. More precisely, if V
is a quotient of (πr )HC and W is a subrepresentation of (τr ′)HC then any intertwining
operator T : V→W gives rise to an intertwining operator (πr )HC→ (τr ′)HC and
is hence of the form T (i)(r, r ′) for some i = 1, 2, 3. This constructs all except the
intertwiners T±(i)→ T ′

±
( j) for 0≤ j ≤ i . These can be obtained from T (1)(r, r ′)

as follows:
We first construct an intertwining operator T+ :F+(i)→ (τr ′)HC for r ′=−ρ ′−2 j

such that T+(F+(i))⊆ F+( j). Since F+(i) consists of all K -type E(α1, α2) with
α2≤ i it is given by a sequence (t+

(α1,α2),(α
′

1,α
′

2)
)α2≤i . Reparametrizing to p, q1, q2 this

means that we have to find a sequence (t+p,q1,q2
)p−q1+q2≤2i satisfying the necessary

relations. Let r ′+ ρ ′ = r + ρ+ 2N , with N = i − j ∈ N, and define

t+p,q1,q2
(r, r ′) :=

0
( r ′+ρ′

2

)
0
( r+ρ

2

) tp,q1,q2(r, r
′), p− q1+ q2 ≤ 2i.

Then by (5-14) we have

t+p,q1,q2
(r, r ′)=

∑
k

1
(k!)2

( r+n
2

)
q2+k

2k(
−

p−q1−q2
2

)
k

( p+q1+q2
2 + n− 1

)
k

×
( r+n

2 + k+ q1
)

N−k

( r+n
2 + N

)
q2
(−N )k(r + N + 1)k .

In the sum all terms for k > p−q1−q2
2 vanish, so that k ≤ p−q1−q2

2 =
p−q1+q2

2 −q2 ≤

i−q2. This implies that the denominator does not vanish at r =−ρ−2i . Therefore
t+p,q1,q2

(r, r ′) is holomorphic in r =−ρ− 2i and evaluation there yields

t+p,q1,q2
= t+p,q1,q2

(−ρ−2i,−ρ ′−2 j)

=

i− j∑
k=0

1
(k!)2(−i)q2+k

2k(
−

p−q1−q2
2

)
k

×
( p+q1+q2

2 +n−1
)

k(k+q1−i)i− j−k(− j)q2( j−i)k(1−n−i− j)k .

The sequence t+p,q1,q2
clearly satisfies the necessary relations since it is simply

a renormalization of the sequence tp,q1,q2 , and hence it defines an intertwining
operator T+ : F+(i)→ (τr ′)HC. We note that for q2 > j the term (− j)q2 vanishes
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so that t+p,q1,q2
= 0. Therefore T+(F+(i))⊆ F ′

+
( j). Composing with the quotient

map F ′
+
( j)→ T ′

+
( j) yields an intertwiner T+ : F+(i)→ T ′

+
( j). We claim that

this intertwiner vanishes on F(i) and hence factorizes through T+(i). In fact, for
α2=

p+q1−q2
2 ≤ i and q1 > j we have p−q1−q2

2 ≤ i−q1 so that we may take the sum
over all k≤ i−q1. But then q1+k−i ≤0 and therefore (q1+k−i)i− j−k=0, whence
t+p,q1,q2

= 0. This implies that T+ : F+(i)→ T ′
+
( j) factorizes to an intertwiner

T+ : T+(i)→ T+( j). To finally see that this intertwiner is nontrivial we note that
for all q1 > i , q2 ≤ j , and p = q1+ q2 we have

t+p,q1,q2
=
(q1− i)i− j (− j)q2

(−i)q2

6= 0.

Remark 5.10. The operators T (1)(r, r ′) are related to the meromorphic family
of singular integral operators constructed in [Möllers et al. 2016a]. Further, the
family T (3) is (up to a constant) equal to the differential restriction operators on
the Heisenberg group constructed in [Möllers et al. 2016b]. They can be viewed
as a generalization of Juhl’s conformally invariant operators (see Remark 4.11). It
would be interesting to carry out a detailed investigation of all operators T (i)(r, r ′),
i = 1, 2, 3, in the noncompact picture as in [Kobayashi and Speh 2015].

As in the real case, we can prove automatic continuity using the full classification
in Theorem 5.8 in terms of the holomorphic family T (1)(r, r ′). Note that the
corresponding holomorphic family of intertwining operators in the smooth category
was also constructed in [Möllers et al. 2016a].

Corollary 5.11. For (G,G ′)= (U(1, n),U(1, n− 1)) the natural injective map

HomG ′(π |G ′, τ )→ Hom(g′,K ′)(πHC|(g′,K ′), τHC)

is an isomorphism for all spherical principal series π of G and τ of G ′ and their
subquotients.

Appendix A: Orthogonal polynomials

Gegenbauer polynomials. The classical Gegenbauer polynomials Cλ
n (z) can be

defined by, see [Erdélyi et al. 1953, 10.9, equation (18)],

Cλ
n (z)=

b
n
2 c∑

m=0

(−1)m(λ)n−m

m! (n− 2m)!
(2z)n−2m .

They obviously satisfy the parity condition, see [Erdélyi et al. 1953, 10.9, equa-
tion (16)],

(A-1) Cλ
n (−z)= (−1)nCλ

n (z).
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The special value at z = 0 can be written as

(A-2) Cλ
n (0)=

2n√π0
(
λ+ n

2

)
n!0

( 1−n
2

)
0(λ)

(n=2k)
=

(−1)k0(λ+ k)
k!0(λ)

.

Jacobi polynomials. The classical Jacobi polynomials P (α,β)n (z) can be defined by,
see [Erdélyi et al. 1953, 10.8, equation (12)],

P (α,β)n (z)= 2−n
n∑

m=0

(n+α
m

)( n+β
n−m

)
(x − 1)n−m(x + 1)m .

The special value at z = 1 is given by

(A-3) P (α,β)n (1)=
(n+α

n

)
.

Appendix B: Spherical harmonics

Real spherical harmonics. Let Hα(Rn) denote the space of harmonic homoge-
neous polynomials of degree α on Rn . Endowed with the natural action of O(n),
the space Hα(Rn) is an irreducible representation. It is unitary with respect to the
norm on Hα(Rn) given by

‖φ‖2L2(Sn−1)
=

∫
Sn−1
|φ(x)|2 dx,

where dx denotes the Euclidean measure on Sn−1. Upon restriction to the subgroup
O(n− 1) the representation Hα(Rn) decomposes into

(B-1) Hα(Rn)'
⊕

0≤α′≤α

Hα′(Rn−1).

Explicit O(n−1)-equivariant embeddings of the direct summands are given by, see
[Kobayashi and Mano 2011, Fact 7.5.1],

(B-2) I n
α′→α :H

α′(Rn−1)→Hα(Rn), I n
α′→α(φ)(x

′, xn)= φ(x ′)C
n−2

2 +α
′

α−α′ (xn),

where x = (x ′, xn) ∈ Sn−1. The following Plancherel formula holds for φ ∈
Hα′(Rn−1) (see [Kobayashi and Mano 2011, Fact 7.5.1(3)], note the different
normalization of the Gegenbauer polynomials):

(B-3) ‖I n
α′→α(φ)‖

2
L2(Sn−1)

=
23−n−2α′π0(n− 2+α+α′)

(α−α′)!
(
α+ n−2

2

)
0
(
α′+ n−2

2

)2 ‖φ‖
2
L2(Sn−2)

.

For φ ∈Hα(Rn) we have

(B-4) x jφ = φ
+

j + |x |
2φ−j ,
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with φ±j ∈H
α±1(Rn) given by

φ+j = x jφ−
|x |2

n+ 2α− 2
∂φ

∂x j
, φ−j =

1
n+ 2α− 2

∂φ

∂x j
.

Complex spherical harmonics. Identifying R2n
' Cn we embed U(n) into O(2n).

Then the restriction of the irreducible representation Hα(R2n) of O(2n) to the
subgroup U(n) decomposes into

Hα(R2n)=
⊕

α1+α2=α

Hα1,α2(Cn),

where Hα1,α2(Cn) denotes the space of harmonic polynomials on Cn which are
holomorphic of degree α1 and antiholomorphic of degree α2. Endowed with the
natural action of U(n) the space Hα1,α2(Cn) is an irreducible representation. It is
unitary with respect to the norm ‖·‖L2(S2n−1), where we view S2n−1 as the unit sphere
in Cn. Upon restriction to the subgroup U(n − 1) the representation Hα1,α2(Cn)

decomposes into

(B-5) Hα1,α2(Cn)=
⊕

0≤α′1≤α1
0≤α′2≤α2

Hα′1,α
′

2(Cn−1).

Explicit U(n− 1)-equivariant embeddings

I n
(α′1,α

′

2)→(α1,α2)
:Hα′1,α

′

2(Cn−1)→Hα1,α2(Cn)

are given by

(B-6) I n
(α′1,α

′

2)→(α1,α2)
(φ)(z′, zn)

=φ(z′)


z
(α1−α2)−(α

′

1−α
′

2)
n P

((α1−α2)−(α
′

1−α
′

2),α
′

1+α
′

2+n−2)
α2−α

′

2
(1−2|zn|

2)

for α1−α2≥α
′

1−α
′

2,

z̄
(α′1−α

′

2)−(α1−α2)
n P

((α′1−α
′

2)−(α1−α2),α
′

1+α
′

2+n−2)
α1−α

′

1
(1−2|zn|

2)

for α1−α2≤α
′

1−α
′

2,

where z = (z′, zn) ∈ S2n−1. For φ ∈Hα1,α2(Cn) we have

(B-7) z jφ = φ
+,hol
j + |z|2φ−,ahol

j , z̄ jφ = φ
+,ahol
j + |z|2φ−,hol

j ,

with φ±,hol
j ∈Hα1±1,α2(Cn) and φ±,ahol

j ∈Hα1,α2±1(Cn) given by

φ
+,hol
j = z jφ−

|z|2

α1+α2+ n− 1
∂φ

∂ z̄ j
, φ

−,hol
j =

1
α1+α2+ n− 1

∂φ

∂z j
,

φ
+,ahol
j = z̄ jφ−

|z|2

α1+α2+ n− 1
∂φ

∂z j
, φ

−,ahol
j =

1
α1+α2+ n− 1

∂φ

∂ z̄ j
.
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ON THE LANDSBERG CURVATURE
OF A CLASS OF FINSLER METRICS

GENERATED FROM THE NAVIGATION PROBLEM

LIBING HUANG, HUAIFU LIU AND XIAOHUAN MO

In this paper, we study the Landsberg curvature of a Finsler metric via
conformal navigation problem. We show that the Landsberg curvature of
F is proportional to its Cartan torsion where F is the Finsler metric pro-
duced from a Landsberg metric and its closed vector field in terms of the
conformal navigation problem generalizing results previously known in the
cases when F is a Randers metric or the Funk metric on a strongly convex
domain. We also prove that the Killing navigation problem has the Lands-
berg curvature preserving property for a closed vector field.

1. Introduction

The flag curvature of a Finsler metric produced from a Riemann–Finsler metric and
its conformal field in terms of the navigation problem has been determined [Huang
and Mo 2015; Chern and Shen 2005; Cheng and Shen 2009; Mo and Huang 2007].
The flag curvature is an important Riemannian quantity in Finsler geometry because
it takes the place of the sectional curvature in the Riemannian case and lies in the
second variation formula of arc length.

Finsler geometry is more colorful than Riemannian geometry because there are
several non-Riemannian quantities on a Finsler manifold besides the Riemannian
quantities, such as the Cartan torsion A and the Landsberg curvature L. The Cartan
torsion A gives a measure of the failure of a Finsler metric to be a Riemannian
metric. The Landsberg curvature L measures the rate of changes of the Cartan
torsion along geodesics in a Finsler manifold. They all vanish for Riemannian
metrics, hence they said to be non-Riemannian. For a Randers metrics F with its
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navigation data (h, V ), Shen [2004] proves its Landsberg curvature L and Cartan
torsion A satisfy

(1-1) L+ c(x)A= 0,

i.e., L is proportional to A where V is a conformal field of h with dilation c(x)
and V [ is closed. This interesting result prompts us to establish the relation between
the Landsberg curvatures of a Finsler metric via a conformal navigation problem.
Precisely we show the following:

Theorem 1.1. Let F = F(x, y) be a Finsler metric on a manifold M with its
Landsberg curvature L and V a closed vector field on (M, F) with F(x, Vx) < 1.
Let F̃ = F̃(x, y) denote the Finsler metric on M defined by

(1-2) F
(

x,
y

F̃(x, y)
+ Vx

)
= 1, for all (x, y) ∈ T M.

Suppose that V is conformal with dilation c(x). Then the Landsberg curvature L̃
and the Cartan torsion Ã of F̃ satisfy

L̃ y + c(x) Ãy = L ỹ,

where ỹ = y+ F(x, ỹ)V.

Theorem 1.1 tells us that the Killing navigation problem (i.e., c(x)≡ 0) has the
Landsberg curvature preserving property for a closed vector field.

For the definition of a closed vector field on a Finsler manifold see Section 4. In
the case of a vector field V on a Riemannian manifold, our notion is reduced to
dV [
= 0, where [ : T M→ T ∗M denotes the musical isomorphism. It follows that

if F is Riemannian, then Theorem 1.1 reduces to Shen’s result (1-1).
Our method of proving Theorem 1.1 is partially in the contact geometry. It

follows that our method is quite different from that of Shen [2004].

Theorem 1.2. Let F = F(x, y) be a Landsberg metric on a manifold M and V
a closed vector field on (M, F) with F(x, Vx) < 1. Let F̃ = F̃(x, y) denote the
Finsler metric on M defined in (1-2). Suppose that V is a conformal field of F.
Then F̃ has relatively isotropic Landsberg curvature, i.e., the Landsberg curvature
of F̃ is proportional to its Cartan torsion.

A Finsler metric F is said to be Landsberg type if it has vanishing Landsberg
curvature. It is known that on a Landsberg manifold (M, F), all (Tx M\{0}, ĝx) are
isometric as Riemannian manifolds, where ĝx := gi j (x, y)dyi

⊗ dy j.
In c = constant, we have another nontrivial example satisfying the conditions

and conclusions in Theorem 1.2. Given a Minkowski norm ϕ : Rn
→ R, a constant

vector b and a constant c, one can construct a domain� := {v ∈Rn
|ϕ(2cv+b)< 1}.

For each x ∈ �, identify Tx� with Rn. This F(x, y)) is a Minkowski metric on
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the domain �, where F(x, y) = ϕ(y) and Vx := 2cx + b is a vector field on �
satisfying F(x, Vx)= ϕ(2cx + b) < 1. It can be shown that V is conformal with
constant dilation c and V is a closed vector on (F, �). The proof will be given in
Section 5. Define a new Finsler metric F̃ by (1-2). Note that any Minkowski metric
must be Landsberg type. By Theorem 1.2 we have

(1-3) L̃+ c Ã= 0.

We also present explicitly the geodesics of the Finsler metric F̃ on the domain �.
When c = 1

2 and b = 0, F̃ is the Funk metric on a strongly convex domain. Our
result (1-3) has been obtained in [Shen 2001]. Again, the technique and method
used in this paper is quite different from that of Shen.

2. Preliminaries

A Finsler metric on a manifold is a family of Minkowski norms on the tangent
spaces. To characterize Riemannian metrics among Finsler metric, we define the
Cartan torsion A= {Ay}y∈Tx M\{0} by

Ay(u, v)= Ai
jku jvk ∂

∂x i , Ai
jk :=

F
4

gil ∂2 F2

∂y j∂yk∂yl ,

where u = u j (∂/∂x j ), v = vk(∂/∂xk) ∈ Tx M. Besides the Cartan torsion, there are
other quantities which always vanish on Riemannian manifold. For instance, the
following Landsberg curvature, it gives the rate of change of the Cartan torsion
along geodesics. For a vector y ∈ Tx M\{0}, define

L y(u, v)= Ȧi
jku jvk ∂

∂x i ,

where u = u j (∂/∂x j ), v = vk(∂/∂xk) ∈ Tx M and “ ˙ ” denotes the covariant
derivative along geodesics. L = {L y}y∈Tx M\{0} is called the Landsberg curvature.
We say that F has relatively isotropic Landsberg curvature if L+ c A= 0, where
c = c(x) is a scalar function on M [Shen 2004]. We say that F is a Landsberg
metric if L = 0.

Now we are going to give some lemmas. For related notions, such as the Reeb
field, the Hilbert form and the angular metric, see [Huang and Mo 2011; 2015; Mo
and Huang 2007].

Lemma 2.1. Given a Finsler metric F and a vector field V with F(x, Vx) < 1,
define a new Finsler metric F̃ in (1-2). Denote the Cartan metrics of F and F̃
by H and H̃ . Then the Reeb vector fields of H and H̃ satisfy ξ̃ = ξ − X f , where
f := p(V )/H and X f is the Reeb vector field associated with f (or the infinitesimal
contact transformation determined by f , see [Blair 2002]).
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Proof. We denote the corresponding objects with respect to H̃ by adding a tilde “˜”.
By (2.6) and (2.9) in [Huang and Mo 2015], we have

(2-1) H̃(x, p)= H(x, p)− p(V ), ω[ =
p
H
,

where ω[ is the Hilbert form of H. It follows that

(2-2) φ :=
H̃
H
= 1− p(V )

H
= 1− f.

By the second equation of (2-1), we obtain

(2-3) ω̃[ = φ−1ω[.

We claim that

(2-4) ξ̃ = Xφ.

In fact,

(2-5) ω̃[(Xφ)= φ−1ω[(Xφ)= φ−1φ = 1.

On the other hand, 0= (Xφydω[)(Xφ)=−dφ(Xφ)+ξ(φ)ω[(Xφ)=ξ(φ)φ−Xφ(φ).
Thus we have

LXφ ω̃
[
= LXφ (φ

−1ω[)= Xφ(φ−1)ω[+φ−1LXφω
[

=−φ−1ξ(φ)ω[+φ−1ξ(φ)ω[ = 0,

where we have made use of (2-3). Together with (2-5) we obtain (2-4). It is
easy to verify Xh+g = Xh + Xg for functions h and g. In particular, we have
ξ̃ = Xφ = X1− f = X1− X f = ξ − X f , where we have used (2-2). �

Lemma 2.2. The vertical endomorphisms of H and H̃ satisfy

(2-6) Ṽ[ = V[+ψV[X f ⊗ω
[, ψ := φ−1.

Proof. Let ϕt be the flow of X f . The lift of ϕt is a flow ϕ̂t on S∗M, the co-sphere
bundle of M, ϕ̂t(x, [p]) := (ϕt(x), [(ϕ∗t )

−1(p)]). It follows that ι ◦ ϕ̂t = ϕt ◦ ι,
where ι : S∗M→ M is the natural projection. Thus

(2-7) ι∗ ◦ (ϕ̂t)∗ = ϕt∗ ◦ ι∗.

Now we assume that v is a vertical field, that is, v ∈ V S∗M = Ker ι∗. Then (ϕ̂t)∗v

is vertical from (2-7). Hence

(2-8) [X f , v] := lim
t→0

v− (ϕ̂t)∗v

t

is also vertical. It follows that

(2-9) ω[[X f , v] = 0, V[[X f , v] = 0.
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Note that ω[[ξ, v] = 0. Then we obtain

(2-10) (V[+ψV[X f ⊗ω
[)[̃ξ, v] = V[[ξ, v] +ψV[X f ⊗ω

[
[ξ, v]

−V[[X f , v] −ψV[X f ⊗ω
[
[X f , v] = −v,

where ξ̃ = ξ − X f . Observe that V[(v)= ω[(v)= 0. Then

(2-11) (V[+ψV[X f ⊗ω
[)(v)= 0.

Finally, we have

(V[+ψV[X f ⊗ω
[)(̃ξ )= V[(ξ)−V[(X f )+ψV[X f ω

[(ξ)−ψV[X f ω
[(X f )

= V[(X f )(−1+ψ −ψ f )

= V[(X f )
−H̃ + H − p(V )

H̃
= 0.

Together with (2-10), (2-11) and Proposition 4.6 in [Mo and Huang 2007], we have
(2-6). �

Lemma 2.3. The angular metric h[ on V S∗M satisfies

(2-12) h[(u, v)=−ω[([v,H[(u)]).

Proof. The angular metric h[ is given by

(2-13) h[(u, v)= h[(v, u)= dω[(v,H[(u)) for all u, v ∈ V S∗M,

where H[ is the horizontal endomorphism. Note that ω[(u) = ω[(H[(v)) = 0.
Together with (2-13), we obtain

h[(u, v)= v(ω[(H[(u)))−H[(u)(ω[(v))−ω[([v,H[(u)])=−ω[([v,H[(u)]). �

Lemma 2.4. Assume that V is a conformal field on the Cartan manifold (M, H)
with dilation c(x). Then, for u, v ∈ V S∗M, the affine connections of H and H̃
satisfy ∇̃vu =∇vu−ψh[(u, v)V[X f .

Proof. By using Lemmas 2.3 and 4.1 in [Huang and Mo 2015], we have

∇̃vu = Ṽ[[v, H̃[(u)], H[(u)= H̃[(u)− cu.(2-14)

It follows that

∇̃vu = Ṽ[[v,H[(u)+ cu] = Ṽ[[v,H[(u)] + Ṽ[[v, cu] = Ṽ[[v,H[(u)].

Together with Lemmas 2.2 and 2.3 and the first equation of (2-14), we have

∇̃vu = (V[+ψV[X f ⊗ω
[)[v, H̃[(u)]

= V[[v, H̃[(u)] +ψV[X f ω
[
[v, H̃[(u)] = ∇vu−ψh[(u, v)V[X f . �
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Proposition 2.5. The angular metric h[ is given by

(2-15) h[(V[X f , v)=
v(ψ)

ψ2 ,

where ψ is given in the second equation of (2-6).

Proof. By the definition of the Reeb vector field associated with f , we have

(2-16) X f = P[HX f + f ξ +P[V X f ,

where P[H (resp. P[V ) is the horizontal (resp. vertical) projection. The integrability
of V S∗M tells us that

(2-17) dω[(P[V X f , v)=−ω
[([P[V X f , v])= 0.

On the other hand, dω[( f ξ, v)= f dω[(ξ, v). Together with (2-16) and (2-17), we
obtain

(2-18) dω[(X f , v)= dω[(P[HX f , v).

By using (2-2) and (2-6), we have 1/ψ = 1− f . It follows that d f = ψ−2dψ .
Taking this together with (2-18) and (2-12), we obtain

h[(V[X f , v)= dω[(v,H[V[X f )

= dω[(v,PHX f )

=−dω[(X f , v)

= [d f − ξ( f )ω](v)= d f (v)= ψ−2dψ(v). �

Corollary 2.6. For u, v, w ∈ V S∗M, the affine connections of H and H̃ satisfy
h̃[(∇̃uv,w)= ψh[(∇uv,w)− h[(u, v)w(ψ).

Proof. By Proposition 2.5 and Lemma 2.4, we have

h̃ [(∇̃uv,w)= ψh[(∇uv−ψh[(u, v)VX f , w)

= ψh[(∇uv,w)−ψ
2h[(u, v)h[(VX f , w)

= ψh[(∇uv,w)− h[(u, v)w(ψ). �

Lemma 2.7. The Cartan torsion of H and H̃ satisfy

(2-19) 2ψ A[(u, v, w)+ u(ψ)h[(v,w)+ v(ψ)h[(u, w)+w(ψ)h[(u, v)

= 2 Ã[(u, v, w),

for u, v, w ∈ V S∗M.
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Proof. According to Lemma 2.3 in [Huang and Mo 2015] and Lemma 6.7 in [Mo
and Huang 2007],

(2-20) 2A[(u, v, w)= (∇uh[)(v,w), h̃ [(u, v)= ψh[(u, v)

for u, v, w ∈ V S∗M. It follows that

(2-21) 2 Ã [(u, v, w)= (∇̃u h̃ [)(v,w)

= u(̃h [(v,w))− h̃ [(∇̃uv,w)− h̃ [(v, ∇̃uw)

= u(ψ)h[(v,w)+ v(ψ)h[(u, w)+w(ψ)h[(u, v)+ (I ),

where

(2-22) (I ) : = ψ[u(h[(v,w))− h[(∇uv,w)− h[(∇uw, v)]

= ψ(∇uh[)(v,w)= 2ψ A[(u, v, w),

where we have used Corollary 2.6. Plugging (2-22) into (2-21) yields (2-19). �

Define (2,1)-Cartan torsion A[ by

(2-23) h(A[(u, v), w)= A[(u, v, w)

for u, v, w ∈ V S∗M.

Corollary 2.8. The (2,1)-Cartan torsion A[ of H and H̃ satisfy

(2-24) Ã[ = A[+ 1
2 d(lnψ)⊗ Id+ 1

2 Id⊗d(lnψ)+ 1
2ψh[⊗V[X f .

Proof. From (2-23), (2-15), (2-19) and the second equation of (2-20), we obtain

ψh[(2 Ã [(u,v),w)= 2h̃ [( Ã [(u,v),w)= 2 Ã [(u,v,w)

= 2ψ A[(u,v,w)+u(ψ)h[(v,w)
+v(ψ)h[(u,w)+w(ψ)h[(u,v)

= 2ψh[(A[(u,v),w)+u(ψ)h[(v,w)
+v(ψ)h[(u,w)+h[(u,v)ψ2h[(V[X f ,w)

=ψh[(2A[(u,v)+ 1
ψ

u(ψ)v+ 1
ψ
v(ψ)u+ψh[(u,v)V[X f ,w)

for u, v, w ∈ V S∗M. This gives (2-24). �

3. Landsberg curvature

We say the navigation problem (1-2) is conformal if V is a conformal field [Huang
and Mo 2015]. In this section we are going to give the relation between the
Landsberg curvatures of F and F̃ , where F̃ is the Finsler metric produced by
conformal navigation problem (1-2).
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We define the covariant derivative along the Reeb vector field ξ by

(3-1) ∇ξv := P[V [ξ, v] = V[ ◦H[
[ξ, v]

for v ∈ V S∗M.
Let V be a conformal field on a Cartan manifold with dilation c(x). Let H̃ be

the Cartan metric given in the first equation of (2-1).

Lemma 3.1. The covariant derivatives along ξ and ξ̃ satisfy

(3-2) ∇̃ξ̃ =∇ξ −LX f + c Id .

Proof. By Lemma 4.2 in [Huang and Mo 2015], we have

(3-3) P̃[Ṽ = P[V − c(x)V[

on H S∗M⊕V S∗M. By the definition of ξ̃ , we have ω̃ [([̃ξ, v])=−dω̃ [(̃ξ , v)= 0.
It follows that [̃ξ, v] ∈ Ker ω̃ [ = Kerω[ = H S∗M ⊕ V S∗M. Together with (3-1)
and (3-3) we obtain

∇̃ξ̃v = P̃[V [̃ξ, v]

= (P[V − c(x)V[)[ξ − X f , v]

= P[V [ξ, v] −P[V [X f , v] − c(x)V[[ξ, v] + c(x)V[[X f , v]

= ∇ξv− [X f , v] + c(x)v = (∇ξ −LX f + c(x) Id)(v),

where we have used (2-8) and (2-9). This gives (3-2). �

The Landsberg curvature L[ is given by

(3-4) L[ =∇ξ A[,

where ξ is the Reeb vector field and A[ is the Cartan torsion.

Proposition 3.2. The Landsberg curvature L̃[ and the Cartan torsion Ã [ of H̃
satisfy

(3-5) L̃[ = T Ã [
− c Ã [,

where
(3-6) T := ∇ξ −LX f .

Proof. By virtue of (3-2), (3-4) and (3-5),

L̃[(u, v)= (∇̃ξ̃ Ã [)(u, v)= ∇̃ξ̃ ( Ã
[(u, v))− Ã [(∇̃ξ̃u, v)− Ã [(u, ∇̃ξ̃v)

= (T + c Id)( Ã [(u, v))− Ã [((T + c Id)u, v)− Ã [(u, (T + c Id)v)

= T ( Ã [(u, v))− Ã [(T u, v)− Ã [(u, T v)− c Ã [(u, v)

= (T Ã [)(u, v)− c Ã [(u, v)

for u, v ∈ V S∗M. This proves the proposition. �
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Corollary 3.3. For the conformal navigation problem (1-2),

(3-7) L̃[+ c(x) Ã [
= T [A[+ 1

2 d(lnψ)⊗ Id+1
2 Id⊗d(lnψ)+ 1

2ψh[⊗V[X f ],

where c(x) is the dilation of V.

Proof. Plugging (2-24) into (3-5) yields (3-7). �

Recall that a flow on a manifold M is a map φ : (−ε, ε)×M→M, also denoted by
φt :=φ(t, ·), satisfying (i) φ0= Id :M→M, (ii) φs ◦φt =φs+t for any s, t ∈ (−ε, ε)
with s+ t ∈ (−ε, ε). Hence the lift of a flow φt on M is a flow on T ∗M,

(3-8) φ̂t(x, p) := (φt(x), (φ∗t )
−1(p)).

By the relationship between vector fields and flows, (3-8) induces by a natural way
a lift of a vector field V on M to a vector field X∗V on T ∗M. Now we assume that V
is a conformal field of Cartan metric H with dilation c(x) and φt its flow.

Lemma 3.4. X∗V is the Reeb vector field associated with f := p(V )/H , i.e.,

(3-9) X∗V = X f .

Therefore, φ̂t is the flow of X f .

Proof. Simple calculations give the following

ω[(X∗V )= f, X∗V y(dω
[)=−d f + ξ( f )ω[.

Now our conclusion can be obtained from the uniqueness of the Reeb vector field
associated with f . �

Lemma 3.5. The flow of X f satisfies

(i) (φ̂∗t h[)(u, v)= [h[(u, v)] ◦φt ,(3-10)

(ii) φ̂t∗(∇uv)=∇φ̂t∗(u)φ̂t∗(v).(3-11)

for u, v ∈ V S∗M.

Proof. By the definition of the vertical endomorphism V[, we have [Huang and Mo
2015]

(3-12) V[(u)= 0, V[(ξ)= 0, V[[ξ, u] = −u, for all u ∈ V S∗M.

It follows that V[[ξ, [ξ, v]] ∈ V S∗M for all v ∈ V S∗M.
Note that V S∗M = Ker ι∗ is integrable. We obtain

(3-13) ω[[u,V[[ξ, [ξ, v]]] = 0

for u, v ∈ V S∗M. The horizontal endomorphism H is given by

(3-14) H[(v)=−[ξ, v] − 1
2V

[
[ξ, [ξ, v]].
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Taking this together with (2-12) and (3-13), we obtain

(3-15) h[(u, v)=−ω[[u,H[(v)]

= −ω[[u,−[ξ, v] − 1
2V

[
[ξ, [ξ, v]]] = ω[[u, [ξ, v]].

By using (3.1) in [Huang and Mo 2015],

(3-16) φ̂∗t ω
[
= e2σtω[.

It follows that

(3-17) φ̂t∗ξ = e2σt ξ.

Because ξ is the dual vector field of ω[ with respect to the Riemannian metric on
S∗M, from which together with (3-15) we obtain

(3-18) (φ̂∗t h[)(u, v)= h[(φ̂t∗(u), φ̂t∗(v))

= ω[[φ̂t∗(u), [ξ, φ̂t∗(v)]] = ω
[
[φ̂t∗(u), (I )],

where

(3-19) (I ) :=[e−2σt φ̂t∗(ξ), φ̂t∗(v)]

=− φ̂t∗(v)(e−2σt )φ̂t∗(ξ)+ e−2σt [φ̂t∗(ξ), φ̂t∗(v)] = e−2σt φ̂t∗[ξ, v],

where we have used the fact that

(3-20) φ̂t∗(v) ∈ V S∗M, for all v ∈ V S∗M.

Plugging (3-19) into (3-18) yields

(φ̂∗t h[)(u, v)= ω[[φ̂t∗(u), e−2σt φ̂t∗[ξ, v]]

= e−2σtω[[φ̂t∗(u), φ̂t∗[ξ, v]]

= e−2σtω[(φ̂t∗[u, [ξ, v]])

= e−2σt (φ̂∗t ω
[)([u, [ξ, v]])

= ω[([u, [ξ, v]]) ◦φt = h[(u, v) ◦φt ,

where we have made use of (3-20), (3-15) and (3-16). This gives (3-10).
We show that (3-11) holds. By Lemma 3.3 in [Huang and Mo 2015], we have

(3-21) φ̂t∗ ◦V[ = e−2σtV[ ◦ φ̂t∗.

Combining this with the first equation of (2-14), we have

(3-22) φ̂t∗(∇uv)= φ̂t∗(V[[u,H[(v)])

= e−2σtV[(φ̂t∗[u,H[(v)])= e−2σtV[([φ̂t∗(u), (I I )]),
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where

(3-23) (I I ) :=φ̂t∗ ◦H[(v)= φ̂t∗(−[ξ, v] −
1
2V

[
[ξ, [ξ, v]])

=−[φ̂t∗ξ, φ̂t∗v] −
1
2 e−2σtV[ ◦ φ̂t∗[ξ, [ξ, v]]

=− [e2σt ξ, φ̂t∗v] −
1
2 e−2σtV[[φ̂t∗ξ, φ̂t∗[ξ, v]]

=− e2σt [ξ, φ̂t∗v] −
1
2 e−2σtV[(I I I )

where we have used (3-17), (3-20) and (3-21) and

(I I I ) :=[e2σt ξ, [e2σt ξ, φ̂t∗(v)]] = [e2σt ξ, e2σt [ξ, φ̂t∗(v)]]

=e2σt ξ(e2σt )[ξ, φ̂t∗(v)] − e2σt ([ξ, φ̂t∗(v)](e2σt ))ξ + e4σt [ξ, [ξ, φ̂t∗(v)]].

Plugging this into (3-23) yields

(I I )=−e2σt [ξ, φ̂t∗v]

−
1
2 e−2σtV[

{
e2σt ξ(e2σt )[ξ, φ̂t∗(v)]−e2σt ([ξ, φ̂t∗(v)](e2σt ))ξ+e4σt [ξ, [ξ, φ̂t∗(v)]]

}
.

Together with (3-12) and (3-14) we obtain

(I I )=−e2σt [ξ, φ̂t∗v] −
1
2 e−2σt

{
− e2σt ξ(e2σt )φ̂t∗(v)+ e4σtV[[ξ, [ξ, φ̂t∗(v)]]

}
= e2σtH[

◦ φ̂t∗(v)+
1
2ξ(e

2σt )φ̂t∗(v).

Substituting this into (3-22) yields

φ̂t∗(∇uv)= e−2σtV[
(
[φ̂t∗(u), e2σtH[

◦ φ̂t∗(v)+
1
2ξ(e

2σt )φ̂t∗(v)]
)

= V[([φ̂t∗(u),H[
◦ φ̂t∗(v)])=∇φ̂t∗(u)φ̂t∗(v)

where we have used (3-12) and (3-20). �

Proposition 3.6. The Cartan torsion A[ of H satisfies LX f A[ = 0.

Proof. We can consider the flow of X f , the lift of conformal transformation φt ,
by Lemma 3.4. Thus φ̂t satisfies Lemma 3.5. Together with the first equation of
(2-20), we have

2(φ̂∗t A[)(u, v, w)=2A[(φ̂t∗(u), φ̂t∗(v), φ̂t∗(w))= (∇φ̂t∗(u)h
[)(φ̂t∗(v), φ̂t∗(w))

=(φ̂t∗(u))(h(φ̂t∗(v), φ̂t∗(w)))− h[(∇φ̂t∗(u)φ̂t∗(v), φ̂t∗(w))

− h[(φ̂t∗(v),∇φ̂t∗(u)φ̂t∗(w))

=[u(h[(u, v))− h[(∇uv,w)− h[(v,∇uw)] ◦φt

=[(∇uh[)(v,w)] ◦φt = 2A[(u, v, w) ◦φt .

It follows that the Cartan torsion A[ of H is invariant under the flow φ̂∗t . Thus we
have proved Proposition 3.6. �
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We define the covariant derivative of the angular metric along the Reeb field ξ by

(3-24) (∇ξh[)(u, v) := ∇ξ (h[(u, v))− h[(∇ξu, v)− h[(u,∇ξv)

for u, v ∈ V S∗M.

Lemma 3.7. ∇ξh[ = 0.

Proof. Denote the orthonormal frame on V S∗M by { êα}. Then we have that
h[= (ω1)2+· · ·+(ωn−1)2, where {ωα} is the dual frame of { êα} where n= dim M.
It follows that

(3-25) h[( êα, êβ)= δαβ, ∇ξ (h
[( êα, êβ))= ξ(δαβ)= 0.

By using (3-1), we have

(3-26) ∇ξ êα = P[V [ξ, êα].

Lemma 3.1 in [Mo and Huang 2007] tells us [ξ, êα] = −êα+ω
β
α(ξ )̂eβ , where {ωβα }

is Chern connection 1-form. Combining this with (3-26) we obtain ∇ξ êα=ω
β
α(ξ )̂eβ .

It follows that

(3-27) h[(∇ξ êα, êβ)= h(ωγα (ξ )̂eγ , êβ)= ω
γ
α (ξ)δγβ = ω

β
α(ξ),

where we have used the first equation of (3-25). Similarly, we get

(3-28) h[( êα,∇ξ êβ)= h[(∇ξ êβ, êα)= ωαβ(ξ).

From the structure equation (2-4) in [Mo and Huang 2007], we have

(3-29) ωβα +ω
α
β =−2Hαβγωγ .

By using (3-25), (3-27), (3-28) and (3-29), we have

(∇ξh[)( êα, êβ)=∇ξ (h
[( êα, êβ))− h[(∇ξ êα, êβ)− h[( êα,∇ξ êβ)

=∇ξ (δαβ)− (ω
β
α +ω

α
β)(ξ)= 2Hαβγωγ (ξ)= 0.

Note that ∇ξh[ is a tensor. Thus we have proved Lemma 3.7. �

In the second equation of (3-25), we used the following definition: ∇ξg := ξ(g),
for all g ∈ C∞(S∗M). Together with Lemma 2.1 we obtain

(3-30) ∇̃ξ̃g = ξ̃ (g)= (ξ − X f )(g)=∇ξg−LX f g = T g,

where T is given in (3-6).

Lemma 3.8. The angular metric h̃ [ of H̃ satisfies

(3-31) T h̃ [ = 2c(x )̃h [.
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Proof. By (3-30), (3-2), (3-6) and Lemma 3.7, we see that

0= (∇̃ξ̃ h̃ [)(u, v)= ∇̃ξ̃ (̃h
[(u, v))− h̃ [(∇̃ξ̃u, v)− h̃ [(u, ∇̃ξ̃v)

= T (̃h [(u, v))− h̃ [(T u+ cu, v)− h̃ [(u, T v+ cv)

= T (̃h [(u, v))− h̃ [(T u, v)− h̃ [(u, T v)− 2ch̃ [(u, v)

= (T h̃ [)(u, v)− 2ch̃ [(u, v)

for u, v ∈ V S∗M. Then (3-31) holds. �

Proposition 3.9. The derivation T satisfies

T (V[X f )= P[V X f − 2cV[X f ,(3-32)

T (d lnψ)= h̃[(P[V X f , ·),(3-33)

where ψ is given in the second equation of (2-6).

Proof. By Lemma 3.4 in [Huang and Mo 2015], we have

[ξ, Xφ] = Xξ(φ), φ ∈ C∞(S∗M).

Together with (3-1), (2-16) and (3-12), we have

(3-34) ∇ξV[X f =V[[ξ,H[
◦V[X f ] =V[[ξ,P[HX f ] =V[[ξ, X f −P[V X f − f ξ ]

=V[[ξ, X f ] −V[[ξ,P[V X f ] −V[[ξ, f ξ ] =V[Xξ( f )+P[V X f .

By using (3-9) and (3-16), we get

(3-35) LX f ω
[
= lim

t→0

φ̂∗t ω
[
−ω[

t
=

d
dt
(φ̂∗t ω

[) |t=0

=
d
dt
(e2σtω[) |t=0= 2dσ [t

dt
|t=0 ω

[
= 2c(x)ω[.

By the definition of the Reeb vector field associated with f , we have

LX f ω
[
= d(ω[(X f ))+ ιX f (dω

[)= d f + dω[(X f , ·)= ξ( f )ω[.

Combining this with (3-35) we get

(3-36) ξ( f )= 2c(x).

Recall that V S∗M = {v ∈ T SM | v(g) = 0, for all g ∈ C∞(M) ⊂ C∞(S∗M)}.
Together with (3-36) and the proof of Proposition 2.5 we have 0 = v(2c(x)) =
v(ξ( f ))= h[(V[Xξ( f ), v). It follows that

(3-37) V[Xξ( f ) = 0.
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Plugging this into (3-34) yields

(3-38) ∇ξV[X f = P[V X f .

By using Lemma 3.4 we have φ̂t∗X f = X f . Taking this together with (3-21) yields

LX f V
[X f = lim

t→0

V[X f −φ̂t∗V[X f

t
=−

d
dt
φ̂t∗V[X f |t=0

=−
d
dt
(e−2σtV[ ◦ φ̂t∗X f ) |t=0

=−
d
dt
(e−2σtV[X f ) |t=0= 2dσt

dt
|t=0 V[X f = 2c(x)VX f .

Together with (3-38) and (3-6), we get (3-32).
Now we show that (3-33) holds. By (2-15) and the second equation of (2-20) we

have d(lnψ)(v)= v(ψ)/ψ = ψh[(V[X f , v)= h̃[(V[X f , v). Together with (3-31)
and (3-32) we obtain

[T (d(lnψ))](v)= T (d(lnψ)(v))− (d(lnψ))(T (v))

= T (̃h[(V[X f , v))− h̃[(V[X f , T (v))

= (T h̃[)(V[X f , v)+ h̃[(T (V[X f ), v)

= 2ch̃[(V[X f , v)+ h̃[(P[V X f − 2cV[X f , v)= h̃[(P[V X f , v)

for v ∈ V S∗M. This gives (3-33). �

Proposition 3.10. For the conformal navigation problem (1-2),

(3-39) L̃[+ c(x) Ã[ = L[+ (I ),

where c(x) is the dilation of V and

(3-40) (I ) := 1
2 h̃[(P[V X f , ·)⊗ I d + 1

2 I d ⊗ h̃[(P[V X f , ·)+
1
2 h̃[⊗P[V X f .

Proof. By using (3-7), (3-31), (3-32), (3-33), (2-20) and Proposition 3.6, we have

T [A[+ 1
2 d(lnψ)⊗ Id+1

2 Id⊗d(lnψ)+ 1
2ψh[⊗V[X f ]

= T A[+ 1
2 T [d(lnψ)⊗ Id] + 1

2 T [Id⊗d(lnψ)] + 1
2 T (̃h[⊗V[X f )

=∇ξ A[−LX f A[+ 1
2 T (d lnψ)⊗ Id

+
1
2 Id⊗T (d lnψ)+ 1

2(T h̃[)⊗V[X f +
1
2 h̃[⊗ T (V[X f )

= L[+ 1
2 h̃[(P[V X f , ·)⊗ Id+ 1

2 Id⊗h̃[(P[V X f , ·)

+ ch̃[⊗V[X f +
1
2 h̃[⊗ (P[V X f − 2cV[X f )

= L[+ (I ).

Plugging this into (3-7) yields (3-39). �
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4. Closed vector field

Let (M, F) be a Finsler manifold. A vector field V on (M, F) is said to be closed
if dV [

≡ 0 (mod δyi ), where

(4-1) V [
= V j gi j dx i , V = V j ∂

∂x j ,

and δyi are defined in (4-2).

Proposition 4.1. Let V be a vector field on a Finsler manifold (M, F). Then the
following assertions are equivalent:

(i) V is closed;

(ii) δVi/δx j
= δV j/δx i ;

(iii) Vi | j = V j |i ,

where Vi =V [(∂/∂x i ), δ/δx j
:=∂/∂x j

−N i
j∂/∂yi and “ |” denotes the horizontally

covariant derivative with respect to Chern connection or Berwald connection.

Proof. Recall that two natural (local) bases that are dual to each other:

• {δ/δx i , F(∂/∂yi )} for the tangent bundle of T M\{0},

• {dx i , δyi/F} for the cotangent bundle of T M\{0},

where

(4-2) δyi
:= dyi

+ N i
j dx j .

It follows that dV [
=d(Vi dx i )=dVi∧dx i

=
(
(δVi/δx j )dx j

+(∂Vi/∂y j )δyi
)
∧dx i.

Thus we have dV [
|H T M×H T M = (δVi/δx j )dx j

∧ dx i. We obtain that V is closed
if and only if (ii) holds. By the definition of covariant derivative, we have Vi | j =

∂Vi/∂x j
−Vk0

k
i j−(∂Vi/∂yk)N k

j =δVi/δx j
−Vk0

k
i j ,where0k

i j satisfies0k
i j=0

k
ji . It

follows that Vi | j−V j |i = δVi/δx j
− δV j/δx i

−Vk(0
k
i j −0

k
ji )= δVi/δx j

− δV j/δx i .
Thus (ii) is equivalent to (iii). �

Remark. By Proposition 4.1 our notion of closed vector field V reduces to dV [
= 0

if (M, F) is a Riemannian manifold where [ :T M→T ∗M is a musical isomorphism.
For a Randers metric we have the following result, the proof of which is omitted.

Proposition 4.2. Let F =
√

hi j (x)yi y j be a Riemannian metric on a manifold M
and V a vector field on M with F(x, Vx) < 1. Let F̃ = α+β denote the Randers
metric on M defined in (1-2). Then:

(i) If V is conformal with respect to F, then V is closed if and only if dβ = 0.

(ii) V is conformal and closed if and only if F̃ is of relatively isotropic Landsberg
curvature.
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Lemma 4.3. Let F = F(x, y) be a Finsler metric on a manifold M and V a
closed vector field on M with F(x, Vx) < 1. Suppose that V is conformal with
dilation c(x). Let F̃ = F̃(x, y) denote the Finsler metric on M defined in (1-2).
Then the lift of V satisfies

(4-3) XV = V i δ

δx i + 2c(x)yi ∂

∂yi .

In particular, XV |SM ⊂ H SM.

Proof. By Lemma 3.1 in [Huang and Mo 2013], XV (F) = 2c(x)F. It follows
that XV (L) = 4c(x)L , where L := F2/2 is the Lagrangian function. In natural
coordinates

(4-4) XV = V i ∂

∂x i + y j ∂V i

∂x j
∂

∂yi ,

where V = V i (∂/∂x i ) [Mo 2011; 2012]. Hence XV (L)= yi (∂V i/∂x j )y j
+V i L x i ,

where we have used the fact L yi =∂L/∂yi
= gi j y j

:= yi . Together with (4-4) we get

(4-5) V k L xk + yk V i
k yi = 4c(x)L .

Differentiating (4-5) with respect to y j, we obtain

(4-6) V k L xk y j + V i
j yi + yk V i

k gi j = 4cy j .

We know (see (2.14) and (2.18) in [Chern and Shen 2005])

Gi
=

1
2 gil(L x j yl y j

− L x l ), N i
k =

∂Gi

∂yk .

It follows that

(4-7) yi N i
k =

1
2

[
yi
∂gil

∂yk (L x j yl y j
−L x l )+ yl(L x j yl yk y j

+L x j yl δ
j
k −L x l yk )

]
= L xk .

Differentiating (4-7) with respect to y j, we get L xk y j = gi j N i
k+ yi

b0i
k j , where b0i

k j
are Berwald connection coefficients [Bao et al. 2000]. Plugging this into (4-7) yields

(4-8) gi j (V k N i
k + yk V i

k )+ yi (V kb0i
k j + V i

j )= 4cy j .

Note that

(4-9) V j |0 = (V i gi j )|0 = gi j

(
∂V i

∂x l + V k0i
lk

)
yl
= gi j (yk V i

k + V k N i
k).

On the other hand, yi | j = (yk gki )| j = yk
| j gki + yk gki | j = 0. It follows that

(4-10) V0| j = (yi V i )| j = yi (V i
j + V k0i

k j )

= yi [V i
j + V k(b0i

k j − L i
k j )] = yi (V i

j + V kb0i
k j ).

Plugging (4-9) and (4-10) into (4-8) yields

(4-11) V j |0+ V0| j = 4cy j .
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Now we assume that V is closed. From Proposition 4.1(iii), we have

(4-12) Vi |0 = Vi | j y j
= V j |i y j

= (V j y j)i = V0|i .

Substituting (4-12) into (4-11) yields

(4-13) Vi |0 = V0|i = 2c(x)yi .

It follows that yk V i
k +V k N i

k = V i
|0= (V j gi j )|0= V j |0gi j

= 2c(x)yi , where we have
used (4-9). Plugging this into (4-4) yields

XV = V i
(
∂

∂x i − N k
i
∂

∂yk

)
+ 2cyi ∂

∂yi = V i δ

δx i + 2cyi ∂

∂yi . �

Let

(4-14) θ := L yi dx i .

The 1-form θ is global. In fact, θ = Fω, where ω is the Hilbert form. Define
u : T M \ {0} → R by

(4-15) u := θ(V ).

Consider a unique vector field Xu on T M \ {0} satisfying

(4-16) θ(Xu)= u, Xuy(dθ)=−du+ 2c(x)θ.

Lemma 4.4. Let “ ·” denote the covariant derivative along the Reeb vector field.
Then

Xu = V i δ

δx i ,(4-17)

u̇ = 4c(x)L .(4-18)

Proof. To prove (4-17), put Xu := ak(δ/δxk)+ bk(∂/∂yk). Together with (4-15)
and the first equation of (4-16) we have

yi V i
= u = θ(Xu)= yi dx i (ak(δ/δxk)+ bk(∂/∂yk))= yi ai.

By using (4-14) we have dθ = gi jδyi
∧dx j , where δy j are given by (4-2). Therefore

(4-19) Xuy(dθ)=
(

ak δ

δxk + bk ∂

∂yk

)
y(gi jδyi

∧ dx j )= gi j bi dx j
− gi j aiδy j .

On the other hand, V0 = Vi yi
= yi V i

= u. Hence we get

u| j = V0| j = 2cy j ,

using (4-13). It follows that du = u| j dx j
+ u y j δy j

= 2cy j dx j
+ gi j V iδy j. Thus

−du + 2c(x)θ = −gi j V iδy j. Together with (4-19) and the second equation of
(4-16) we have gi j bi

= 0, gi j ai
= gi j V i. We get bi

= 0, ai
= V i. This gives (4-17).

By using (4-18) we have u̇ = u| j y j
= 2cF2

= 4c(x)L . �
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Let L F be the Legendre transformation of F [Huang and Mo 2011]. Note that
θ(x,y) = F(x, y)ω(x,y) = L F

x (y)= p. If we view θ as a 1-form on T M, then θ [, its
dual quantity on T ∗M, satisfies

(4-20) θ [ = ((L F )−1)∗θ = p.

Define v := T ∗M \ {0} → R by

(4-21) v := θ [(V )= p(V ).

By (4-18) we get

(4-22) v̇ = 4cL[ = 2cH 2.

Consider a unique vector field Xv on T ∗M \ {0} satisfying

(4-23) θ [(Xv)= v, Xvy(dθ [)=−dv+ 2c(x)θ [.

Together with (4-20), (4-15), (4-21) and (4-22), we get the following:

Lemma 4.5. L F
∗

Xu = Xv.

Let ι : S∗M → M be the natural projection and π : SM → M the natural
projection. It is clear that ι ◦ L F

= π . Thus we have

(4-24) L F
∗
(V SM)⊂ V S∗M.

On the other hand, (L F )∗H=H[. Hence we have the following:

Lemma 4.6. L F
∗
(H SM)= H S∗M.

Proposition 4.7. Let F = F(x, y) be a Finsler metric on a manifold M and V a
closed field on M with F(x, Vx) < 1. Suppose that V is conformal with respect
to F. Let F̃ = F̃(x, y) denote the Finsler metric on M defined by (1-2). Then

(4-25) P[V X f = 0.

Proof. Plugging (4-17) into (4-3) yields XV = Xu+2c(x)yi (∂/∂yi ). It follows that
XV |SM = Xu . Together with Lemma 4.6 we get

(4-26) L F
∗

Xu = L F
∗

XV |SM ⊂ H S∗M.

On the other hand, v|S∗M = f . It follows that, on S∗M, ḟ = v̇ = 2c(x), where we
have used (4-22). From which together with (4-23) we have, on S∗M, X f = Xv
is determined uniquely by ω[(X f ) = f and X f ydω[ = −d f + ḟ ω[, where we
have used the fact θ [ = ω[ on S∗M. Combining this with (4-26) yields X f = Xv =
L F
∗

Xu ⊂ H S∗M. This gives Proposition 4.7. �

Proposition 4.8. For the conformal navigation problem (1-2), if V is closed, then

(4-27) L̃[+ c(x) Ã[ = L[.

Proof. Plugging (4-25) into (3-40) and combining with (3-39) yields (4-27). �
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5. Proof of Theorem 1.1 and examples

Proof. By Proposition 4.8, we have that L̃[(u, v)+ c(x) Ã[(u, v) = L[(u, v) for
u, v ∈ V S∗M. Hence [L̃[(u, v)](x,[p]) + c(x)[ Ã[(u, v)](x,[p]) = [L[(u, v)](x,[p]).
Pulling back to the sphere bundle, we have [L̃(w, z)](x,[y])+ c(x)[ Ã(w, z)](x,[y]) =
[L(w, z)](x,[y]), where w := (L F

x )∗u, z := (L F
x )∗v and we have used ∂ H̃/∂pi =

yi/F̃ . As we know, there is a globally defined one-to-one map between π∗T M\{Y}
and V SM, where π∗T M the pull-back bundle over SM, π : SM→M is the natural
projection and Y is the canonical section. Both the Landsberg tensor and the Cartan
tensor are vanishing along the canonical section Y . Thus we get the desired result. �

Example. A Randers metric can be expressed in the navigation form

F =
√
(1−b2)α2+β2

1−b2 +
β

1−b2 ,

where (α, β[
−1
) is the navigation data of F and b := ‖β‖α is the length of β.

Suppose that β[
−1

is closed and conformal with dilation c(x). Then F satisfies
L+ c(x)A= 0 [Shen 2004].

Proposition 5.1. Let ϕ :Rn
→R be a Minkowski norm, c= constant and b∈Rn. Let

� := {v ∈ Rn
| ϕ(2cv+ b) < 1}. Assume F̃ is the Finsler metric on � defined by

ϕ(y/F̃(x, y)+ 2cx + b)= 1

Then its Landsberg curvature L̃ and the Cartan torsion Ã satisfy (1-3). Moreover,
the geodesics of F̃ are given by e−2ct

[x + y((e2ct
− 1)/(2cϕ(y)))] − tb (resp.

x + (t/ϕ(y))y− tb) for c 6= 0 (resp. c = 0).

Proof. For each x ∈ �, identify Tx� with Rn. It is easy to see that (�, F(x, y))
is a Minkowski manifold, where F(x, y)= ϕ(y). It follows that Vx := 2cx + b is
a vector field on � satisfying F(x, Vx) = ϕ(2cx + b) < 1. By a straightforward
computation one obtains XV (F)= 2cF , where XV is the lift of V given in (4-4).
It follows that V is a conformal field of F with constant dilation c [Huang and Mo
2011; Mo and Huang 2007]. Now we show that V is closed. In fact,

Gi
= 0, N i

j = 0
for Minkowski manifold (�, F(x, y)). Plugging this into (4-2) yields

(5-1) δyi
= dyi .

On the other hand, gi j=gi j (y), V [
=(2cx i

−bi )gi j dx j. Together with (5-1) we have

dV [
= (2cx i

− bi )
∂gi j

∂yk δyk
∧ dx j .

It follows that dV [
|H T M×H T M =0. Thus V is closed. Define a new Finsler metric F̃

by (1-2). Note that any Minkowski manifold is of Landsberg type. By Theorem 1.1,
we have that (1-3) holds. Define a 1-parameter transformation ψt on � by ψt(x) :=
e−2ct x−tb. Hence (dψt(x)/dt) |t=0=−2cx−b=−V. Since8 is Minkowskian, it
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is locally projectively flat. This implies that the unit speed geodesic through x with
tangent vector y(6= 0) is γ (t) := x + (t/ϕ(y))y. Theorem 1.1 in [Huang and Mo
2011] implies that a geodesic of F̃ is given by e−2ct

[x+y((e2ct
−1)/(2cϕ(y)))]−tb

(resp. x + (t/ϕ(y))y− tb) for c 6= 0 (resp. c = 0). �
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SYMPLECTIC AND ODD ORTHOGONAL PFAFFIAN
FORMULAS FOR ALGEBRAIC COBORDISM

THOMAS HUDSON AND TOMOO MATSUMURA

In the Chow ring of symplectic/odd orthogonal Grassmann bundles the
degeneracy loci classes can be expressed as a sum of Schur–Pfaffians. An
analogous Schur–Pfaffian formula was obtained for K -theory by the au-
thors together with T. Ikeda and M. Naruse. Here we generalize this ex-
plicit formula of degeneracy loci classes to algebraic cobordism, which is
universal among all oriented cohomology theories.

1. Introduction

The r-th degeneracy locus for a morphism of vector bundles ϕ : E → F over a
smooth quasi-projective scheme M is the subvariety Xr of M consisting of all the
points at which the rank of ϕ is at most r . Assuming ϕ to be sufficiently general, the
classical Giambelli–Thom–Porteous formula describes the Chow ring fundamental
class [Xr ] as a Schur-determinant in the Chern classes of E and F . Similarly,
one can consider more restrictive settings in which ϕ is either skewsymmetric or
symmetric. In both cases [Xr ] is given as a Schur-Pfaffian instead of a Schur-
determinant. A more general family of degeneracy loci can be constructed by
considering flags of subbundles of E and F and imposing multiple rank conditions.

Fundamental examples of these loci are the Schubert varieties of isotropic
Grassmannians. The isotropic Grassmannian consists of subspaces on which a
given symplectic or odd orthogonal form vanishes identically. Inside this ambient
space, the degeneracy loci correspond to the Schubert varieties indexed by the
combinatorial objects known as k-strict partitions.

Pragacz [1991] considered the maximal isotropic case and showed that the
Chow ring fundamental classes of Schubert varieties can be expressed through a
Schur-Pfaffian formula. Kazarian [2000] generalised Pragacz’s formula to general
degeneracy loci (compare [Ikeda 2007]). Buch, Kresh and Tamvakis [Buch et al.
2017] obtained a theta polynomial formula for the non-maximal isotropic Grass-
mannians, which can also be written as a sum of Schur–Pfaffian. Wilson [2010]
conjectured an analogous formula for general degeneracy loci, which was proved

MSC2010: primary 14M15, 55N22; secondary 05E05, 14C17.
Keywords: generalised Schubert calculus, algebraic cobordism, pfaffian, isotropic grassmannian.
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in [Ikeda and Matsumura 2015] (compare [Tamvakis and Wilson 2016; Anderson
and Fulton 2018]).

In recent years, following the trend of generalised Schubert calculus, there has
been an attempt to lift results as the ones above from the Chow ring CH∗ to other
functors like connective K -theory CK∗ and algebraic cobordism �∗, highlighting
the role played in the formulas by the associated formal group law F and formal
inverse χ . In [Hudson et al. 2017], together with T. Ikeda and H. Naruse, we
generalized aforementioned results for CH∗ to CK∗, and established a Pfaffian-sum
formula describing the degeneracy loci classes of symplectic and odd orthogonal
Grassmann bundles in CK∗. The goal of this paper is to further extend these
formulas to �∗.

We begin by explaining our results in the symplectic case. Let E→ X be a vector
bundle of rank 2n with a nowhere vanishing skewsymmetric form and fix a non-
negative integer k ≤ n. Consider the symplectic Grassmann bundle SGk(E) whose
fiber at x ∈ X is the Grassmannian of (n−k)-dimensional isotropic subspaces of Ex .
For each k-strict partition λ, there is the degeneracy locus Xλ⊂ SGk(E). Following
[Kazarian 2000], we can construct a resolution of singularities $ : Yλ→ Xλ inside
of a certain flag bundle over SGk(E). In CH∗ or CK∗, the fundamental class of Xλ
is well-defined and it coincides with the pushforward $∗[Yλ] of the fundamental
class of Yλ along $ . However, in algebraic cobordism, not all degeneracy loci
have a well-defined notion of fundamental class. Hence we consider $∗[Yλ] as a
replacement of [Xλ]. As in [Hudson et al. 2017], the fundamental class [Yλ] can
be expressed as a product of top Chern classes of certain bundles. In our previous
paper [Hudson and Matsumura 2019], we developed a technique to compute the
pushforward of such classes along a flag bundle in terms of relative Segre classes
of vector bundles. With that method at our disposal, we are able to obtain the
following description of the class $∗[Yλ] as our main result. The tautological
isotropic subbundle of SGk(E) is denoted by U and the subbundles

0= Fn
⊂ Fn−1

⊂ · · · ⊂ F1
⊂ F0

⊂ F−1
⊂ · · · ⊂ F−n

= E,

form the reference flag used to define the degeneracy loci. In �∗(SGk(E)), we
consider the relative Segre classes

C (`)
m :=Sm

(
U∨− (E/F`)∨)

)
(∀m ∈ Z,−n ≤ ∀`≤ n).

Main Theorem (Theorem 3.9). Let λ = (λ1, . . . , λr ) be a k-strict partition such
that r ≤ n− k and λ1 ≤ n+ k, and let χ = (χ1, . . . , χr ) be its characteristic index
(see (3-1)). In �∗(SGk(E)), we have

(1-1) [Yλ→ SGk(E)] :=$∗[Yλ] =
∑

s=(s1,...,sr )∈Zr

f λs C
(χ1)
λ1+s1
· · ·C

(χr )
λr+sr

.
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Here cλs ∈ L are the coefficients of the Laurent series expansion

(1-2)

∏
1≤i< j≤r (1− ti/t j )P(t j , ti )∏

(i, j)∈C(λ)(1−χ(ti )/t j )P(t j , χ(ti ))
=

∑
s=(s1,...,sr )∈Zr

f λs · t
s1
1 · · · t

sr
r ,

where C(λ) := {(i, j) | 1 ≤ i < j ≤ r, χi + χ j ≥ 0} and P(u, v) is the unique
power series satisfying F(u, χ(v))= (u− v)P(u, v).

Now consider the odd orthogonal Grassmann bundle OGk(E), with E of rank
2n+ 1 and each fiber being an orthogonal Grassmannian of (n− k)-dimensional
isotropic subspaces. The essential difference with the previous situation is that it is
far more complex to deal with the case of quadric bundles OGn−1(E)= Q(E), the
orthogonal analogue of projective bundles. Let the reference flag be denoted by

0= Fn
⊂ Fn−1

⊂ · · · ⊂ F1
⊂ F0

⊂ (F0)⊥ ⊂ F−1
⊂ · · · ⊂ F−n

= E .

The fundamental classes of the Schubert varieties X(λ1) are actually well-defined in
�∗(Q(E)) and, as elements of �∗(Q(E))⊗Z Z[1/2], they are given by

[Xλ1→Q(E)]=B
(χ1)
λ1
:=


Sλ1

(
U∨− (E/Fχ1)∨

)
(0≤ λ1< n),

1
F (2)

(
c1(U∨)

)Sλ1

(
U∨− (E/Fχ1)∨

)
(n ≤ λ1< 2n),

where F (2)(u) is the power series defined by the equation F(u, u) = u · F (2)(u).
More generally, the pushforward classes [Yλ→ OGk(E)] are obtained from (1-1)
by replacing C

(i)
m with B

(i)
m (see Theorem 4.12).

A key aspect of algebraic cobordism, which was established in [Levine and Morel
2007], is its universality. In particular, this means that formulas which hold for
�∗ can be specialised to any other oriented cohomology theory. An easy example
of this phenomenon is illustrated by the behaviour of the first Chern class of line
bundles. In C H∗ one has

c1(L ⊗M)= c1(L)+ c1(M) and c1(L∨)=−c1(L),

while in CK∗ these equalities become

c1(L ⊗M)= c1(L)+ c1(M)−βc1(L)c1(M) and c1(L∨)=
−c1(L)

1−βc1(L)
,

where β ∈ CK∗(Spec k) is the pushforward of the fundamental class of P1 to the
point. If we set β = 0, we recover the identities for CH∗. In algebraic cobordism
�∗, the expressions describing c1(L⊗M) and c1(L∨) are respectively given by the
universal formal group law F(u, v) and the universal formal inverse χ(u) which
are certain power series with coefficients in �(Spec k). The universality of �∗

implies that in any other oriented cohomology theory A∗, c1(L ⊗M) and c1(L∨)
can be obtained by specializing the coefficients of F(u, v) and χ(u) to A∗(Spec k).
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In particular, in CK∗ we have P(u, v)= 1
1−βv and χ(u)= −u

1−βu and the Laurent
series (1-2) can be expressed as a sum of Pfaffians ([Hudson et al. 2017, Lemma
5.18]). As a consequence (1-1) reduces to the Pfaffian sum formula describing the
K -theoretic degeneracy loci classes [Hudson et al. 2017, Theorem 5.20].

Our choice of resolutions Yλ has the advantage of being stable: the class $∗[Yλ]
doesn’t change when n→∞. On the other hand, there are different resolutions
for Xλ, such as Bott–Samelson resolutions. These resolutions are well-studied in
the context of generalized Schubert calculus. On the one hand the advantage of
Bott–Samelson classes is represented by their compatibility with divided difference
operators, however this comes at the cost of not being stable along the limit n→∞.
See, for example, [Hornbostel and Kiritchenko 2011; Kiritchenko and Krishna
2013; Hornbostel and Perrin 2018]. The classes related to other resolutions are also
studied in [Nakagawa and Naruse 2016; 2018], a Hall–Littlewood type formula
in �∗ is derived. All of these resolution classes coincide with honest Schubert
classes if one works in CK∗, while they form different families of classes in �∗.
As an application of our explicit formulas, it would be interesting to compare those
different classes which replace Schubert classes in algebraic cobordism. To this
aim it would be advisable to first consider functors more suitable for computations
like the infinitesimal theories used in [Hudson and Matsumura 2018].

Anderson [2019] extended the results of [Hudson et al. 2017] to more general
degeneracy loci including those arising from even orthogonal Grassmann bundles.
His work is based on the approach he and Fulton employed in their study of the
Chow ring fundamental classes of degeneracy loci for all types [Anderson and
Fulton 2012; 2018]. In our future work we would like to lift Anderson’s results to
�∗ so to cover the even orthogonal case as well.

The organisation of the paper is as follows. In section 2 we recall some basic
facts about Borel–Moore homology theories and we translate into this setting the
results on Segre classes presented in [Hudson and Matsumura 2019]. This becomes
necessary because the resolutions are not smooth in general. In section 3 we prove
the main theorem for symplectic Grassmann bundles, while in section 4 we first
deal with the special case of quadric bundles and then establish the main theorem
for odd orthogonal Grassmann bundles.

Notations and conventions. Throughout this paper k will be a field of characteristic
0. By Schk we will denote the category of separated schemes of finite type over
k and Lcik will stand for its full subcategory constituted by the objects whose
structural morphism is a local complete intersection. For a given category C we will
write C ′ to refer to its subcategory given by allowing only projective morphisms.
Ab∗ represents the category of graded abelian groups.
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2. Preliminaries

The goal of this section is to collect some basic properties of Borel–Moore homology
theories and to translate in this context some of the results on generalised Segre
classes presented in [Hudson and Matsumura 2019].

Borel–Moore homology theories. An oriented Borel–Moore (BM) homology the-
ory on Schk (or mutatis mutandis on Lcik) is given by a covariant functor A∗ :
Sch′k→ Ab∗ , by a family of pullback maps { f ∗ : A∗(Y )→ A∗(X)} associated
to l.c.i. morphism and by an external product A∗(X)⊗ A∗(Y )→ A∗(X ×Spec k Y ).
Let us remind the reader that a morphism is a local complete intersection if and
only if it can be factored as the composition of a regular embedding and a smooth
morphism. A detailed description of the properties that these three components
have to satisfy would force us to take a significant detour, so we will focus only on
the aspects that are more relevant to our work and refer the reader to [Levine and
Morel 2007, Definition 5.1.3] for the precise definition.

For us the most relevant feature of oriented BM homology theories is that they
satisfy the projective bundle formula. Roughly speaking it states that for every
vector bundle E of rank e with X ∈ Schk, the evaluation of A∗ on the associated
dual projective bundle P∗(E)

q
→ X can be described in terms of A∗(X). More

precisely for i ∈ {0, 1, . . . , e− 1} one has operations

ξ (i) : A∗+i−e+1(X)−→ A∗(P∗(E))

given by ξ (i) := c̃1(Q)i ◦ q∗, where Q→ P∗(E) is the tautological line bundle
and c̃1(Q) := s∗ ◦ s∗, for any section s : P∗(E)→ Q. Altogether these yield the
following isomorphism

Ψ :

e−1⊕
i=0

A∗+i−e+1(X)
∑e−1

i=0 ξ
(i)

−→ A∗(P∗(E)).

A very important consequence of this is that every oriented BM homology theory
admits a theory of Chern class operators: to E one associates {c̃A

i (E) : A∗(X)→
A∗−i (X)}0≤i≤e. These are defined by setting c̃A

0 (E)= idA∗(X) and, up to a sign, by
considering the different components of Ψ−1

◦ ξ (e), so that one obtains the relation

e∑
i=0

(−1)iξ (e−i)
◦ c̃A

i (E)= 0.

These operators can be collected in the so-called Chern polynomial c̃A(E; u) :=∑e
i=0 c̃A

i (E)u
i and it is worth mentioning that, in view of the Whitney formula, its
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definition can be extended to the Grothendieck group of vector bundles by setting

c̃A(E − F; u) :=
c̃A(E; u)
c̃A(F; u)

.

Beside being extremely useful for computations, Chern classes allow one to get
some insight on how a general oriented BM homology theory A∗ differs from the
Chow group C H∗, probably the most commonly known example. Let us consider,
as an example, the behaviour of the first Chern class with respect to the tensor
product of two line bundles L and M . While in C H∗ one has

c̃CH
1 (L ⊗M)= c̃CH

1 (L)+ c̃CH
1 (M),

in general the relation between the three Chern class operators is described by a
formal group law

(
A∗(Spec k), FA

)
, where FA(u, v) is a special power series with

coefficients in the coefficient ring of the theory A∗(Spec k). The precise relation is
given by

c̃A
1 (L ⊗M)= FA(c̃A

1 (L), c̃A
1 (M)).

In a similar fashion, whereas in C H∗ one simply has c̃CH
1 (L∨) = −c̃CH

1 (L), in
general one needs to introduce the formal inverse χA, a power series in one variable
satisfying both

c̃A
1 (L

∨)= χA(c̃1(L)) and FA(u, χA(u))= 0.

In some case we will denote the formal inverse χA(u) simply by ū.
All our computations will take place in the algebraic cobordism of Levine–Morel

�∗ and our choice is motivated by the following fundamental result.

Theorem 2.1 [Levine and Morel 2007, Theorems 7.1.3 and 4.3.7]. The algebraic
cobordism �∗ is universal among oriented BM homology theories on Lcik. That is,
for any other oriented BM homology theory A∗ there exists a unique morphism

ϑA :�∗→ A∗

of oriented BM homology theories. Furthermore, its associated formal group law(
�∗(Spec k), F�

)
is isomorphic to the universal one defined on the Lazard ring

(L, F).

One consequence of this universality is that all the formulas obtained for �∗ can
be specialised to every other oriented BM homology theory A∗. In other words,
algebraic cobordism allows one to work with all theories at once. Since we will
only work with algebraic cobordism, in the remainder of the paper we will remove
the subscript � from the notation.

Let us conclude our general discussion by briefly mentioning the construction
of fundamental classes and some results which can be used to compute them. To
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every X ∈ Schk whose structural morphism πX is l.c.i. we associate its fundamental
class by setting 1X := π

∗

X (1). Notice that here 1 stands for the multiplicative unit
in A∗(Spec k). In the special case of the zero scheme of a bundle, the fundamental
class can be computed via the following lemma.

Lemma 2.2 [Levine and Morel 2007, Lemma 6.6.7]. Let E be a vector bundle of
rank e over X ∈ Schk. Suppose that E has a section s : X→ E such that the zero
scheme of s, i : Z→ X is a regularly embedded closed subscheme of codimension
e. Then we have

c̃e(E)= i∗ ◦ i∗.

In particular, if X is an l.c.i. scheme, we have

c̃e(E)(1X )= i∗(1Z ).

Finally, as it will play an important role in our computations, we would like to
make more explicit the case of the fundamental class of a nonreduced divisor. For
this we will require a bit of notation. For every integer n ≥ 2, let n ·FA u be the
formal multiplication by n, that is, the power series obtained by adding n times the
variable u using the formal group law FA. Since FA is a formal group law, one has

n ·FA u = u · F (n)A (u)(2-1)

for some degree 0 power series F (n)A (u) whose costant term is n. We are now able
to restate [Levine and Morel 2007, Proposition 7.2.2] for the particular case we
will need.

Lemma 2.3. Let W be a smooth scheme and D a smooth prime divisor of W . For
any integer n ≥ 2, let |E | be the closed subscheme associated to the divisor E = nD.
If L is the line bundle corresponding to D and ι : D→ |E | is the natural morphism,
then in A∗(|E |) we have

1|E | = ι∗
(
F (n)A (c̃A

1 (L |D))(1D)
)
,

where L |D is the restriction of L to D.

Segre class operators. In [Hudson and Matsumura 2019], in order to be able to
describe the pushforwards along projective bundles over a smooth scheme, we
generalised to algebraic cobordism the classical definition of Segre classes given
in [Fulton 1998]. As in this paper we deal with the resolutions of symplectic or
orthogonal degeneracy loci, it becomes necessary to extend such description to
the case of projective bundles over non-smooth schemes. Therefore, we will now
introduce Segre class operators for oriented BM homology theories, since these can
be defined for more general schemes.
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Following [Hudson et al. 2017, §4], we define the relative Segre operators in
terms of generating functions. Let X ∈ Schk.

Definition 2.4. Let x̃1, . . . , x̃e be Chern root operators of a vector bundle E over
X so that c̃(E; u)=

∏e
i=1(1+ x̃i u). We define

w̃(E; u)=
∞∑

s≥0

w̃−s(E)u−s
=

e∏
i=1

P(u−1, x̃i ),

where P(u, v) is defined by F(u, χ(v))= (u− v)P(u, v) (compare [Hudson and
Matsumura 2019, Lemma 4.1]). Since the right-hand side is symmetric in the x̃i ,
this definition of w̃−s(E) is independent of the choice of Chern root operators of E .
It should be noticed that w̃0(E) has constant term 1 and as a consequence w̃(E; u)
is an invertible power series in u−1. One can also define w̃(E − F; u) for a virtual
bundle [E − F], where E and F are vector bundles over X , by setting

w̃(E − F; u)=
∞∑

s≥0

w̃−s(E − F)u−s
=
w̃(E; u)
w̃(F; u)

.

Definition 2.5. Let E be a vector bundle of rank e over X and n a nonnegative
integer. Consider the dual projective bundle π : P∗(E ⊕ O⊕n

X )→ X where OX is
the trivial line bundle over X . For every integer m ≥−e− n+ 1, define the degree
m Segre class operator S̃m(E) of E by setting

S̃m(E)= π∗ ◦ c̃1(Q)m+e+n−1
◦π∗,(2-2)

where Q is the tautological quotient line bundle of P∗(E ⊕ O⊕n
X ). It is easy to

verify (see [Hudson and Matsumura 2019, Remark 4.4]) that this assignment is
independent of n. Finally, we set

S̃ (E; u) :=
∑
m∈Z

S̃m(E)um .

Proposition 2.6. Let E→ X be a vector bundle of rank e over X ∈ Schk. Then we
have the following equality of power series:

S̃ (E; u)=
P̃(u)

c̃(E;−u)w̃(E; u)
.

Here P̃(u) :=
∑
∞

i=0 [̃P
i ]u−i is the power series collecting the operators given by

external multiplication with the pushforwards classes of projective spaces [Pi
] :=

[Pi
→ Spec k] ∈ L−i .

Proof. Once one has translated in the language of operators the proof given in
[Hudson and Matsumura 2019, Theorem 4.6], the only thing left to check is that for
every trivial dual projective bundle (Pn

X )
∗ π
→ X the composition π∗ ◦π∗ coincides
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with external multiplication by [Pn
]. This can be verified directly at the level of

cobordism cycles by making use of the definitions of pushforward and pullback
morphisms and of the external product. �

Remark 2.7. It is worth mentioning that, provided one restricts to the case X ∈Smk,
Proposition 2.6 can be derived from the analogue of Quillen’s formula for algebraic
cobordism established in [Vishik 2007, Theorem 5.35]. The same formula can
be used to express the classes [Pi

] in terms of the generators of the Lazard ring
and, as a consequence, of the coefficients of the formal group law. On the other
hand, an easy computation shows that Quillen’s formula can be recovered from
Proposition 2.6, provided one knows the expression for the classes of projective
spaces. In this sense our approach allows us to extend the validity of Vishik’s result
from Smk to Schk.

In view of the last proposition, we are now able to extend to virtual bundles the
definition of Segre classes.

Definition 2.8. For vector bundles E and F over X , define the relative Segre class
operators S̃m(E − F) on �∗(X) as

(2-3) S̃ (E − F; u) :=
∑
m∈Z

S̃m(E − F)um
= P̃(u)

c̃(F;−u)w̃(F; u)
c̃(E;−u)w̃(E; u)

.

Remark 2.9. If the rank of F is f , then we have

S̃m(E − F)=
f∑

p=0

∞∑
q=0

(−1)p c̃p(F) ◦ w̃−q(F) ◦ S̃m−p+q(E).

Even if F itself is a virtual bundle, this equation holds by replacing f with∞.

We conclude this section by providing a description of relative Segre classes in
terms of pushforwards of Chern classes. This should be seen as an analogue of
[Hudson and Matsumura 2019, Theorem 4.9].

Theorem 2.10. Let X ∈ Schk and let E and F be two vector bundles over X ,
respectively of rank e and f . Let π : P∗(E)→ X be the dual projective bundle of
E and Q its universal quotient line bundle. As operators over �∗(X), we have

π∗ ◦ c̃1(Q)s ◦ c̃ f (Q⊗ F∨) ◦π∗ = S̃s+ f−e+1(E − F).(2-4)

In particular if X ∈ Lcik, then one has

π∗ ◦ c̃1(Q)s ◦ c̃ f (Q⊗ F∨)(1P∗(E))= S̃s+ f−e+1(E − F)(1X ).
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Proof. Let us begin by observing that an easy Chern roots computation analogue to
[Hudson and Matsumura 2019, formula (4.1)] gives us

c̃ f (Q⊗ F∨)=
f∑

p=0

∞∑
q=0

(−1)p c̃p(F) ◦ w̃−q(F) ◦ c̃1(Q) f−p+q .

Thus the left-hand side of (2-4) can be rewritten as

f∑
p=0

∞∑
q=0

(−1)p c̃p(F) ◦ w̃−q(F) ◦π∗ ◦ c̃1(Q)s+ f−p+q
◦π∗.(2-5)

By (2-2), we find that (2-5) equals to

f∑
p=0

∞∑
q=0

(−1)p c̃p(F) ◦ w̃−q(F) ◦ S̃s+ f−e+1−p+q(E),

which coincides with the right-hand side of (2-4) in view of Remark 2.9. The second
statement follows immediately by applying both sides of (2-4) to the fundamental
class 1X . �

Remark 2.11. If E is a line bundle, then one has π = idX and Q = E . As a
consequence we have

c̃1(Q)s ◦ c̃ f (Q⊗ F∨)(1X )= S̃ f−e+1+s(E − F)(1X ).

3. Symplectic degeneracy loci

For this section we fix a nonnegative integer k.

k-strict partitions and characteristic indices. A k-strict partition λ is a weakly
decreasing infinite sequence (λ1, λ2, . . . ) of nonnegative integers such that the
number of nonzero parts is finite, and if λi > k, then λi > λi+1. The length of λ is
the number of nonzero parts of λ. Let SPk be the set of all k-strict partitions. Let
SPk

r be the set of all k-strict partitions with the length at most r . If λ ∈ SPk
r , then

we often write λ = (λ1, . . . , λr ). Let SPk(n) be the set of all k-strict partitions
such that λ1 ≤ n+ k and the length of λ is at most n− k.

Let W∞ be the infinite hyperoctahedral group which can be identified with the
group of all signed permutations (permutations w of Z\{0} such that w(i) 6= i for
only finitely many i ∈ Z\{0}, and w(i)= w(ī) for all i where ī := −i). A signed
permutation w is determined by the sequence (w(1), w(2), . . . ) which we call one
line notation. An element w ∈W∞ is called k-Grassmannian if

0<w(1) < · · ·<w(k), w(k+ 1) < w(k+ 2) < · · · .

The set of all k-Grassmannian elements in W∞ is denoted by W (k)
∞ .
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Between W (k)
∞ and SPk , there is a bijection defined as follows. For eachw∈W (k)

∞ ,
the corresponding k-strict partition is given by

λi :=

{
w(k+ i) if w(k+ i) < 0,
#{ j ≤ k | w( j) > w(k+ i)} if w(k+ i) > 0.

For each λ ∈ SPk (with the corresponding w ∈W (k)
∞ ), we define its characteristic

index χ = (χ1, χ2, . . . ) by

(3-1) χi :=

{
−w(k+ i)− 1 if w(k+ i) < 0,
−w(k+ i) if w(k+ i) > 0.

Moreover, the following notations are necessary for our formulas of Grassman-
nian degeneracy loci in type C and B: for each λ ∈ SPk and the corresponding
characteristic index χ , define

C(λ) := {(i, j) | 1≤ i < j, χi +χ j ≥ 0},

γ j := ]{i | 1≤ i < j, χi +χ j ≥ 0} for each j > 0.

Symplectic degeneracy loci and the class κC
λ . Let E be a symplectic vector bundle

over a smooth scheme X of rank 2n, i.e., we are given a nowhere degenerating sec-
tion of

∧2 E . For a subbundle F of E , we denote by F⊥ the orthogonal complement
of F with respect to the symplectic form. Fix a reference flag F • of subbundles
of E ,

0= Fn
⊂ Fn−1

⊂ · · · ⊂ F1
⊂ F0

⊂ F−1
⊂ · · · ⊂ F−n

= E,

where rk F i
= n− i and (F i )⊥ = F−i for all i with −n ≤ i ≤ n. Let SGk(E)→ X

be the Grassmannian bundle over X consisting of pairs (x,Ux) where x ∈ X and
Ux is an n − k dimensional isotropic subspace of Ex . Let U be the tautological
bundle of SGk(E).

For each λ ∈ SPk(n) of length r , let XC
λ be the symplectic degeneracy locus in

SGk(E) defined by

XC
λ =

{
(x,Ux) ∈ SGk(E) | dim(Ux ∩ Fχi

x )≥ i, i = 1, . . . , r
}
,

where χ = (χ1, χ2, . . . ) is the characteristic index for λ.
Let Flr (U )→ SGk(E) be the r -step flag bundle of U where the fiber at (x,Ux)∈

SGk(E) consists of the flag (D•)x ={(D1)x ⊂ · · · ⊂ (Dr )x} of subspaces of Ux with
dim(Di )x = i . Let D1⊂ · · · ⊂ Dr be the flag of tautological bundles of Flr (U ). We
set D0 = 0. The bundle Flr (U ) can be constructed as a tower of projective bundles

(3-2) π : Flr (U )= P(U/Dr−1)
πr
−→ P(U/Dr−2)

πr−1
−→ · · ·

π3
−→ P(U/D1)

π2
−→ P(U )

π1
−→ SGk(E).
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The quotient line bundle D j/D j−1 is regarded as the tautological line bundle of
P(U/D j−1) and we set τ̃ j := c̃1((D j/D j−1)

∨).
We are now able to define the resolution of singularities of the degeneracy loci.

Definition 3.1. For each j = 1, . . . , r , we define a subvariety Y j of P(U/D j−1) by

Y j :=
{
(x,Ux , (D1)x , . . . , (D j )x) ∈ P(U/D j−1) | (Di )x ⊂ Fχi

x , i = 1, . . . , j
}
.

We set Y0 := SGk
r (U ) and Y C

λ := Yr . Let Pj−1 := π
−1
j (Y j−1), π ′j : Pj−1→ Y j−1

the projection and ι j : Y j → Pj−1 the obvious inclusion. Let $ j := π
′

j ◦ ι j . We
have the commutative diagram

P(U/D j−1) π j
// P(U/D j−2)

Pj−1
π ′j

//

OO

Y j−1

OO

Y j

ι j

OO

$ j

77

Definition 3.2. Let $ := $1 ◦ · · · ◦$r : Y C
λ → SGk(E). Define the class κC

λ ∈

�∗(SGk(E)) by
κC
λ = [Y

C
λ → SGk(E)] :=$∗(1Y C

λ
).

Remark 3.3. It is also known that Y C
λ is irreducible and has at worst rational

singularities. Furthermore Y C
λ is birational to XC

λ through the projection π (see
[Hudson et al. 2017], for example). Therefore in K -theory and Chow ring of
SGk(E) the class κC

λ coincides with the fundamental class of the degeneracy loci
XC
λ . Note that in a general oriented cohomology theory, the fundamental class of

XC
λ is not defined since XC

λ may not be an l.c.i. scheme.

Computing κC
λ . In this section, we establish an explicit formula of the class κC

λ in
�∗(SGk(E)) in terms of a power series in relative Segre classes. The key ingredients
for the computation are twofold: one is the formula that computes pushforwards
along each $ j and the other is so-called umbral calculus which is a computational
technique to combine the pushforwards along all the $ j .

We begin by the following lemma which was proved in [Hudson et al. 2017]
for CK∗. One can easily check that the proof works for an arbitrary oriented BM
homology and in particular for �∗.

Lemma 3.4. For each j = 1, . . . , r , the variety Y j is regularly embedded in Pj−1

and Pj−1 is regularly embedded in P(U/D j−1). Furthermore, in �∗(Pj−1), we
have

ι j∗(1Y j )= c̃λ j+n−k− j
(
(D j/D j−1)

∨
⊗ (D⊥γ j

/Fχ j )
)
(1Pj−1).
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Based on this lemma together with Theorem 2.10, we have the next pushforward
formula for $ j . For simplicity, let us introduce the following notation: for each
m ∈ Z and −n ≤ `≤ n, let

C̃ (`)
m := S̃m

(
U∨− (E/F`)∨

)
.

In �∗(SGk(E)), we set C
(`)
m := C̃

(`)
m (1SGk(E)).

Lemma 3.5. In �∗(Y j−1), we have

$ j∗ ◦ τ̃
s
j (1Y j )=

j−1∑
p=0

∞∑
q=0

(−1)p c̃p(D∨j−1− Dγ j ) ◦w−q(D∨j−1− Dγ j ) ◦ C̃
(χ j )

λ j+s−p+q(1Y j−1).

Proof. By Lemma 3.4, we have

$ j∗ ◦ τ̃
s
j (1Y j )= π

′

j∗ ◦ ι j∗ ◦ τ̃
s
j (1Y j )= π

′

j∗ ◦ τ̃
s
j ◦ ι j∗(1Y j )= π

′

j∗ ◦ τ̃
s
j ◦ α̃ j (1Pj−1),

where α̃ j := c̃λ j+n−k− j ((D j/D j−1)
∨
⊗ (D⊥γ j

/Fχ j )). By Theorem 2.10, we have

π ′j∗ ◦ τ̃
s
j ◦ α̃ j (1Pj−1)= S̃s+λ j

(
(U/D j−1)

∨
− (D⊥γ j

/Fχ j )∨
)
(1Y j−1)

= S̃s+λ j

(
U∨− (E/Fχ j )∨− (D j−1− D∨γ j

)∨
)
(1Y j−1),

where we have used D⊥γ j
= E − D∨γ j

. Now the claim follows from Remark 2.9. �

For the umbral calculus mentioned above, we need to establish some notation.
Let R = �∗(Grd(E)), viewed as a graded algebra over L, and let t1, . . . , tr be
indeterminates of degree 1. We use the multi-index notation t s

:= t s1
1 · · · t

sr
r for

s = (s1, . . . , sr ) ∈ Zr . A formal Laurent series f (t1, . . . , tr ) =
∑

s∈Zr ast s is ho-
mogeneous of degree m ∈ Z if as is zero unless as ∈ Rm−|s| with |s| =

∑r
i=1 si .

Let supp f = {s ∈ Zr
| as 6= 0}. For each m ∈ Z, define LR

m to be the space of
all formal Laurent series of homogeneous degree m such that there exists n ∈ Zr

for which n+ supp f is contained in the cone in Zr defined by s1 ≥ 0, s1+ s2 ≥

0, · · · , s1+ · · ·+ sr ≥ 0. Then LR
:=
⊕

m∈Z LR
m is a graded ring over R with the

obvious product. For each i = 1, . . . , r , let LR,i be the R-subring of LR consisting
of series that do not contain any negative powers of t1, . . . , ti−1. In particular,
LR,1

= LR . A series f (t1, . . . , tr ) is a power series if it doesn’t contain any
negative powers of t1, . . . , tr . Let R[[t1, . . . , tr ]]m denote the set of all power series
in t1, . . . , tr of degree m ∈ Z. We set R[[t1, . . . , tr ]]gr :=

⊕
m∈Z R[[t1, . . . , tr ]]m .

Definition 3.6. Define a graded R-module homomorphism φ1 :LR
→�∗(SGk(E))

as
φC

1 (t
s1
1 · · · t

sr
r )= C̃ (χ1)

s1
◦ · · · ◦ C̃ (χr )

sr
(1SGk(E)).
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Similarly, for each j = 2, . . . , d, define a graded R-module homomorphism φC
j :

LR, j
→�∗(Y j−1) by setting

φC
j (t

s1
1 · · · t

sr
r )= τ̃

s1
1 ◦ · · · ◦ τ̃

s j−1
j−1 ◦ C̃

(χ j )
s j ◦ · · · ◦ C̃ (χr )

sr
(1Y j−1).

Remark 3.7. By regarding �∗(SGk(E))=�dim SGk(E)−∗(SGk(E)), we have

φC
1 (t

s1
1 · · · t

sr
r )= C (χ1)

s1
· · ·C (χr )

sr
.

Using φC
j , we can restate Lemma 3.5 as follows.

Lemma 3.8. One has

$ j∗ ◦ τ̃
s
j (1Y j )= φ

C
j

(
tλ j+s

j

∏ j−1
i=1 (1− ti/t j )P(t j , ti )∏γ j
i=1(1− t̄i/t j )P(t j , t̄i )

)
.

Proof. Consider the functions of t1, . . . , t j−1 defined by the following generating
functions:

∞∑
p=0

Hλ
p (t1, . . . , t j−1)u p

:=
e(t1, . . . , t j−1; u)
e(t̄1, . . . , t̄γ j ; u)

=

∏ j−1
i=1 (1+ ti u)∏γ j
i=1(1+ t̄i u)

,

∞∑
q=0

W λ
−q(t1, . . . , t j−1)u−q

:=
w(t1, . . . , t j−1; u)
w(t̄1, . . . , t̄γ j ; u)

=

∏ j−1
i=1 P(u−1, ti )∏γ j
i=1 P(u−1, t̄i )

.

Then we have

Hλ
p (τ̃1, . . . , τ̃ j−1)= c̃p(D∨j−1− Dγ j ), W λ

−q(τ̃1, . . . , τ̃ j−1)= w̃−q(D∨j−1− Dγ j ).

Thus, by Lemma 3.5 and the definition of φC
j , we have

$ j∗ ◦ τ̃
s
j (1Y j )

= φC
j

( j−1∑
p=0

∞∑
q=0

(−1)p Hλ
p (t1, . . . , t j−1)W λ

−q(t1, . . . , t j−1)t
λ j+s−p+q
j

)

=φC
j

(
tλ j+s

j

( j−1∑
p=0

(−1)p Hλ
p (t1, . . . , t j−1)t

−p
j

)( ∞∑
q=0

W λ
−q(t1, . . . , t j−1)t

q
j

))
.

The claim follows from the definitions of Hλ
p and W λ

−q in terms of the generating
functions. �

Finally, we are able to prove the main theorem in the case of symplectic Grassmann
bundles.
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Theorem 3.9. For a strict partition λ ∈ SPk(n), the associated class κC
λ is given

by

κC
λ =

∑
s=(s1,...,sr )∈Zr

f λs C
(χ1)
s1+λ1
· · ·C

(χr )
sr+λr

,

where f λs ∈ L are the coefficients of the Laurent series

(3-3)

∏
1≤i< j≤r (1− ti/t j )P(t j , ti )∏
(i, j)∈C(λ)(1− t̄i/t j )P(t j , t̄i )

=

∑
s=(s1,...,sr )∈Zr

f λs · t
s1
1 · · · t

sr
r

as an element of LL.

Proof. By Definition 3.2, it follows from successive applications of Lemma 3.8
(compare [Hudson et al. 2017]) that

κC
λ = φ

C
1

(
tλ1
1 · · · t

λr
r

∏
1≤i< j≤r (1− ti/t j )P(t j , ti )∏
(i, j)∈C(λ)(1− t̄i/t j )P(t j , t̄i )

)
.

Then, in view of the definition of the coefficients fs, it suffices to apply φC
1 to obtain

the claim. �

4. Odd orthogonal degeneracy loci

For this section we fix a nonnegative integer k.

Orthogonal degeneracy loci. Consider the vector bundle E of rank 2n + 1 over
X with a symmetric non-degenerate bilinear form 〈 , 〉 : E ⊗ E→ OX where OX

is the trivial line bundle over X . Let ξ : OGk(E)→ X be the Grassmann bundle
consisting of pairs (x,Ux) where x ∈ X and Ux is an n− k dimensional isotropic
subspace of Ex . Note that the bilinear form 〈 , 〉 on E induces an isomorphism
F⊥/F⊗F⊥/F ∼= OX for any maximal isotropic subbundle F of E where F⊥ is the
orthogonal complement of F with respect to 〈 , 〉. This implies that c1(F⊥/F)= 0
in �∗(X)⊗Z Z[1/2].

Fix a reference flag

0= Fn
⊂ Fn−1

⊂ · · · ⊂ F1
⊂ F0

⊂ (F0)⊥ ⊂ F−1
⊂ · · · ⊂ F−n

= E,

such that rk F i
= n−i for i ≥ 0 and (F i )⊥= F−i for all i ≥ 1. For each λ∈SPk(n)

of length r , we define the associated degeneracy loci X B
λ in OGk(E) is defined by

X B
λ =

{
(x,Ux) ∈ OGk(E) | dim(Ux ∩ Fχi )≥ i, i = 1, . . . , r

}
,

where χ is the characteristic index associated to λ.
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Quadric bundle. The bundle OGn−1(E) is also known as the quadric bundle and
we denote it by Q(E). In this section, we do not assume that X is smooth as
long as it is regularly embedded in a quasi-projective smooth variety. Let S be the
tautological line bundle of Q(E). In this particular case the Schubert varieties of
Q(E) are indexed by a single integer λ1 and can be explicitly described as follows:

(4-1) X B
λ1
=

{
Q(E)∩P(Fλ1−n) (0≤ λ1 < n),
P(Fλ1−n) (n ≤ λ1 < 2n).

It is worth noting that λ1 represents the codimension of X B
λ1

in Q(E).

Lemma 4.1. The fundamental class of the subvariety X B
λ1

in �∗(Q(E)) for λ1 < n
is given by

(4-2) [X B
λ1
→ Q(E)] = c̃λ1(S

∨
⊗ E/Fλ1−n)(1Q(E)).

Moreover the fundamental class of X B
λ1

in�∗(Q(E)) for λ1≥ n satisfies the identity

(4-3) F (2)
(
c̃1(S∨⊗ (F0)⊥/F0)

)(
[X B

λ1
→ Q(E)]

)
= c̃λ1

(
S∨⊗ (E/(F0)⊥⊕ F0/Fλ1−n)

)(
1Q(E)

)
,

where F (2) is a special case of the power series defined in (2-1).

Proof. The formula (4-2) follows from Lemma 2.2. For (4-3), first we show the case
for λ1 = n, by computing the class [X B

n → Q(E)] in �∗(Q(E)) in two different
ways. The variety X B

n is a divisor in P((F0)⊥), corresponding to the line bundle
S∨⊗ (F0)⊥/F0. Moreover, the scheme theoretic intersection Q(E)∩P((F0)⊥)

defines the Weil divisor 2X B
n on P((F0)⊥) and in view of Lemma 2.3 we have

1Q(E)∩P((F0)⊥) = ι∗
(
F (2)(c̃1(S∨⊗ (F0)⊥/F0))(1X B

n
)
)
,

where ι : X B
n → Q(E) ∩ P((F0)⊥) is the obvious inclusion. Thus, by pushing

forward this identity to Q(E), we obtain the following identity in �∗(Q(E)):

[Q(E)∩P((F0)⊥)→ Q(E)] = F (2)
(
c̃1(S∨⊗ (F0)⊥/F0)

)(
[X B

n → Q(E)]
)
.

On the other hand, Lemma 2.2 implies that

[Q(E)∩P((F0)⊥)→ Q(E)] = c̃n
(
S∨⊗ E/(F0)⊥

)
(1Q(E)).

This proves (4-3) for λ1 = n.
If λ1 > n, again by Lemma 2.2 we have [X B

λ1
→ X B

n ] = c̃i (S∨⊗ F0/F i )(1X B
n
)

in �∗(X B
n ). Thus we have

F (2)
(
c̃1(S∨⊗ (F0)⊥/F0)

)
=
(
[X B

λ1
→ X B

n ]
)

= F (2)
(
c̃1(S∨⊗ (F0)⊥/F0)

)
◦ c̃i (S∨⊗ F0/F i )(1X B

n
).
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By pushing it forward to �∗(Q(E)) and applying (4-3) for λ1 = n, we obtain

F (2)
(
c̃1(S∨⊗ (F0)⊥/F0)

)(
[X B

λ1
→ Q(E)]

)
= c̃n

(
S∨⊗ E/(F0)⊥

)
◦ c̃λ1−n(S∨⊗ F0/Fλ1−n)(1Q(E))

= c̃λ1

(
S∨⊗ (E/(F0)⊥⊕ F0/F i )

)
(1Q(E)).

This proves (4-3) for λ1 > n. �

As mentioned above, we have c̃1((F0)⊥/F0)= 0 in �∗(Q(E))⊗Z Z[1/2] so that
c̃1(S∨⊗ (F0)⊥/F0)= c̃1(S∨). Therefore we have

F (2)
(
c̃1(S∨⊗ (F0)⊥/F0)

)
= F (2)

(
c̃1(S∨)

)
.

Notice that, since it is homogeneous of degree 0 with constant term 2, the series
F (2)(u) is invertible in L⊗Z Z[1/2]. Thus we have the following corollary.

Corollary 4.2. In �∗(Q(E))⊗Z Z[1/2], we have

[X B
λ1
→ Q(E)] =


c̃λ1(S

∨
⊗ E/Fλ1−n)(1Q(E)) (0≤ λ1 < n),

1
F (2)

(
c̃1(S∨)

) ◦ c̃λ1(S
∨
⊗ E/Fλ1−n)(1Q(E)) (n ≤ λ1 < 2n).

Remark 4.3. As mentioned in Remark 2.11, we have

[X B
λ1
→Q(E)]=


S̃λ1

(
S∨− (E/Fλ1−n)∨

)
(1Q(E)) (0≤ λ1 < n),

1
F (2)

(
c1(S∨)

)S̃λ1

(
S∨− (E/Fλ1−n)∨

)
(1Q(E)) (n ≤ λ1 ≤ 2n).

Resolution of singularities and the class κ B
λ . Consider the r -step flag bundle π :

Flr (U )→OGk(E) as before. We let D1⊂ · · · ⊂ Dr be the tautological flag. Recall
that Flr (U ) can be constructed as the tower of projective bundles

(4-4) π : Flr (U )= P(U/Dr−1)
πr
→ · · ·

π3
→ P(U/D1)

π2
→ P(U )

π1
→ OGk(E)

We regard D j/D j−1 as the tautological line bundle of P(U/D j−1) where we let
D0 = 0. For each j = 1, . . . , r , let τ̃ j := c̃1((D j/D j−1)

∨) be the first Chern class
operator of (D j/D j−1)

∨ on �∗(P(U/D j−1)).

Definition 4.4. Let λ ∈ SPk(n) be of length r . For each j = 1, . . . , r , we define a
subvariety Y j of P(U/D j−1) by setting

Y j :=
{
(x,Ux , (D1)x , . . . , (D j )x) ∈ P(U/D j−1) | (Di )x ⊂ Fχi

x , i = 1, . . . , j
}
.

We set Y0 := SGk
r (U ) and Y B

λ := Yr . Let Pj−1 := π
−1
j (Y j−1), π ′j : Pj−1→ Y j−1

the projection and ι j : Y j → Pj−1 the obvious inclusion. Let $ j := π
′

j ◦ ι j . We
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have the commutative diagram

P(U/D j−1) π j
// P(U/D j−2)

Pj−1
π ′j

//

OO

Y j−1

OO

Y j

ι j

OO

$ j

77

As in the symplectic case we set $ :=$1 ◦ · · · ◦$r : Y B
λ → OGk(E) and define

κ B
λ :=$∗(1Y B

λ
).

Computing κ B
λ . The following lemma is known from [Hudson et al. 2017], where

the computation of the fundamental class of Y j in Pj−1 is done in connective
K -theory CK∗. However, the proof is valid in an arbitrary oriented BM homology
and in particular in �∗.

Lemma 4.5. For each j = 1, . . . , r , the variety Y j is regularly embedded in Pj−1

and Pj−1 is regularly embedded in P(U/D j−1), in particular they both belong to
Lcik. Moreover we have

ι j∗(1Y j )= α̃ j (1Pj−1)

in �∗(Pj−1), where

α̃ j =


c̃λ j+n−k− j

(
(D j/D j−1)

∨
⊗ (D⊥γ j

/Fχ j )
)

(−n ≤ χ j < 0),

1
F (2)(c1((D j/D j−1)∨))

c̃λ j+n−k− j
(
(D j/D j−1)

∨
⊗ (D⊥γ j

/Fχ j )
)
(0≤ χ j < n).

Definition 4.6. Let −n ≤ ` < n. For each m ∈ Z, we define the operators B̃
(`)
m for

�∗(OGk(E))⊗Z Z[1/2] by means of the following generating function

∑
m∈Z

B̃(`)
m um

=

{
S̃
(
U∨− (E/F`)∨; u

)
(−n ≤ ` < 0),

1
F (2)(u−1)

S̃
(
U∨− (E/F`)∨; u

)
(0≤ ` < n).

If 1
F (2)(u−1)

=
∑

s≥0 fsu−s with fs ∈ L⊗Z Z[1/2], then we have

B̃(`)
m =

∑
s≥0

fsS̃m+s
(
U∨− (E/F`)∨

)
(0≤ ` < n).

Remark 4.7. If λ= (λ1) ∈ SPk(n), we have κ B
λ =B

(χ1)
λ1

.
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Lemma 4.8. For each s ≥ 0, we have

$ j∗ ◦ τ̃
s
j (1Y j )

=

∞∑
p=0

∞∑
q=0

(−1)p c̃p(D∨j−1− Dγ j ) ◦ w̃−q(D∨j−1− Dγ j ) ◦ B̃
(χ j )

λ j+s−p+q(1Y j−1).

Proof. By Lemma 4.5, we have

(4-5) $ j∗◦ τ̃
s
j (1Y j )=π

′

j∗◦ι j∗◦ τ̃
s
j (1Y j )=π

′

j∗◦ τ̃
s
j ◦ι j∗(1Y j )=π

′

j∗◦ τ̃
s
j ◦α̃ j (1Pj−1).

Suppose that χ j < 0. By Theorem 2.10, the right-hand side of (4-5) equals

S̃λ j+s
(
(U/D j−1−D⊥γ j

/Fχ j )∨
)
(1Y j−1)= S̃λ j+s

(
(U−E/Fχ j−D j−1+D∨γ j

)∨
)
(1Y j−1),

where D⊥γ j
= E − D∨γ j

. Then the claim follows from Remark 2.9. Similarly, if
0≤ χ j , Theorem 2.10 implies that the right-hand side of (4-5) equals

∞∑
s′=0

fs′S̃λ j+s+s′
(
(U/D j−1)

∨
− (D⊥γ j

/Fχ j )∨
)
(1Y j−1),

where we set F (2)(u−1)−1
=
∑

s′≥0 fs′u−s′ with fs′ ∈ L⊗Z [1/2] as above. Again,
we use the identity D⊥γ j

= E−D∨γ j
and then the claim follows from Remark 2.9. �

Set R :=�∗(OGk(E))⊗Z Z[1/2] and let LR be the ring of formal Laurent series
with indeterminates t1, . . . , tr defined in the previous section.

Definition 4.9. Define a graded R-module homomorphism

φB
1 : L

R
⊗Z Z[1/2] →�∗(OGk(E))⊗Z Z[1/2]

by

φB
1 (t

s1
1 · · · t

sr
r )= S̃s1

(
U∨− (E/Fχ1)∨

)
◦ · · · ◦ S̃sr

(
U∨− (E/Fχr )∨

)
(1OGk(E)).

Similarly, for each j = 2, . . . , r , define a graded R-module homomorphism

φB
j : L

R, j
⊗Z Z[1/2] →�∗(Y j−1)⊗Z Z[1/2]

by

φB
j (t

s1
1 · · · t

sr
r )

= τ̃
s1
1 ◦ · · · ◦ τ̃

s j
j−1 ◦ S̃s j

(
U∨− (E/Fχ j )∨

)
◦ · · · ◦ S̃sr

(
U∨− (E/Fχr )∨

)
(1Y j−1).

Remark 4.10. Note that φB
j replaces tm

i
F (2)(ti )

by B̃
(χi )
m (1Y j−1) for each i such that

j ≤ i ≤ r and χi ≥ 0, and m ∈ Z.

As with Lemma 3.8, by making use of Lemma 4.8 we can prove the following
lemma.
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Lemma 4.11. We have

$ j∗ ◦ τ̃
s
j (1Y j )=


φB

j

(
tλ j+s

j

∏ j−1
i=1 (1− ti/t j )P(t j , ti )∏γ j
i=1(1− t̄i/t j )P(t j , t̄i )

)
(χ j < 0),

φB
j

( tλ j+s
j

F (2)(t j )

∏ j−1
i=1 (1− ti/t j )P(t j , ti )∏γ j
i=1(1− t̄i/t j )P(t j , t̄i )

)
(0≤ χ j ),

for all s ≥ 0.

A repeated application of Lemma 4.11 to the definition of κ B
λ , together with

Remark 4.10, allows us to obtain the main theorem for odd orthogonal Grass-
mannians.

Theorem 4.12. We have

κ B
λ =

∑
s=(s1,...,sr )∈Zr

f λs B
(χ1)
λ1+s1
· · ·B

(χr )
λr+sr

,

where the f λs ∈ L are the coefficients of the Laurent series

(4-6)

∏
1≤i< j≤r (1− ti/t j )P(t j , ti )∏
(i, j)∈C(λ)(1− t̄i/t j )P(t j , t̄i )

=

∑
s=(s1,...,sr )∈Zr

f λs · t
s1
1 · · · t

sr
r

viewed as an element of LL.

Acknowledgements

Both authors would like to thank the anonymous referee, whose helpful comments
improved the overall presentation of this work. The early stages of this research
were conducted while the first author was affiliated to KAIST, where he was
supported by the National Research Foundation of Korea(NRF) grant funded by
the Korea government(MSIP)(ASARC, NRF-2007-0056093). This research was
then completed within the framework of the research training group GRK 2240:
Algebro-Geometric Methods in Algebra, Arithmetic and Topology, funded by the
DFG. The second author is supported by Grant-in-Aid for Young Scientists (B)
16K17584.

References

[Anderson 2019] D. Anderson, “K-theoretic Chern class formulas for vexillary degeneracy loci”, Adv.
Math. 350 (2019), 440–485.

[Anderson and Fulton 2012] D. Anderson and W. Fulton, “Degeneracy Loci, Pfaffians, and vexillary
signed permutations in types B, C, and D”, preprint, 2012. arXiv

[Anderson and Fulton 2018] D. Anderson and W. Fulton, “Chern class formulas for classical-type
degeneracy loci”, Compos. Math. 154:8 (2018), 1746–1774. MR Zbl

http://dx.doi.org/10.1016/j.aim.2019.04.049
http://msp.org/idx/arx/1210.2066
http://dx.doi.org/10.1112/s0010437x18007224
http://dx.doi.org/10.1112/s0010437x18007224
http://msp.org/idx/mr/3830551
http://msp.org/idx/zbl/06944060


PFAFFIAN FORMULAS FOR ALGEBRAIC COBORDISM 117

[Buch et al. 2017] A. S. Buch, A. Kresch, and H. Tamvakis, “A Giambelli formula for isotropic
Grassmannians”, Selecta Math. (N.S.) 23:2 (2017), 869–914. MR Zbl

[Fulton 1998] W. Fulton, Intersection theory, 2nd ed., Ergebnisse der Mathematik und ihrer Grenzge-
biete. 3 2, Springer, 1998. MR Zbl

[Hornbostel and Kiritchenko 2011] J. Hornbostel and V. Kiritchenko, “Schubert calculus for algebraic
cobordism”, J. Reine Angew. Math. 656 (2011), 59–85. MR Zbl

[Hornbostel and Perrin 2018] J. Hornbostel and N. Perrin, “Smooth Schubert varieties and generalized
Schubert polynomials in algebraic cobordism of Grassmannians”, Pacific J. Math. 294:2 (2018),
401–422. MR Zbl

[Hudson and Matsumura 2018] T. Hudson and T. Matsumura, “Kempf–Laksov Schubert classes for
even infinitesimal cohomology theories”, pp. 127–151 in Schubert varieties, equivariant cohomology
and characteristic classes—IMPANGA 15, edited by J. Buczyński et al., Eur. Math. Soc., Zürich,
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A COMPACTNESS THEOREM ON
BRANSON’S Q-CURVATURE EQUATION

GANG LI

Let (M, g) be a closed Riemannian manifold of dimension 5≤ n≤ 7. Assume
that (M, g) is not conformally equivalent to the round sphere. If the scalar
curvature Rg is greater than or equal to 0 and the Q-curvature Qg is greater
than or equal to 0 on M with Qg( p) > 0 for some point p ∈ M, we prove
that the set of metrics in the conformal class of g with prescribed constant
positive Q-curvature is compact in C4,α for any 0< α < 1.

1. Introduction

On a manifold (Mn, g) of dimension n ≥ 5, the Q-curvature of [1985] is defined by

Qg =−
2

(n− 2)2
|Ricg|

2
+

n3
− 4n2

+ 16n− 16
8(n− 1)2(n− 2)2

R2
g −

1
2(n− 1)

1g Rg,

where Ricg is the Ricci curvature of g, Rg is the scalar curvature of g and 1g is the
Laplacian operator with negative eigenvalues. The Paneitz operator [1983], which
is the linear operator in the conformal transformation formula of the Q-curvature,
is defined as

(1-1) Pg =1
2
g − divg(an Rgg− bnRicg)∇g +

n− 4
2

Qg,

with

an =
(n− 2)2+ 4

2(n− 1)(n− 2)
and bn =

4
n− 2

.

In fact, under the conformal change g̃ = u4/(n−4)g, the transformation formula of
the Q-curvature is given by

Pgu =
n− 4

2
Q g̃u

n+4
n−4 .

Research partially supported by China Postdoctoral Science Foundation Grant 2014M550540 and the
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In comparison, for n ≥ 3 the change of scalar curvature under the conformal change
g̃ = u4/(n−2)g satisfies

Lgu ≡−
4(n− 1)
(n− 2)

)1gu+ Rgu = Rg̃ u
n+2
n−2 .

Let (Mn, g) be a closed Riemannian manifold of dimension n ≥ 5. For existence
of solutions u to the prescribed constant positive Q-curvature equation

(1-2) Pgu =
n− 4

2
Qu

n+4
n−4 ,

with Q = 1
8 n(n2

−4), one may refer to [Esposito and Robert 2002; Qing and Raske
2006b; Hebey and Robert 2004; Gursky and Malchiodi 2015; Hang and Yang
2016a; 2016b; Gursky et al. 2016]. Recently, based on a version of maximum
principle, Gursky and Malchiodi proved the following:

Theorem 1.1 [Gursky and Malchiodi 2015]. For a closed Riemannian manifold
(Mn, g) of dimension n ≥ 5, if Rg ≥ 0 and Qg ≥ 0 on M with Qg not identically
zero, then there is a conformal metric h = u4/(n−4)g with positive scalar curvature
and constant Q-curvature Qh = Q.

Moreover, they showed positivity of the Green’s function of the Paneitz operator.
Also, for n = 5, 6, 7, they proved a version of the positive mass theorem (see
Theorem 2.1), which is important in proving compactness of the set of positive
solutions to the prescribed constant Q-curvature problem in C4,α(M)with 0<α<1.
Note that when the pointwise condition in Theorem 1.1 is replaced by the require-
ment that the Yamabe constant Y (M, [g]) be greater than 0 and Qg ≥ 0, existence
of solutions to (1-2) is proved in [Hang and Yang 2016b].

For compactness results of solutions to the prescribed constant Q-curvature
equation under different conditions; see [Djadli et al. 2000; Hebey and Robert 2004;
Humbert and Raulot 2009; Qing and Raske 2006a]. Djadli, Hebey and Ledoux
[2000] studied the optimal Sobolev constant in the embedding W 2,2 ↪→ L2n/(n−4)

when Pg has constant coefficients when g is an Einstein metric and also when
Pg is replaced by a more general Paneitz-type operator. With some additional
assumptions, they studied compactness of solutions to the related equations with
W 2,2 bound and obtained existence of positive solutions for the corresponding
equations. Under the assumption that the Paneitz operator is of strong positive type,
Hebey and Robert [2004] considered compactness of positive solutions to (1-2)
with W 2,2 bound in locally conformally flat manifolds with positive scalar curvature.
They showed that under these conditions, when the Green’s function of Pg satisfies a
positive mass theorem, the compactness of solutions to (1-2) holds. Later, Humbert
and Raulot [2009] showed that the positive mass theorem holds automatically under
the assumption in [Hebey and Robert 2004]. Qing and Raske [2006a], with the
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use of the developing map and moving plane method, they showed an L∞ bound
of solutions to (1-2), for locally conformally flat manifolds with positive scalar
curvature and an upper bound of the so-called Poincaré exponent (see [Chang et al.
2004]).

In this article we want to study compactness of solutions to (1-2) under the
hypotheses in Theorem 1.1, following Schoen’s outline of the proof of compactness
of solutions to the prescribed scalar curvature problem. It is known that nonunique-
ness of solutions to the prescribed scalar curvature problem (the Yamabe problem)
could happen when the Yamabe constant of (M, g) is positive ([Schoen 1989;
Pollack 1993]). In the conformal class of the round sphere metric, the solutions
to the Yamabe problem are not uniformly bounded. Compactness of solutions
to the Yamabe problem with positive Yamabe constant are well studied when g
is not conformally equivalent to the round sphere metric. Following Schoen’s
original outline, one has the compactness of the solutions when (Mn, g) is locally
conformally flat, or when n ≤ 24 and the positive mass theorem holds on (M, g);
see [Schoen 1991; Schoen and Zhang 1996; Li and Zhu 1999; Druet 2004; Chen
and Lin 1998; Li and Zhang 2005; 2007; Marques 2005; Khuri et al. 2009]. It is
interesting that when n ≥ 25, there are conformal classes (which are not the round
sphere metrics) with infinitely many solutions to the Yamabe problem which are not
uniformly bounded; see [Brendle 2008; Brendle and Marques 2009]. In comparison,
Wei and Zhao [2013] showed noncompactness of solutions to the positive constant
Q-curvature equations for n ≥ 25 in some conformal class different from that of the
round sphere. For the compactness argument for the Nirenberg problem for a more
general type conformal equation on the round sphere, see [Jin et al. 2017]. More
precisely, we follow the approach in [Li and Zhu 1999] and [Marques 2005] for
compactness of the set of solutions to the prescribed constant Q-curvature problem
in dimension 5≤ n ≤ 7 under the hypotheses of Theorem 1.1.

Our main theorem is the following:

Theorem 1.2. Let (Mn, g) be a closed Riemannian manifold of dimension 5≤n≤7
with Rg ≥ 0, and also Qg ≥ 0 with Qg(p) > 0 for some point p ∈ M. Assume that
(M, g) is not conformally equivalent to the round sphere. Then there exists C > 0
depending on M and g such that for any positive solution u to (1-2), we have that

C−1
≤ u ≤ C,

and for any 0< α < 1, there exists C ′ > 0 depending on M, g, and α such that

‖u‖C4,α ≤ C ′.

We use a contradiction argument based on local information derived from a
Pohozaev type identity for constant Q-curvature metrics and global information



122 GANG LI

derived from the positive mass theorem of Gursky and Malchiodi [2015] (see
Theorem 2.1). In comparison, for compactness of the Yamabe problem, the appli-
cation of the positive mass theorem by Schoen and Yau [1979] (see also [Eichmair
2013; Eichmair et al. 2016; Witten 1981]) is crucial.

We extend the maximum principle in [Gursky and Malchiodi 2015] to manifolds
with boundary under a Dirichlet-type condition and a scalar curvature condition
restricted on the boundary; see Lemma 3.2. It turns out to be very useful and
performs a role of a comparison theorem in the proof of the lower bound of the
solutions away from the isolated blowup points (see Theorem 3.3) and in estimating
upper bounds of solutions near blowup points (see Lemma 5.4). The Green’s
function is used as a comparison function in the uniform lower bound estimate
Theorem 3.3. Note that Theorem 3.3 is important in the proof of the remark
on page 138, Proposition 5.3 and Proposition 6.1. Since the main term of order
O(d−n

g ) vanishes in Pgd4−n
g , there is no comparison function to give the upper

bound estimate in Proposition 5.3 directly. For that, the upper bound estimates of a
sequence of blowup solutions near isolated simple blowup points are decomposed
to a series of lemmas, following the approach in [Li and Zhu 1999] and in [Marques
2005]; see Section 5. We are able to prove a Harnack type inequality near the
isolated blowup points for 5 ≤ n ≤ 9; see Lemma 5.1. Besides the prescribed
Q-curvature equation, nonnegativity of the scalar curvature is also important in the
analysis of the blowing-up argument. With the aid of the Pohozaev type identity,
we get a nice expansion of the limit of the blowing-up sequence near the blowup
point, see Proposition 5.9, and using this we then show that in dimension 5≤ n ≤ 7,
each isolated blowup point is in fact an isolated simple blowup point. For the
proof of Proposition 5.9, as in [Marques 2005], we need to estimate the speed
of convergence of the rescaled functions to the limit, and for that, in Lemma 5.7
we need to classify bounded solutions to a linear fourth order elliptic equation
on the Euclidean space which vanish uniformly at infinity, for 5 ≤ n ≤ 7. The
main difficulty for the classification problem in the Euclidean space is that the
fourth order linear equation lacks the maximum principle, which is overcome by a
combination of a comparison theorem for an initial value problem of ODEs, Kelvin
transformation and an energy estimate; see Appendix B. After that, the proof of
Theorem 1.2 is more or less standard, except that for the fourth order equation,
more is involved for the blowing-up limit in ruling out the bubble accumulations;
see Proposition 7.3. The Pohozaev type identity and the positive mass theorem
in [Gursky and Malchiodi 2015] finally derive a contradiction on the sign of the
constant term of the expansion of the singular limit function at the singular point in
the proof of the main theorem. In Appendix A, we analyze the singular solutions to
a linear fourth order elliptic equation near an isolated singular point, which is needed
in Lemma 5.5 when finding the upper bound estimates of the solutions near the
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isolated simple blowup points. It is interesting to point out that in comparison with
the proof of compactness of solutions to the Yamabe problem, here for compactness
of positive constant Q-curvature metrics, no argument on vanishing of the Weyl
tensor is needed for dimension 5≤ n ≤ 7.

For n ≥ 8, the Weyl tensor and its covariant derivatives are involved in the
expansion of the Green’s function and a vanishing argument of the Weyl tensor at
the blowup points is needed (for instance, in Corollary 5.8 and Proposition 5.9),
and yet a positive mass theorem for the Paneitz operator for cases which are not
locally conformally flat in these dimensions is lacking. In this paper, for technical
reasons, the Harnack inequality in Lemma 5.1 is only proved for n ≤ 9, the decay at
infinity of the limit function w(x) in Lemma 5.7 is only proved for n ≤ 8 due to the
estimate (5-46), and the classification theorem (Corollary B.5) of solutions to the
linear problem in Appendix B is given for n ≤ 8. But we believe that Lemma 5.1
and Corollary B.5 can be extended to high dimensions with some more discussion.

Remark. Let Y (M, [g]) be the Yamabe constant of (M, g) so that

Y (M, [g])= inf
u∈C∞(M), u>0

∫
M

4(n−1)
n−2 |∇u|2+ Rgu2 dVg(∫

M u2n/(n−2) dVg
)(n−2)/n .

Also, for α = 4
n−4 define

Y ∗4 (M, [g])= inf
u∈C∞(M), u>0,Ruαg>0

∫
M u Pgu dVg

‖u‖2L2n/(n−4)(M,g)

.

From [Gursky et al. 2016], the following three statements are equivalent for dimen-
sion n ≥ 6:

(1) Y (Mn, [g]) > 0, Pg > 0.

(2) Y (M, [g]) > 0, Y ∗4 (M, [g]) > 0.

(3) There exists a metric g1 ∈ [g] such that Rg1 > 0 and Qg1 > 0 on M.

As a corollary of Theorem 1.2, compactness of solutions to (1-2) holds for these
conformal classes different from that of the round sphere for dimension n = 6, 7.

Remark. Recently, Li and Xiong [2019] proved compactness of prescribed constant
Q metrics in a more general setting independently, by using the integration method
developed from [Jin et al. 2017]. We follow the classical approach of [Li and Zhu
1999] and [Marques 2005].

To end the introduction, we introduce the definition of isolated blowup points
and isolated simple blowup points.

Definition 1.3. Let gj be a sequence of Riemannian metrics on a domain �⊆ M
with a uniform lower bound of injectivity radius δ > 0. Let {u j }j be a sequence
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of positive solutions to (1-2) under the background metrics gj in �. We call
a point x̄ ∈ � an isolated blowup point of {u j } if there exist C > 0, 0 < δ <

min
{
δ
2 , distgj (x̄, ∂�)

}
and x j → x̄ as a local maximum of u j with u j (x j )→∞

satisfying

(1-3) Bgj
δ (x̄), Bgj

δ (x j )⊆�;

(1-4) (Bgj
δ (x j ), x j , gj )→ (Bg

δ (x̄), x̄, g) in Ck,α in the pointed Cheeger–Gromov
sense, for k > 0 large and 0< α < 1 and a smooth Riemannian metric g;

(1-5) u j (x)≤ Cdgj (x, x j )
(4−n)/2 for dgj (x, x j )≤ δ,

where Bgj
δ is the δ-geodesic ball with respect to the metric gj , and dgj (x, x j ) is the

geodesic distance between x and x j with respect to the metric gj .

In this paper, the sequence of metrics {gj }j in the definition of the isolated blowup
points are either a fixed metric on M, or the rescaled metrics {Tj g}j of g with a
sequence of numbers Tj →∞, which converge to the flat metric as j→∞. Both
these two cases satisfy the condition (1-4). For an isolated blowup point x j → x̄
of u j , we define

ū j (r)=
1

|∂Bgj
r (x j )|

∫
∂B

gj
r (x j )

u j dsgj , 0< r < δ,

and

(1-6) û j (r)= r
n−4

2 ū j (r), 0< r < δ,

with Bgj
r (x j ) that r -geodesic ball centered at x j , dsgj the area element and |∂Bgj

r (x j )|

the volume of ∂Bgj
r (x j ).

Definition 1.4. We call x̄ an isolated simple blowup point if it is an isolated blowup
point and there exists 0< δ1 < δ independent of j such that û j has precisely one
critical point in (0, δ1), for j large.

2. The Green’s representation

In this section, we assume that (Mn, g) is a closed Riemannian manifold of di-
mension n ≥ 5 with Rg ≥ 0, and also Qg ≥ 0 with Qg(p) > 0 for some point
p ∈ M.

Theorem 2.1 [Gursky and Malchiodi 2015]. For a closed Riemannian manifold
(Mn, g) of dimension n ≥ 5, if Rg ≥ 0, Qg ≥ 0 on M and also Qg(p) > 0 for some
point p ∈ M, then:

• The scalar curvature Rg is greater than 0 in M.

• The Paneitz operator Pg is in fact positive and the Green’s function G of Pg is
positive where G : M ×M − {(q, q), q ∈ M} → R. Also, if u ∈ C4(M) and
Pgu ≥ 0 on M, then either u ≡ 0 or u > 0 on M.
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• For any metric g1 in the conformal class of g, if Qg1 ≥ 0, then Rg1 > 0.

• For any distinct points q1, q2 ∈ M,

(2-1) G(q1, q2)= G(q2, q1)= cndg(q1, q2)
4−n(1+ f (q1, q2)),

with cn =
1

(n−2)(n−4)ωn−1
, ωn−1 = |Sn−1

|, and dg(q1, q2) the distance between
q1 and q2. Here f is bounded and f → 0 as dg(q1, q2)→ 0 and

(2-2) |∇
j f | ≤ C j dg(q1, q2)

1− j

for 1≤ j ≤ 4.

• (positive mass theorem) For 5≤ n ≤ 7, or when (M, g) is locally conformally
flat with dimension n ≥ 5, for any point q1 ∈ M, let x = (x1, . . . , xn) be the
conformal normal coordinates constructed in [Lee and Parker 1987 ] centered
at q1 and h be the corresponding conformal metric. For q2 close to q1, the
Green’s function Gh(q2, q1) of the Paneitz operator Ph has the expansion

Gh(q2, q1)= cndh(q2, q1)
4−n
+α+ f (q2)

with a constant α ≥ 0 and f satisfying (2-2) and f (q2)→ 0 as q2 → q1;
moreover, α = 0 if and only if (Mn, g) is conformally equivalent to the round
sphere.

Let u ∈ C4,α(M) be a solution to the equation

Pgu = f ≥ 0.

Then we have the Green’s representation

u(x)=
∫

M
G(x, y) f (y) dVg(y)

for x ∈ M.
Now let u > 0 be a solution to the constant Q-curvature equation (1-2). Using

the Green’s representation

u(x)=
n− 4

2
Q
∫

M
G(x, y) u

n+4
n−4 (y) dVg(y),

we first show some basic estimates on the solution u.

Lemma 2.2. Let (Mn, g) be a closed Riemannian manifold of dimension n ≥ 5
with Rg > 0, Qg ≥ 0 on M and Qg(p) > 0 for some point p ∈ M. Then there exist
C1, C2 > 0 depending on (M, g), so that for any solution u to (1-2), we have

inf
M

u ≤ C1, sup
M

u ≥ C2.
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Proof. Let u(q)= infM u. Then by the Green’s representation,

u(q)=
n− 4

2
Q
∫

M
G(q, y) u(y)

n+4
n−4 dVg(y)

≥ u(q)
n+4
n−4 ×

n− 4
2

Q
∫

M
G(q, y) dVg(y)≥ C

−
8

n−4
1 u(q)

n+4
n−4

with C1 independent of the solution u and the point q , and the last inequality follows
from (2-1). Therefore, the upper bound of infM u is established. A similar argument
leads to the lower bound of supM u. �

Next we give an integral type inequality, which shows that if u is bounded from
above, then we get the lower bound of u.

Lemma 2.3. Let (Mn, g) be a closed Riemannian manifold with dimension n ≥ 5,
Rg > 0, and also Qg ≥ 0 with Qg(p) > 0 for some point p ∈ M. Then we have the
inequality

inf
M

u ≥ C
(∫

M
G(z, y)p u(y)

8
n−4αp dVg(y)

)− q
p

where p= n+4
n−4−a, 1

p+
1
q =1, and α = (n−4)a

8p , for any fixed number 4
n−4 < a < 8

n−4 ,
and z is the maximum point of u and C = C(a, g) > 0 is a constant. In particular,
a uniform upper bound of u implies a uniform lower bound of u.

Proof. Let u(x)= infM u and u(z)= supM u.
By the expansion formula (2-1), there exist two constants C3,C4 > 0 such that

(2-3) 0< C3 <
1

C4
dg(z1, z2)

4−n
≤ G(z1, z2)≤ C4dg(z1, z2)

4−n

for any two distinct points z1, z2 ∈ M.
By the Green’s representation at the maximum point z we choose, we have

u(z)=
n− 4

2
Q
∫

M
G(z, y) u(y)

n+4
n−4 dVg(y)

≤
n− 4

2
Qu(z)

∫
M

G(z, y) u(y)
8

n−4 dVg(y)

so that

1≤
(n− 4)

2
Q
∫

M
G(z, y) u(y)

8
n−4 (α+(1−α)) dVg(y)

≤
(n− 4)

2
Q
(∫

M
G(z, y)p u(y)

8
n−4αp dVg(y)

) 1
p
(∫

M
u(y)

8
(n−4) (1−α)q dvg(y)

) 1
q

=
(n− 4)

2
Q
(∫

M
G(z, y)p u(y)

8
n−4αp dVg(y)

) 1
p
(∫

M
u(y)

n+4
n−4 dvg(y)

) 1
q
,
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with α, p, q chosen in the statement of the lemma. Here the second inequality is
by Hölder’s inequality. The range of a in the lemma keeps 0< α < 1, p > 1 and
q > 1, and also p(4− n) >−n so that G p is integrable.

Therefore, combining this with (2-3) we have

inf
M

u = u(x)=
n− 4

2
Q
∫

M
G(x, y)u(y)

n+4
n−4 dVg(y)

≥ C ′
∫

M
u(y)

n+4
n−4 dVg(y)≥ C

(∫
M

G(z, y)p u(y)
8

n−4αp dVg(y)
)− q

p
,

where C ′,C > 0 are uniform constants independent of u, z and x . �

3. A maximum principle

In this section we prove a maximum principle for smooth domains with boundary in
the manifold (M, g) defined in Lemma 2.2, which is a modification of the maximum
principle given by Gursky and Malchiodi; see Lemma 3.2. As an application, we
give a lower bound estimate of the blowing-up sequence.

Lemma 3.1. Let (�, g) be a compact Riemannian manifold of dimension n ≥ 5
with boundary ∂�. Let � be the interior of �. Assume the scalar curvature Rg is
greater than or equal to 0 in � and Rg > 0 at points on the boundary, and also
Qg ≥ 0 in �. Then Rg > 0 in �.

Proof. The proof is similar to that for closed manifolds. The Q-curvature is
expressed as

Qg =−
1

2(n− 1)
1g Rg + c1(n)R2

g − c2(n)|Ric|2g

with c1(n), c2(n) positive. By the nonnegativity of Qg,

1
2(n− 1)

1g Rg ≤ c1(n)R2
g.

By the strong maximum principle and the boundary condition, Rg > 0 in �. �

Lemma 3.2. Let (Mn, g) be a closed Riemannian manifold of dimension n ≥ 5
with Rg ≥ 0, and Qg ≥ 0. Let �⊆ M be an open domain with smooth boundary
∂� so that �=�∪ ∂�. Assume that u ∈ C4(�) with u > 0 on ∂� satisfies

(3-1) Pgu ≥ 0 in�.

Let g̃ = u4/(n−4)g be the conformal metric in a neighborhood U of ∂� where u > 0.
If the scalar curvature of (U, g̃) satisfies Rg̃(p) > 0 for all points p ∈ ∂�, then
u > 0 in �.
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Proof. Our conditions on the boundary guarantee that all the arguments are focused
on the interior and then the argument is the same as in the proof of the maximum
principle by Gursky and Malchiodi. For completeness, we present the proof.

We define the function
uλ = (1− λ)+ λu

for λ ∈ [0, 1], so that u0 = 1 and u1 = u. We assume

min
�

u ≤ 0.

Then there exists λ0 ∈ (0, 1] so that

λ0 =min{λ ∈ (0, 1], min
�

uλ = 0}.

By definition, for 0< λ < λ0, uλ > 0. For the metric

gλ = u
4

n−4
λ g,

the Q-curvature satisfies
Qgλ ≥ 0 in�,

for 0< λ < λ0. That follows from the conformal transformation formula

Qgλ =
2

n−4
u
−

n+4
n−4

λ Pguλ =
2

n−4
u
−

n+4
n−4

λ ((1− λ)Pg(1)+ λPgu)

=
2

n−4
u
−

n+4
n−4

λ ((1− λ)n−4
2

Qg + λPgu)≥ (1− λ)Qgu
−

n+4
n−4

λ ≥ 0.

Under the conformal transformation, the scalar curvature of gλ satisfies

Rgλ = u
−

n
n−4

λ

(
−

4(n− 1)
n− 4

1guλ−
8(n− 1)
(n− 4)2

|∇guλ|2

uλ
+ Rguλ

)
= u
−

n
n−4

λ

(
−

4(n− 1)
n− 4

λ1gu−
8(n− 1)
(n− 4)2

λ2
|∇gu|2

(1− λ)+ λu
+ Rguλ

)
≥ u
−

n
n−4

λ

(
−

4(n− 1)
n− 4

λ1gu−
8(n− 1)
(n− 4)2

λ|∇gu|2

u
+ λRgu

)
= λ

(
u
uλ

) n
n−4

Rg̃ > 0

on ∂� for 0< λ < λ0. Then by Lemma 3.1,

Rgλ > 0 in �,

for 0< λ< λ0. Again by the conformal transformation formula of scalar curvature,

1guλ ≤
n− 4

4(n− 1)
Rguλ in �.
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By taking limit λ↗ λ0, this also holds at λ= λ0. But

uλ = (1− λ)+ λu > 0

on ∂� for 0≤ λ≤ 1. By the strong maximum principle, uλ0 > 0 in �, contradicting
our choice of λ0. Therefore, for all 0≤ λ≤ 1,

uλ > 0 in �.

In particular, u > 0 in �. �

Theorem 3.3. Let (Mn, g) be a closed Riemannian manifold of dimension n ≥ 5
with Rg ≥ 0, and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. There
exists C > 0 such that if there exists a sequence of positive solutions {u j }

∞

j=1 of (1-2)
such that

Mj = u j (x j )= sup
M

u j →∞

as j→∞, then

(3-2) u j (p)≥ C M−1
j d4−n

g (p, x j )

for any p ∈ M such that dg(p, x j )≥ M−2/(n−4)
j .

Proof. To prove the theorem, we only need to show that there exists C > 0 such
that for any blowing-up sequence, there exists a subsequence such that (3-2) holds.

For each j, let x = (x1, . . . , xn) be the corresponding normal coordinates in
a small geodesic ball centered at x j with radius δ > 0 and x j the origin. Let
y = M2/(n−4)

j x and the metric h j be given by (h j )pq(y)= gpq(M
−2/(n−4)
j y). Let

vj (y)= M−1
j u j (expx j

(M
−

2
n−4

j y)) for |y| ≤ δM
2

n−4
j .

Then,
0< vj (y) ≤ vj (0)= 1,

Ph jvj (y)=
n−4

2
Qvj (y)

n+4
n−4 for |y| ≤ δM2/(n−4)

j .

Here h j converges to the Euclidean metric on Rn in Ck norm for any k ≥ 0. By
ellipticity, we have, after passing to a subsequence (still denoted as {vj }), vj → v

in C4
loc(R

n), and v satisfies

(3-3)
0≤ v(y)≤ v(0)= 1 in Rn,

12v(y)=
n− 4

2
Qv(y)

n+4
n−4 in Rn.

Also, since Rh j > 0 and Ru4/(n−4)
j g > 0 (by Theorem 2.1) on M, by the conformal

transformation formula of scalar curvature,

1h jvj ≤
n− 4

4(n− 1)
Rh jvj .
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Passing to the limit we have

1v(y)≤ 0 in Rn.

By the strong maximum principle, since v(0) = 1, we have that v(y) > 0 in Rn.
Then by the classification theorem of C.S. Lin [1998], we have

v(y)=
(

1
1+ 4−1|y|2

)n−4
2

in Rn.

We will abuse the notation with v(|y|)= v(y). Thus, for fixed R > 0, for j large,

1
2

(
1

1+4−1 R2

)n−4
2

Mj ≤ u j (expx j
(x))≤ Mj for |x | ≤ RM

−
2

n−4
j .

For any ε > 0, there exists j0 > 0 such that, for j > j0,

‖vj − v‖C4 ≤ ε for |y| ≤ 2.

We define φj : M −{x j } → R as

φj (p)= u j (p)− τM−1
j Gx j (p),

with Gx j (p) = G(x j , p) the Green’s function of the Paneitz operator and τ > 0
a small constant to be chosen. We will use the maximum principle to show that
for ε, τ > 0 small,

φj > 0 in M − BM−2/(n−4)
j

(x j ) for j > j0.

Here, we denote by BM−2/(n−4)
j

(x j ) the geodesic M−2/(n−4)
j -ball centered at x j in

(M, g). If this holds, we will choose {u j } j> j0 as the subsequence and the theorem
is proved.

It is clear that

Pgφj = Pgu j =
n−4

2
Qu

n+4
n−4
j > 0 in M − BM−2/(n−4)

j
(x j ).

To apply the maximum principle, we only need to verify the sign of φj and the
related scalar curvature on ∂BM−2/(n−4)

j
(x j ).

First, for |x | = M
−

2
n−4

j , we choose ε small so that for j > j0,

u j (expx j
(x))= Mjvj (M

2
n−4
j x)≥ 1

2v(1)Mj ;

while by (2-3),
M−1

j Gx j (expx j
(x))≤ C4 Mj .

We take τ < v(1)/(4C4). Then

φj > 0 on ∂BM−2/(n−4)
j

(x j ) for j > j0.



A COMPACTNESS THEOREM ON BRANSON’S Q-CURVATURE EQUATION 131

Now let g̃j = φ
4/(n−4)
j gj in small neighborhood of ∂BM−2/(n−4)

j
(x j ) where φj > 0.

By conformal transformation,

Rg̃j = φ
−

n
n−4

j

(
−

4(n− 1)
n− 4

1gφj −
8(n− 1)
(n− 4)2

|∇gφj |
2

φj
+ Rgφj

)
.

Note that Rgφj > 0 on ∂BM−2/(n−4)
j

(x j ). We only need to show that

(3-4) −
4(n− 1)

n− 4

(
1gφj +

2
n−4
|∇gφj |

2

φj

)
> 0 on ∂BM−2/(n−4)

j
(x j ) for j > j0.

Recall that(
1gu j +

2
n−4
|∇gu j |

2

u j

)
= M

1+ 4
n−4

j

(
1h jvj +

2
n−4
|∇h jvj |

2

vj

)
.

Also,(
1h jvj +

2
n−4
|∇h jvj |

2

vj

)
→

(
1v+

2
n−4
|∇v|2

v

)
= 2(4− n)(|y|2+ 4)−

n
2 (|y|2+ 2n) + 2

n−4
(4− n)2(|y|2+ 4)2−n

|y|2

(|y|2+ 4)(4−n)/2

= 2(4− n)(|y|2+ 4)−
n
2 (|y|2+ 2n) + 2(n− 4)(|y|2+ 4)−

n
2 |y|2

= 4n(4− n)(|y|2+ 4)−
n
2 < 0 at |y| = 1.

Then we can choose ε < |v|C4(B1(0))/100n . Combining this with the fact that

|Dk
gG p(q)| ≤ Ckd4−n−k

g (p, q) for 0≤ k ≤ 4,

for any distinct points p, q ∈ M with constants Ck > 0 independent of p and q , we
have that there exists τ > 0 only depending on Ck and ε so that

τM−1
j |1gGx j (expx j

(M
−

2
n−4

j y))|<−M
1+ 4

n−4
j

1v

4(2n+ 1)
, and

|∇gφj |
2

φj
≤

5
4 M

1+ 4
n−4

j
|∇v|2

v
at |y| = 1, for j > j0.

Therefore, (3-4) holds for j > j0, which implies

Rg̃j > 0 on ∂BM−2/(n−4)
j

(x j ).

By Lemma 3.2, φj > 0 in M − BM−2/(n−4)
j

(x j ). Recall that ε and τ are chosen
independent of choice of the sequence. This completes the proof of the theorem. �
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4. A Pohozaev type identity

In this section we introduce a Pohozaev type identity related to the constant Q-
curvature equation. It will provide local information on the solutions in later use.

Let (Mn, g) be a closed Riemannian manifold of dimension n ≥ 5 with Rg ≥ 0,
and Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. Let u be a positive solution
to (1-2). For any geodesic ball � = Bδ(q) in M with 2δ less than the injectivity
radius of (M, g), we let

x = (x1, . . . , xn)

be the geodesic normal coordinates centered at q so that gi j (0) = δi j and the
Christoffel symbols 0k

i j (0) = 0. In this section, the gradient ∇, Laplacian 1,
divergence div, volume element dx , area element ds, σ -ball Bσ and

|x |2 = (x1)2+ · · ·+ (xn)2

are all with respect to the Euclidean metric. Define

P(u)≡
∫
�

(
x · ∇u+ n−4

2
u
)
12u dx

=

∫
�

[n−4
2

div(u∇(1u)−1u∇u)

+ div((x · ∇u)∇(1u)−∇(x · ∇u)1u+ 1
2(1u)2x)

]
dx

=

∫
∂�

n−4
2

(
u
∂

∂ν
(1u)−1u

∂

∂ν
u
)

+

(
(x · ∇u)

∂

∂ν
(1u)−

∂

∂ν
(x · ∇u)1u+ 1

2(1u)2x · ν
)

ds,

where ν is the outward-pointing normal vector of ∂� in the Euclidean metric. Then
using (1-2), we have

P(u)=
∫
�

(
x · ∇u+ n−4

2
u
)
(12
− Pg)u+

(
x · ∇u+ n−4

2
u
)

Pgu dx

=

∫
�

(
x · ∇u+ n−4

2
u
)
(12
− Pg)u+

n−4
2

Q
(

x · ∇u+ n−4
2

u
)

u
n+4
n−4 dx

=

∫
�

(
x · ∇u+ n−4

2
u
)
(12
− Pg)u+

(n− 4)2

4n
Q div(u

2n
n−4 x) dx

=

∫
�

(
x · ∇u+ n−4

2
u
)
(12
− Pg)u dx +

(n− 4)2

4n
Q
∫
∂�

(x · ν)u
2n

n−4 dx .

Using (1-1), we have

(12
− Pg)u = (12

−12
g)u+ divg(an Rgg− bnRicg)∇gu− n−4

2
Qgu.
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Since 0k
i j (0)= 0 and gi j (0)= δi j ,

(12
−12

g)u

= (δ pqδi j
∇p∇q∇i∇j − g pq gi j

∇
g
p∇

g
q∇

g
i ∇

g
j )u

= (δ pqδi j
− g pq gi j )∇p∇q∇i∇j u+ O(|x |)|D3u| + O(1)|D2u| + O(1)|Du|

= O(|x |2)|D4u| + O(|x |)|D3u| + O(1)|D2u| + O(1)|Du|.

It follows that there exists C > 0 which depends on |Rmg|L∞(�), |Qg|C(�) and
|Ricg|C1(�) such that

(4-1) |(12
− Pg)u| ≤ C(|x |2|D4u| + |x | |D3u| + |D2u| + |Du| + u).

5. Upper bound estimates near isolated simple blowup points

In this section we perform a parallel approach of [Li and Zhu 1999] to show the
upper bound estimates of the solutions to (1-2) near an isolated simple blowup
point; see Proposition 5.3. We start with a Harnack type inequality near an isolated
blowup point.

Lemma 5.1. Let (Mn, g) be a closed Riemannian manifold of dimension 5≤ n ≤ 9
with Rg ≥ 0, and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. Let {u j } be
a sequence of positive solutions to (1-2) and x j → x̄ be an isolated blowup point.
Then there exists a constant C > 0 such that for any 0< r < δ

3 and j > 0, we have

(5-1) max
q∈B2r (x j )−Br/2(x j )

u j (q)≤ C min
q∈B2r (x j )−Br/2(x j )

u j (q).

Proof. Let x = (x1, . . . , xn) be the geodesic normal coordinates centered at x j . Here
δ > 0 (see Definition 1.3) and 2δ is less than the injectivity radius. Let y = r−1x .
Define

vj (y)= r
n−4

2 u j (expx j
(r y)) for |y|< 3.

Then by (1-5),

vj (y)≤ C |y|−
n−4

2 for |y|< 3,

vj (y)≤ 3
n−4

2 C for 1
3 < |y|< 3.

We denote
�r = B3r (x j )− B r

3
(x j ).

By the Green’s representation,

vj (y)= r
n−4

2 u j (expx j
(r y))=

(n− 4)Q
2

r
n−4

2

∫
M

G(expx j
(r y), q)u j (q)

n+4
n−4 dVg(q)
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=
(n− 4)Q

2
r

n−4
2

(∫
�r

G(expx j
(r y), q)u j (q)

n+4
n−4 dVg(q)

+

∫
M−�r

G(expx j
(r y), q)u j (q)

n+4
n−4 dVg(q)

)
.

We claim that for 5
12 ≤ |y| ≤

12
5 , if

(5-2) vj (y)≥ 2 ×
(n− 4)Q

2
r

n−4
2

∫
�r

G(expx j
(r y), q)u j (q)

n+4
n−4 dVg(q),

then there exists C > 0 independent of j, x j , r and y, such that for any 5
12 ≤ |z| ≤

12
5 ,

(5-3) vj (z)≥ Cvj (y).

In fact, by (2-3), there exists C > 0, such that

G(expx j
(r y), q)≤ CG(expx j

(r z), q)

for q ∈ M −�r . Therefore,

1
2vj (y)≤

(n− 4)Q
2

r
n−4

2

∫
M−�r

G(expx j
(r y), q)u j (q)

n+4
n−4 dVg(q)

≤ Cr
n−4

2

∫
M−�r

G(expx j
(r z), q)u j (q)

n+4
n−4 dVg(q)

≤ Cvj (z).

This proves the claim.
We denote

C =
{

y ∈ Rn, 5
12 ≤ |y| ≤

12
5 , so that (5-2) fails for y

}
.

We choose 5
12 ≤ |y| ≤

12
5 with

vj (y)≥ 1
2 sup

5/12≤|z|≤12/5
vj (z).

If y /∈ C, then using the claim, we are done. If y ∈ C, we will prove that the Harnack
inequality (5-1) still holds.

By Hölder’s inequality,

u j (expx j
(r y))≤ 2×

(n− 4)Q
2

∫
�r

G(expx j
(r y), q)u j (q)

n+4
n−4 dVg(q)
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≤ (n− 4)Q
(∫

�r

G(expx j
(r y), q)α dVg(q)

)1
α

×

(∫
�r

u j (q)
n+4
n−4β dVg(q)

)1
β

≤ C(α)r4−n+ n
α

(∫
�r

u j (q)
n+4
n−4β dVg(q)

)1
β

≤ C(α)r4−n+ n
α (C3

n−4
2 r

4−n
2 )

n+4
n−4

(
1− 1

β

)(∫
�r

u j (q)
n+4
n−4 dVg(q)

)1
β

≤ C(α)r4−n+ n
α (C3

n−4
2 r

4−n
2 )

n+4
n−4

(
1− 1

β

)

×

(∫
�r

C4(4r)n−4G(expx j
(r z), q)u j (q)

n+4
n−4 dVg(q)

)1
β

≤ C(α)r4−n+ n
α (C3

n−4
2 r

4−n
2 )

n+4
n−4

(
1− 1

β

)
r

n−4
β u j (expx j

(r z))
1
β

= C(α,C, n)r(2−
n
2 )
(

1− 1
β

)
u j (expx j

(r z))
1
β

for any 1
3 ≤ |z| ≤ 3, where 1<α < n

n−4 , 1
α
+

1
β
= 1 such that β > n

4 . Here we have
used (1-5) and (2-3).

Since
n+ 4
n− 4

>
n
4

for 5≤ n ≤ 9, we set β = n+4
n−4 and obtain

u j (expx j
(r z))≥ C(C, n) r4 u j (expx j

(r y))
n+4
n−4(5-4)

≥ C(C, n) r4 (2−1u j (q))
n+4
n−4 ,(5-5)

for all q ∈ B12r/5(x j )− B5r/12(x j ) and 1
2 ≤ |z| ≤ 2, where 5≤ n ≤ 9.

For any 1
2 ≤ |z| ≤ 2,

(5-6) |∇gu j |(expx j
(r z))

≤
n−4

2
Q
∫

B12r/5(x j )−B5r/12(x j )

|∇gG(expx j
(r z),q)|u j (q)

n+4
n−4 dVg(q)

+
n−4

2
Q
∫

M−(B12r/5(x j )−B5r/12(x j ))

|∇gG(expx j
(r z),q)|u j (q)

n+4
n−4 dVg(q).
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Note that for 1
2 ≤ |z| ≤ 2,

(5-7) u j (expx j
(r z))

≥
n− 4

2
Q
∫

M−(B12r/5(x j )−B5r/12(x j ))

G(expx j
(r z), q) u j (q)

n+4
n−4 dVg(q)

≥ Cr
∫

M−(B12r/5(x j )−B5r/12(x j ))

|∇g G(expx j
(r z), q)| u j (q)

n+4
n−4 dVg(q),

for a uniform constant C independent of j and the choice of points, where for the
last inequality we have used (2-1).

Combining (5-4), (5-7) and (5-6), for 1
2 ≤ |z| ≤ 2 we have the gradient estimate

|∇g log(u j (expx j
(r z)))|

=
|∇gu j (expx j

(r z))|

u j (expx j
(r z))

≤
1

u j (expx j
(r z))

n−4
2

Q
∫

B12r/5(x j )−B5r/12(x j )

|∇gG(expx j
(r z),q)|u j (q)

n+4
n−4 dVg(q)

+
1

u j (expx j
(r z))

n−4
2

Q

×

∫
M−(B12r/5(x j )−B5r/12(x j ))

|∇gG(expx j
(r z),q)|u j (q)

n+4
n−4 dVg(q)

≤
n−4

2
Q
∫

B12r/5(x j )−B5r/12(x j )

|∇gG(expx j
(r z),q)|C(C,n)−1r−42−

n+4
n−4 dVg(q)

+C−1r−1

≤C(C,n)(r3r−4
+r−1)

=C(C,n)r−1,

where C(C, n) is some uniform constant depending on C , the manifold and n. For
any two points p, q ∈ B2r (x j )− Br/2(x j ), by the gradient estimate,

u j (p)
u j (q)

≤ eC(C,n)r−1 dg(p,q) ≤ e4nC(C,n).

This completes the proof of the Harnack inequality. �

Next we show that near an isolated blowup point, after rescaling the functions
u j converge to a standard solution to (3-3) in Rn.

Lemma 5.2. Let (Mn, g) be a closed Riemannian manifold of dimension 5≤ n ≤ 9
with Rg ≥ 0, and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. Let {u j }

be a sequence of positive solutions to (1-2) and x j → x̄ be an isolated blowup point.
Let Mj = u j (x j ). Assume {Tj }j and {εj }j are any sequences of positive numbers
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such that Tj → +∞ and εj → 0 as j →∞. Then after possibly passing to a
subsequence ukj and xkj (still denoted as u j and x j ),

(5-8) ‖M−1
j u j (expx j

(M
−

2
n−4

j y))− (1+ 4−1
|y|2)−

n−4
2 ‖C4(B2Tj )

+‖M−1
j u j (expx j

(M
−

2
n−4

j y))− (1+ 4−1
|y|2)−

n−4
2 ‖H4(B2Tj )

≤ εj ,

and

(5-9)
Tj

log(Mj )
→ 0 as j→∞.

Proof. Let x = (x1, . . . , xn) be geodesic normal coordinates centered at x j ,
y = r−1x and the metric h = r−2g be the rescaled metric such that (h j )pq(y) =
(gj )pq(r y) in normal coordinates. Define

vj (y)= M−1
j u j (expx j

(M
−

2
n−4

j y)) for |y|< δ M
2

n−4
j .

Then vj satisfies

Ph jvj (y)=
n−4

2
Qvj (y)

n+4
n−4 for |y| ≤ δM

2
n−4
j ,(5-10)

vj (0)= 1, ∇h jvj (0)= 0,(5-11)

0< vj (y)≤ C |y|−
n−4

2 for |y| ≤ δM
2

n−4
j .(5-12)

We next show that vj is uniformly bounded. Since Rh j > 0 and Ru4/(n−4)
j g > 0 on M,

by the conformal transformation formula of the scalar curvature,

(5-13) 1h jvj ≤
n− 4

4(n− 1)
Rh jvj ,

where Rh j → 0 uniformly in |y| ≤ 2 as j → ∞. Then the function ηj (y) =
(1+ |y|2)−1vj (y) satisfies

1h jηj +

n∑
k=1

bk(y)∂kηj (y)≤ 0,

in |y| ≤ 2 with some function bk(y). By the maximum principle,

(5-14) ηj (0)≥ inf
|y|=r

ηj (y) for 0< r ≤ 1.

By the Harnack inequality (5-1) in Lemma 5.1,

(5-15) max
|y|=r

vj (y)≤ C min
|y|=r

vj (y) for 0< r ≤ 1,

where C is independent of r and j. The inequalities (5-14) and (5-15) immediately
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lead to
max
|y|=r

vj (y)≤ C min
|y|=r

vj (y)≤ Cvj (0)= C for 0< r ≤ 1.

Combining this with (5-12), we have for |y| ≤ δM2/(n−4)
j ,

vj (y)≤ C,

with C independent of j, y and r .
Standard elliptic estimates of vj imply that, after possibly passing to a subse-

quence, vj → v in C4
loc in Rn where, by (5-11) and (5-13), v satisfies

12v(y)=
n− 4

2
Qv

n+4
n−4 , 1v(y)≤ 0, v(y)≥ 0, for y ∈ Rn,

v(0)= 1, ∇v(0)= 0.

By the strong maximum principle, v(y) > 0 in Rn. Then the classification theorem
in [Lin 1998] gives

v(y)= (1+ 4−1
|y|2)−

n−4
2 . �

Remark. From Lemma 5.2, we can see that the proof of Theorem 3.3 still works
at the isolated blowup point x j → x̄ . Therefore, there exists C > 0 independent of
j > 0 such that for any isolated blowup point x j → x̄ ,

u j (q)≥ Cu j (x j )
−1d4−n

g (q, x j )

for any q ∈ M such that dg(q, x j )≥ u j (x j )
−2/(n−4).

We now state the upper bound estimate of u j near the isolated simple blowup
points.

Proposition 5.3. Let (Mn, g) be a closed Riemannian manifold of dimension 5≤
n≤9 with Rg≥0, and also Qg≥0 with Qg(p0)>0 for some point p0∈M. Let {u j }

be a sequence of positive solutions to (1-2) and x j→ x̄ be an isolated simple blowup
point. Let δ1 and C be the constants defined in Definition 1.4 and (1-5). Then there
exists a constant C depending only on δ1, C , ‖Rg‖C1(Bδ1 (x̄))

and ‖Qg‖C1(Bδ1 (x̄))
,

such that

(5-16) u j (p)≤ Cu j (x j )
−1dg(p, x j )

4−n for dg(p, x j )≤
δ1

2
,

for δ1 > 0 small. Moreover, up to a subsequence,

(5-17) u j (x j )u j (p)→ aG(x̄, p)+ b(p) in C4
loc(Bδ1(x̄)−{x̄}),

where G is the Green’s function of the Paneitz operator Pg, a > 0 is a constant and
b(p) ∈ C4(Bδ1/2(x̄)) satisfies Pgb = 0 in Bδ1/2(x̄).
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The proof of the proposition follows after a series of lemmas.
We first give a rough estimate on the upper bound of u j near the isolated simple

blowup points.

Lemma 5.4. Under the condition in Proposition 5.3, assume Tj →∞ and 0 <
εj < e−Tj satisfy (5-8) and (5-9). Denote Mj = u j (x j ). Then for any small number
0< σ < 1

100 , there exists 0< δ2 < δ1 and C > 0 independent of j such that

Mλ
j u j (p)≤ Cdg(p, x j )

4−n+σ ,(5-18)

Mλ
j |∇

k
gu j (p)| ≤ Cdg(p, x j )

4−n−k+σ ,(5-19)

for any p in Tj M−2/(n−4)
j ≤ dg(p, x j )≤ δ2 and 1≤ k ≤ 4, where λ= 1− 2

n−4σ .

Proof. The outline of the proof is from [Li and Zhu 1999], while the use of
our maximum principle here is more subtle. Let x = (x1, . . . , xn) be the geodesic
normal coordinates centered at x j for dg(p, x j )≤ δ. Let r = |x |. For any δ2 ∈ (0, δ1)

to be chosen, let
�j = {p ∈ M, Tj M

−
2

n−4
j ≤ dg(p, x j )≤ δ2}.

We want to use the maximum principle to get the upper bound of u j . Before the
construction of the barrier function on �j , we first go through some properties
of u j .

From Lemma 5.2, we know that

(5-20) u j (p)≤ CT 4−n
j Mj for dg(p, x j )= Tj M

−
2

n−4
j ,

and there exists a critical point r0 of û j (r) defined in (1-6) in 0< r < Tj M−2/(n−4)
j ;

moreover, for r > r0, û j (r) is decreasing. Using the assumption that x̄ is an isolated
simple blowup point, û j is strictly decreasing for Tj M−2/(n−4)

j < r < δ1. Therefore,
combined with the Harnack inequality (5-1), for p ∈�j we have

dg(p, x j )
n−4

2 u j (p)≤ Cū j (dg(p, x j ))

≤ CT
n−4

2
j M−1

j ū j (Tj M
−

2
n−4

j )

≤ CT
n−4

2
j M−1

j T 4−n
j Mj

= CT
−

n−4
2

j .

This leads to

(5-21) u j (p)
8

n−4 ≤ CT−4
j dg(p, x j )

−4 for Tj M
−

2
n−4

j < r < δ1.

We now define a linear elliptic operator on �j ,

L jφ = Pgφ−
n−4

2
Qu

8
n−4
j φ for φ ∈ C4(�j ).
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Therefore
L j u j = 0 in �j .

Set

ϕj (p)= B M jδ
σ
2 dg(p, x j )

−σ
+ AM

−1+ 2
n−4σ

j dg(p, x j )
−n+4+σ , p ∈�j ,

where A, B > 0 are constants to be determined, 0< σ < 1
100 and

M j = sup
dg(p,x j )=δ2

u j ≤ Cδ
−

n−4
2

2 .

There exists C > 0 such that for m > 0, 1≤ k ≤ 4, and any p ∈ M fixed and q ∈ M
with dg(p, q) < δ2 and δ2 less than the injectivity radius, we have

(5-22) |Dk
gdg(p, q)−m

| ≤ Cmkdg(p, q)−m−k .

It is easy to check that there exists δ2 > 0 independent of j so that in �j ,

|(Pg −1
2
0)|x |

−σ
| ≤ 100−1

|Pg(|x |−σ )|,

|(Pg −1
2
0)|x |

−n+4+σ
| ≤ 100−1

|Pg(|x |−n+4+σ )|,

where |x | = dg(p, x j ) and 10 is the Euclidean Laplacian in the normal coordinates.
It is easy to check that for 0< m < n− 4 and 0< r < δ2,

−10r−m
=−m(m+ 2− n)r−m−2 > 0,(5-23)

12
0r−m

= m(m+ 2− n)(m+ 2)(m+ 4− n)r−m−4 > 0.(5-24)

But for p ∈�j , by (5-21),

n− 4
2

Qu j (p)
8

n−4 r−m
≤

n− 4
2

QCT−4
j r−m−4.

Therefore,
L jϕj ≥ 0 in �j ,

for j large. By (5-20), for A > 1,

(5-25) u j (p) < ϕj (p) for dg(p, x j )= Tj M
−

2
n−4

j .

Also, for B > 1,

(5-26) u j (p) < ϕj (p) for dg(p, x j )= δ2.

We now want to check the sign of the scalar curvature R(ϕj−u j )4/(n−4)g near ∂�j . By
the conformal transformation formula, it has the same sign as

−
4(n− 1)

n− 4
1g(ϕj − u j )−

8(n− 1)
(n− 4)2

|∇g(ϕj − u j )|
2

(ϕj − u j )
+ Rg(ϕj − u j ).
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Combining (1-5) and the standard interior estimate of (1-2), we have, for k = 1, 2,

(5-27) |Dk
gu j (p)| ≤ Cdg(p, x j )

−
n−4

2 −k

for some constant C independent of j and any p ∈�j . It is easy to check that for
0< m < n− 4,

(5-28) 10|x |−m
+

2
n− 4

|∇0|x |−m
|
2

|x |−m =

(
m(m+ 2− n)+

2m2

n− 4

)
|x |−m−2

=
m(n− 2)(m− (n− 4))

n− 4
|x |−m−2 < 0.

Also, note that for any positive functions φ1, φ2 ∈ C2,

(5-29) 10(φ1+φ2)+
2

n− 4
|∇0(φ1+φ2)|

2

φ1+φ2

≤

(
10φ1+

2
n− 4

|∇0(φ1)|
2

φ1

)
+

(
10φ2+

2
n− 4

|∇0(φ2)|
2

φ2

)
.

Here we have used the fact that for any four positive numbers a, b, c, d > 0, we
have

2cd
a+ b

≤
bc2

a(a+ b)
+

ad2

b(a+ b)

so that
(c+ d)2

a+ b
=

c2
+ 2c d + d2

a+ b
≤

c2

a
+

d2

b
.

Using (5-25)–(5-29), we can choose A, B > 100n(1+C) independent of j and t
with C > 0 in (5-27) so that

(5-30) −
4(n− 1)

n− 4
1g(tϕj − u j )

−
8(n− 1)
(n− 4)2

|∇g(tϕj − u j )|
2

(tϕj − u j )
+ Rg(tϕj − u j ) > 0 on ∂�j ,

for all t ≥ 1. Now for t ≥ 1, we define

φt
j (p)= tϕj (p)− u j (p), p ∈�j .

Then

(5-31) 0≤ L jφ
t
j = Pgφ

t
j −

n− 4
2

Qφt
j in �j .

If

(5-32) φ1
j = ϕj − u j ≥ 0 in �j ,

then we are done. Otherwise, since�j is compact, we pick the smallest number tj >1
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so that φtj
j ≥ 0. Therefore, by (5-31)

(5-33) Pgφ
tj
j ≥

n− 4
2

Qφtj
j ≥ 0.

Combining (5-25), (5-26), (5-30) and (5-33), the maximum principle in Lemma 3.2
implies

φ
tj
j > 0 in �j ,

contradicting the choice of tj . Therefore, (5-32) holds. Now for p ∈ �j , we use
Lemma 5.1, monotonicity of û j , and apply (5-32) at p to obtain

δ
n−4

2
2 M j ≤ Cû j (δ2)≤ Cû j (dg(p, x j ))

≤ Cdg(p, x j )
n−4

2 (B M jδ
σ
2 dg(p, x j )

−σ
+ AM−λj dg(p, x j )

4−n+δ).

Here n−4
2 > σ . We choose p with dg(p, x j ) a small fixed number depending

on n, σ, δ2 to obtain
M j ≤ C(n, σ, δ2)M−λj .

The inequality (5-18) is then established from (5-32), and by the standard interior
estimates for derivatives of u j , the lemma is proved. �

Lemma 5.5. Under the assumption in Proposition 5.3, for any 0< ρ ≤ δ2/2 there
exists a constant C(ρ) > 0 such that

lim sup
j→∞

max
p∈∂Bρ(x j )

u j (p)Mj ≤ C(ρ),

where Mj = u j (x j ).

Proof. By Lemma 5.1, it suffices to show the inequality for some fixed small
constant ρ > 0.

For any pρ ∈ ∂Bρ(x j ), we denote ξj (p)= u j (pρ)−1u j (p). Then ξj satisfies

Pgξj (p)=
n− 4

2
Qu j (pρ)

8
n−4 ξj (p)

n+4
n−4 .

For any compact subset K ⊆ Bδ2/2(x̄)−{x̄}, there exists C(K ) > 0 such that for j
large,

C(K )−1
≤ ξj ≤ C(K ) in K .

Moreover, by Lemma 5.1, there exists C > 0 independent of 0< r < δ2 and j such
that

(5-34) max
Br (x j )−Br/2(x j )

u j ≤ C inf
Br (x j )−Br/2(x j )

u j .



A COMPACTNESS THEOREM ON BRANSON’S Q-CURVATURE EQUATION 143

By the estimate (5-18), u j (pρ)→ 0 as j→∞. Therefore, by the interior estimates
of ξj , up to a subsequence,

ξj → ξ in C4
loc(Bδ2/2(x̄)−{x̄}),

with ξ > 0 such that
Pgξ = 0 in Bδ2/2(x̄)−{x̄},

and ξ satisfies (5-34) for 0 < r < δ2/2. Moreover, for 0 < r < ρ and ξ̄ (r) =
|∂Br |

−1
∫
∂Br (x̄)

ξ dsg,

lim
j→∞

u j (pρ)−1r
n−4

2 ū j (r)= r
n−4

2 ξ̄ (r).

Since x j → x̄ is an isolated simple blowup point, r (n−4)/2ξ̄ (r) is nonincreasing in
0< r < ρ. Therefore, x̄ is not a regular point of ξ .

Recall that

−
4(n− 1)

n− 2
1gu

n−2
n−4
j + Rgu

n−2
n−4
j = Ru4/(n−4)

j gu
n+2
n−4
j ≥ 0.

Passing to the limit, we have

(5-35) −
4(n− 1)

n− 2
1gξ

n−2
n−4 + Rgξ

n−2
n−4 ≥ 0,

in Bδ2/2(x̄)−{x̄}.
By Corollary A.5, for ρ > 0 small, there exists m > 0 independent of j such that

for j large,

(5-36)
∫

Bρ(x j )

(
Pgξj−

n−4
2

Qgξj

)
dVg

=

∫
∂Bρ(x j )

(
∂

∂ν
1gξj−

(
an Rg

∂

∂ν
ξj−bnRicg(∇gξj ,ν)

))
dsg

=

∫
∂Bρ(x j )

(
∂

∂ν
1gξ−

(
an Rg

∂

∂ν
ξ−bnRicg(∇gξ,ν)

))
dsg+o(1)>m.

On the other hand, nonnegativity of Qg implies

(5-37)
∫

Bρ(x j )

(
Pgξj −

n−4
2

Qgξj

)
dVg

=

∫
Bρ(x j )

(
n− 4

2
Qu j (pρ)−1u j (p)

n+4
n−4 −

n− 4
2

Qgξj

)
dVg

≤
n− 4

2
Q
∫

Bρ(x j )

u j (pρ)−1u j (p)
n+4
n−4 dVg.
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Using (5-8) and εj ≤ e−Tj, we have∫
B

Tj M−2/(n−4)
j

(x j )

u
n+4
n−4
j dVg ≤ C M−1

j ,

while by (5-18) we have∫
Bρ(x j )−B

Tj M−2/(n−4)
j

(x j )

u
n+4
n−4
j dVg ≤C

∫
Bρ(x j )−B

Tj M−2/(n−4)
j

(x j )

(M−λj dg(p, x j )
4−n+σ )

n+4
n−4

≤C(Tj M
−

2
n−4

j )−4+ n+4
n−4σ M

−λ n+4
n−4

j

= T
−4+ n+4

n−4σ

j M−1
j = o(1)M−1

j .

Therefore,

(5-38)
∫

Bρ(x j )

u
n+4
n−4
j dVg ≤ C M−1

j .

Lemma 5.5 follows from (5-36)–(5-38). �

Proof of Proposition 5.3. Suppose (5-16) fails. Let Mj = u j (x j ). Then there exists
a subsequence u j and {pj } with dg(pj , x j )≤ δ2/2 with δ2 in Lemma 5.4 such that

(5-39) u j (pj )Mj dg(pj , x j )
n−4
→∞.

By Lemma 5.2 and 0< εj ≤ e−Tj,

Tj M
−

2
n−4

j ≤ dg(pj , x j )≤
δ2

2
.

For each j, let x = (x1, . . . , xn) be the geodesic normal coordinates centered at x j .
Denote y = d−1

j x where dj = dg(pj , x j ). We rescale:

vj (y)= d
n−4

2
j u j (expx j

(dj y)), |y| ≤ 2.

Then vj satisfies

Ph jvj (y)=
n− 4

2
Qvj (y)

n+4
n−4 , |y| ≤ 2,

where h j = d−2
j g so that (h j )pq(y)= (g)pq(dj y). The metrics h j depend on j. But

since dj has a uniform upper bound, the sequence of metrics stays in compact sets
of Ck,α with k > 4 large and all the results in Lemma 5.5 hold uniformly for j.
Also, the conclusion of Lemma 5.4 is scaling invariant. Note that the metrics h j

converge to a metric h in Ck,α with k > 4, and hence the Green’s functions of
Paneitz operators Ph j converge to the Green’s functions of Paneitz operators Ph

uniformly away from the singularity. In particular, if dj → 0 then h j converges
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to a flat metric on B2(0) so that in the proof of Proposition A.4, G(p, x̄) will be
replaced by cn|y|4−n in Euclidean balls with cn in (2-1). Therefore, Lemma 5.5
holds for vj , and hence

max
|x |=1

vj (0)vj (x)≤ C,

which shows that

Mj u j (pj )dg(pj , x j )
4−n
≤ C,

contradicting (5-39). We have proved (5-16) in Bδ2/2(x̄). By Lemma 5.1, the
inequality (5-16) holds in Bδ1(x̄).

The same properties for ξj in Lemma 5.5 now hold for Mj u j in Bδ2/2(x̄). Up to
a subsequence

Mj u j → v in C4
loc(Bδ2/2(x̄)),

and
Pgv = 0 in Bδ2/2(x̄).

By the remark on page 138, v > 0 in Bδ2/2(x̄). Since x̄ is an isolated simple blowup
point, the same argument in Lemma 5.5 shows that r (n−4)/2v̄(r) is nonincreasing for
0< r < δ2/2, where v̄(r)= |∂Br (x̄)|−1

∫
∂Br (x̄)

v dsg. Combined with the Harnack
inequality, it implies that v is not regular at x̄ . Also, v satisfies the condition in
Proposition A.4. By Proposition A.4, we obtain (5-17). This completes the proof
of Proposition 5.3. �

As an easy consequence of Proposition 5.3 and by the standard interior estimates
of the elliptic equation (1-2), we have the following corollary:

Corollary 5.6. Under the condition in Lemma 5.4, there exists δ2 > 0 independent
of j such that for Tj M−2/(n−4)

j ≤ dg(p, x j )≤ δ2,

(5-40) |∇
k
gu j (p)| ≤ C M−1

j dg(p, x j )
4−n−k for 0≤ k ≤ 4,

where Mj = u j (x j ), and C is a constant independent of j. For each j , let x be
the geodesic normal coordinates of (�, g) centered at x j . Then there exists C > 0
depending on |g|C3(�) such that for any fixed r ≤ δ2,

(5-41)
∣∣∣∣∫

dg(p,x j )≤r

(
x · ∇u j +

n− 4
2

u j

)
(12
− Pg)u j dx

∣∣∣∣≤ C M
−

4
n−4+o(1)

j

where o(1)→ 0 as j→∞.

Proof. Inequality (5-40) is a direct consequence of Proposition 5.3 and standard
interior estimates of the elliptic equation (1-2). We will next establish (5-41). Note
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that 0 < εj ≤ e−Tj. Using the estimates (5-40), (5-8) and (5-9), and recalling the
error bound (4-1), we have∫
|x |≤Tj M−2/(n−4)

j

∣∣∣∣(x · ∇u j +
n− 4

2
u j

)
(12
− Pg)u j

∣∣∣∣ dx

≤

∫
|x |≤Tj M−2/(n−4)

j

C(|x | |Du j (x)| + u j (x))

×
(
|x |2|D4u j (x)| + |x | |D3u j (x)| + |D2u j (x)| + |Du j (x)| + u j (x)

)
dx

≤ C
∫
|y|≤Tj

Mj (1+ 4−1
|y|2)−

n−4
2 Mj (1+ 4−1

|y|2)−
n−4

2 −1 M
4

n−4
j M

−
2n

n−4
j dy

= C M
−

4
n−4

j

∫
|y|≤Tj

(1+ 4−1
|y|2)3−n dy = C M

−
4

n−4+o(1)
j

and∫
Tj M−2/(n−4)

j ≤|x |≤r

∣∣∣∣(x · ∇u j +
n− 4

2
u j

)
(12
− Pg)u j

∣∣∣∣ dx

≤

∫
Tj M−2/(n−4)

j ≤|x |≤r
C(|x | |Du j (x)| + u j (x))

×
(
|x |2|D4u j (x)| + |x | |D3u j (x)| + |D2u j (x)| + |Du j (x)| + u j (x)

)
dx

≤ C
∫

Tj M−2/(n−4)
j ≤|x |≤r

M−2
j |x |

6−2n dx

≤ C M
−

4
n−4+o(1)

j ,

where o(1)→0 as j→∞ and C>0 is a constant depending on |g|C3(�). Therefore,∫
|x |≤r

∣∣∣∣(x · ∇u j +
n− 4

2
u j

)
(12
− Pg)u j

∣∣∣∣ dx ≤ C M
−

4
n−4+o(1)

j for Tj M
−

2
n−4

j ≤ r,

where C > 0 is a constant independent of j and o(1)→ 0 as j→∞. �

For n ≥ 6, a better estimate is needed in order to cancel the error terms in the
Pohozaev identity. By (5-8),

u j (expx j
(x))≤ 2Mj (1+ 4−1 M

4
n−4
j |x |

2)−
n−4

2 for |x | ≤ Tj M
−

2
n−4

j .

Combining this with Proposition 5.3, we have

u j (expx j
(x))≤ C min{Mj (1+ 4−1 M

4
n−4
j |x |

2)−
n−4

2 , C M−1
j |x |

4−n
}

≤ C Mj (1+ 4−1 M
4

n−4
j |x |

2)−
n−4

2 for |x | ≤ δ2.
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For n = 6 and Tj M−2/(n−4)
j ≤ r ,∫

|x |≤r

∣∣∣∣(x ·∇u j+
n−4

2
u j

)
(12
−Pg)u j

∣∣∣∣dx ≤C
∫ M2/(n−4)

j r

1
M−2

j M
2(n−6)

n−4
j |y|5−n d|y|

≤C M
−

4
n−4

j ln(M
2

n−4
j r).

For n ≥ 7 and Tj M−2/(n−4)
j ≤ r ,∫

|x |≤r

∣∣∣∣(x ·∇u j+
n−4

2
u j

)
(12
−Pg)u j

∣∣∣∣dx ≤C
∫ M2/(n−4)

j r

1
M−2

j M
2(n−6)

n−4
j |y|5−n d|y|

≤C M
−

4
n−4

j .

For the term M2
j

∫
|x |≤r |Qg| (u2

j + |x | |Du j | u j ) dx with r > 0 fixed,

M2
j

∫
|x |≤r
|Qg|(u2

j+|x | |Du j |u j )dx ≤C M2
j

∫ r M2/(n−4)
j

0
M2

j (1+|y|)
8−2n M

−
2n

n−4
j |y|n−1 d|y|

≤C M
2− 8

n−4
j

∫ r M2/(n−4)
j

0
(1+|y|)7−n d|y|.

For n = 6,

M2
j

∫
|x |≤r
|Qg| (u2

j + |x | |Du j | u j ) dx ≤ Cr2.

For n = 7,

M2
j

∫
|x |≤r
|Qg| (u2

j + |x | |Du j | u j ) dx ≤ Cr.

These are good terms. For later use, estimates on the error term

M2
j

∫
|x |≤r

∣∣∣∣(x · ∇u j +
n− 4

2
u j

)
(12
− Pg)u j

∣∣∣∣ dx

are needed for n ≥ 6.
For manifolds (Mn, g) of dimension 5 ≤ n ≤ 7, to estimate the error terms

and to analyze the expansion of the limit function of Mj u j at the singular point,
we have to work with the conformal normal coordinates. Let u j be a sequence
of positive solutions to (1-2) with isolated blowup points x j → x̄ . For each j,
let x = (x1, . . . , xn) be the conformal normal coordinates centered at x j with the
corresponding conformal metrics gj = ρ

4/(n−4)
j g constructed in [Lee and Parker

1987] such that
det((gj )pq(x))= 1+ O(|x |N ),

with some large number N, say N = 10n. We define gj = ρ
4/(n−4)
j g globally on M
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by replacing the coefficient ρ4/(n−4)
j with (ηρj+(1−η))4/(n−4) which is still denoted

as ρ4/(n−4)
j for simplicity, where η is a cut-off function supported in Bδ2(x j ) under

the metric g and η = 1 in Bδ2/(2)(x j ). Recall that ρj (x) = 1 + O(|x |2) for |x |
small. Since x j → x̄ , by the construction of the conformal normal coordinates,
ρj (x)→ ρ(x) in C N (M) with g0 = ρ

4/(n−4)g the conformal metric corresponding
to the conformal normal coordinates centered at x̄ . Let ǔ j = ρ

−1
j u j . Then ǔ j

satisfies the equation

Pgj ǔ j =
n− 4

2
Qǔ j on M.

Let
M̂j = ǔ j (x j )= u j (x j )ρj (x j )

−1.

We define the scaled coordinates y = M̂2/(n−4)
j x . Let h j = M̂4/(n−4)

j gj and vj (y)=
M̂−1

j ǔ j (M̂
−2/(n−4)
j y). Denote

U0(y)= (1+ 4−1
|y|2)−

n−4
2 , y ∈ Rn.

By the same argument as in Lemma 5.2, vj converges to U0 locally uniformly with
the control as in (5-8) and (5-9). We will use this notation in Lemma 5.7.

Lemma 5.7. Let (Mn, g) be a closed Riemannian manifold of dimension 5≤ n ≤ 7
with Rg ≥ 0, and also Qg ≥ 0 with Qg(p) > 0 for some point p ∈ M. Let {u j } be a
sequence of positive solutions to (1-2) and x j → x̄ be an isolated simple blowup
point. For each j, let x = (x1, . . . , xn) be the conformal normal coordinates at x j

with the corresponding conformal metric gj . Denote y = M̂2/(n−4)
j x. Then there

exist δ2 > 0 and C > 0 independent of j such that for |y| ≤ δ2 M̂2/(n−4)
j ,

(5-42) |vj (y)−U0(y)| ≤ C M̂−2
j ,

where M̂j = ǔ j (x j ).

Proof. The proof is a modification of Lemma 5.1 in [Marques 2005].
Let sj = δ2 M̂2/(n−4)

j and

3j = max
|y|≤sj
|vj −U0| = |vj (yj )−U0(yj )|,

for some |yj | ≤ sj .
We claim that if there exists c> 0 such that |yj | ≥ cM̂2/(n−4)

j , there exists C > 0
such that (5-42) holds. To see this, observe that for |yj | ≥ cM̂2/(n−4)

j , by (5-16),

vj (yj )≤ C |yj |
4−n
≤ C M̂−2

j ,

and therefore
3j ≤ C M̂−2

j .

This proves the claim.
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Now assume |yj |M̂
−2/(n−4)
j → 0 as j→∞. Then for j > 0 large, |yj |≤ sj/2. Let

wj (y)=3−1
j (vj (y)−U0(y)).

Then wj (0)= 0 and Dwj (0)= 0.
We will argue by contradiction. If (5-42) fails, then, as j→∞,

3−1
j M̂−2

j → 0.

Let h j = M̂4/(n−4)
j gj . Then wj satisfies the equation

Ph jwj − bjwj = Hj , for |y| ≤ δ2 M̂
2

n−4
j ,

where

bj =
(n− 4)Q(v(n+4)/(n−4)

j −U (n+4)/(n−4)
0 )

2(vj −U0)
≥ 0,

and

Hj (y)=3−1
j

(
−Ph j U0+

n−4
2

QU
n+4
n−4

0

)
=3−1

j (−Ph j+1
2
0)U0(y)

=3−1
j

(
M̂
−

8
n−4

j Qgj (M̂
−

2
n−4

j y)U0(y)+M̂
−

2
n−4 N

j O(|y|N )(1+4−1
|y|2)−

n
2

+M̂
−

2
n−4 (1+N )

j O(|y|N )|y|(1+4−1
|y|2)−

n
2

+M̂
−

2
n−4 (2+N )

j O(|y|N )(1+4−1
|y|2)1−

n
2

+M̂
−

2
n−4 (3+N )

j O(|y|N )|y|(1+4−1
|y|2)1−

n
2

)
=3−1

j (M̂
−

8
n−4

j Qgj (M̂
−

2
n−4

j y)U0(y)+M̂
−

2
n−4 N

j O(|y|N )(1+4−1
|y|2)−

n
2 ),

with N = 10n. By (5-16), for |y| ≤ sj ,

vj (y)≤ CU0(y) and bj (y)≤ cQ(1+ 4−1
|y|2)−4 for some constant c > 0.

By the interior estimates of the equation

Pgjwj = M̂
8

n−4
j Ph jwj = M̂

8
n−4
j (bjwj + Hj ),

we have

|∇
kwj (y)|h j

≤ C M̂
−

2k
n−4

j

(
supB 1

2 (δ2)2M̂2/(n−4)
j

(y) |wj | + M̂
8

n−4
j supB 1

2 (δ2)2M̂2/(n−4)
j

(y) |bjwj + Hj |
)

≤ C(M̂
−

2k
n−4

j + M̂
8−2k
n−4

j (1+ |y|2)−4)min{1,3−1
j (1+ |y|2)

4−n
2 }+C M̂

8−2k
n−4

j 3−1
j

×
(
M̂
−

8
n−4

j Qgj (M̂
−

2
n−4

j y)U0(y)+ M̂
−

2
n−4 N

j O(|y|N )(1+ 4−1
|y|2)−

n
2
)
,

for |M̂−2/(n−4)
j y| ≤ δ2 and 1≤ k ≤ 3.
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For 1
2(δ2)M̂

2/(n−4)
j ≤ |y| ≤ δ2 M̂2/(n−4)

j , we have that |wj (y)| ≤ C M̂−2
j 3−1

j , and
then by a bootstrapping argument we get the estimate

(5-43) |∇
kwj (y)|h j ≤ C M̂

−
2k

n−4
j M̂−2

j 3−1
j ,

for 1≤ k ≤ 5.
Since |wj | ≤ 1, by the interior estimates of the equation

Ph jwj = (bjwj + Hj ),

we have that
|∇

kwj (y)|h j ≤ C

where |y| ≤ δ2 M̂2/(n−4)
j and 1 ≤ k ≤ 5. Therefore, up to a subsequence, wj → w

in C4
loc(R

n). Moreover, Hj (y)→ 0 and w satisfies

(5-44) 12w(y)=
n+ 4

2
QU0(y)

8
n−4w(y), y ∈ Rn.

For any fixed y ∈ Rn, by the Green’s representation, for j large,

wj (y)=
∫
�

Gh j (y, z)Ph jwj (z) dVh j (z)

−

∫
∂�

Gh j (y, z)
[
∂

∂ν
1h jwj − anRich j (ν,∇wj )+ bn Rh j

∂

∂ν
wj

]
d Sh j

−

∫
∂�

[
−
∂

∂ν
Gh j (y, z)1h jwj

+ anRich j (ν,∇Gh j (y, z))wj − bn Rh jwj
∂

∂ν
Gh j (y, z)

]
d Sh j

−

∫
∂�

[
1h j Gh j (y, z)

∂

∂ν
wj −

∂

∂ν
1h j Gh j (y, z)wj

]
d Sh j

=

∫
�

Gh j (y, z)Ph jwj (z) dVh j (z)+ O(1)M−2
j 3−1

j ,

as j→∞, where �= {|z| ≤ δ2 M̂2/(n−4)
j } and the last equation is by (5-43). But

for any δ > 0, there exists R(δ) > |y| + 1> 0 independent of j such that∫
�∩{|z|≥R(δ)}

Gh j (y, z)|Ph jwj (z)| dVh j (z)

=

∫
�∩{|z|≥R(δ)}

Gh j (y, z)|bjwj (z)+ Hj (z)| dVh j (z)

≤ C(y)
∫ δ2 M̂2/(n−4)

j

R
|z|4−n

×

∣∣∣(1+ 1
4 |z|

2)−4
wj +3

−1
j M̂

−
8

n−4
j |z|4−n

+3−1
j M̂

−
2N
n−4

j |z|N (1+ |z|2)−
n
2

∣∣∣× |z|n−1 d|z|
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≤ C(y)
∫ δ2 M̂2/(n−4)

j

R
|z|3(|z|−8

|wj | +3
−1
j M̂−2

j M̂
−16+2n

n−4
j |z|4−n

+3−1
j M̂−2

j (M̂
−

2
n−4

j |z|)N−n+4
|z|−4) d|z|

≤ C(y)
∫ δ2 M̂2/(n−4)

j

R
(|z|−5

+3−1
j M̂−2

j M̂
−16+2n

n−4
j |z|7−n

+3−1
j M̂−2

j (M̂
−

2
n−4

j |z|)N−n+4
|z|−1) d|z|

≤ C(y)(R−4
+3−1

j M̂−2
j )≤ δ

for j large and 5≤ n ≤ 7.
Therefore,

(5-45) w(y)=cn

∫
Rn
|y−z|4−n12

0w(z)dz= n+4
2

cn

∫
Rn
|y−z|4−nU0(z)

8
n−4w(z)dz.

Also, for |y| ≤ 1
2δ2 M̂2/(n−4)

j , since |wj | ≤ 1, we have

(5-46) |wj (y)| =
∣∣∣∣∫
�

Gh j (y, z)Ph jwj (z) dVh j (z)+ O(1)M̂−2
j 3−1

j

∣∣∣∣
=

∣∣∣∣∫
�

Gh j (y, z)(bjwj + Hj ) dVh j (z)+ O(1)M̂−2
j 3−1

j

∣∣∣∣
≤ C

[
(1+ |y|)−4

+ (1+ |y|)4−n
+3−1

j M̂−2
j (M̂

2n−16
n−4

j (1+ |y|)8−n

+ (M̂
−

2
n−4

j |y|)N−n+4
+ 1)+3−1

j M̂−2
j

]
,

with N = 10n. Therefore, for 5≤ n ≤ 7, there exists C > 0 such that for y ∈ Rn,

|w(y)| ≤ C [ (1+ |y|)−4
+ (1+ |y|)4−n

].

Since vj (0)= 1 and Dvj (0)= 0, we also have that w(0)= 0 and Dw(0)= 0.
Now by Corollary B.5, w(y)= 0 for y ∈Rn. Therefore, yj→∞ as j→∞. But

then by (5-46), wj (yj )→ 0 as j→∞, which is a contradiction with wj (yj )= 1
for j ≥ 1. This completes the proof of Lemma 5.7. �

Remark. Using (5-42) and the equation satisfied by (vj −Uj ) instead of that of wj

in the proof of Lemma 5.7, there exists a constant C > 0 independent of j such that

|∇
k(vj −Uj )| ≤ C M̂−2

j (1+ |y|)−k,

for |y| ≤ δ2 M̂2/(n−4)
j and 1≤ k ≤ 4.

Corollary 5.8. Under the condition in Lemma 5.4, for each j let x = (x1, . . . , xn)

be the conformal normal coordinates of (�, g) centered at x j constructed in [Lee
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and Parker 1987 ], and we denote gj as the corresponding conformal metrics so that

det(gj )= 1+ O(r N ),

where N = 10n. Then there exists C > 0 such that for any fixed r ≤ δ2,

(5-47) lim
j→∞

M̂2
j

∣∣∣∣∫
dgj (p,x j )≤r

(
x · ∇ǔ j +

n− 4
2

ǔ j

)
(12
− Pgj )ǔ j dx

∣∣∣∣≤ Cr

for 5≤ n≤ 7, where ǔ j = u jρ
−1
j and M̂j = ǔ j (x j ) are defined as in the paragraph

preceding Lemma 5.7, N = 10n and gj = ρ
4/(n−4)
j g.

Proof. Let

ũ j (x)= M̂−1
j (|x |2+ M̂

−
4

n−4
j )

4−n
2 .

We denote

3j (r)= M̂2
j

∫
dgj (p,x j )≤r

(
x · ∇ǔ j +

n− 4
2

ǔ j

)
(12
− Pgj )ǔ j dx,

and

3̃j (r)= M̂2
j

∫
dgj (p,x j )≤r

(
x · ∇ũ j +

n− 4
2

ũ j

)(
12
− Pgj +

n− 4
2

Qgj

)
ũ j dx

for r < δ2.
As in the discussion below Corollary 5.6, there exists a constant C > 0 indepen-

dent of j such that

M̂2
j

∣∣∣∣∫
dgj (p,x j )≤r

(
x · ∇ǔ j +

n− 4
2

ǔ j

)
Qgj ǔ j dx

∣∣∣∣≤ Cr8−n

for 5≤ n ≤ 7. Therefore,

|3j (r)−3̃j (r)|

≤ M̂2
j

∣∣∣∣∫
|x |≤r

[(
x ·∇ǔ j+

n−4
2

ǔ j

)(
12
−12

gj
+divgj (an Rgj gj−bnRicgj )∇gj

)
ǔ j

−

(
x ·∇ũ j+

n−4
2

ũ j

)(
12
−12

gj
+divgj (an Rgj gj−bnRicgj )∇gj

)
ũ j

]
dx
∣∣∣∣+Cr8−n

for some constant C > 0 independent of j. The change of variables y = M̂2/(n−4)
j x

yields∫
|x |≤r

{(
x · ∇ǔ j +

n− 4
2

ǔ j

)(
12
−12

gj
+ divgj (an Rgj gj − bnRicgj )∇gj

)
ǔ j

−

(
x · ∇ũ j +

n− 4
2

ũ j

)(
12
−12

gj
+ divgj (an Rgj gj − bnRicgj )∇gj

)
ũ j

}
dx
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=

∫
|y|≤M2/(n−4)

j r

{
M̂j

(
yk∂ykvj +

n− 4
2

vj

)
M̂

8
n−4+1
j ×

[
δabδcd∂ya∂yb∂yc∂ydvj

−
(
gab

j (x)∂ya∂yb +
(
∂ya gap

j (x)−
1
2 gab

j g ps
j ∂ys (gj )ab

)
∂y p
)

×
(
gcd

j ∂yc∂yd +
(
∂yc gcq

j −
1
2 gcd

j gqk
j ∂yk (gj )cd

)
∂yq
)
vj

+ (an −
1
2 bn)M̂

−
4

n−4
j g pq

j (x)∂y p Rg(x)∂yqvj (y)

+ an M̂
−

4
n−4

j Rgj (x)
(
g pq

j ∂y p∂yqvj +
(
∂yc gcq

j −
1
2 gcd

j gqk
j ∂yk (gj )cd

)
∂yqvj

)
− bn M̂

−
4

n−4
j Ricpq

gj
(x)

×
(
∂y p∂yqvj −

1
2 gsk

j (∂y p(gj )qk + ∂yq (gj )pk − ∂yk (gj )pq)∂ysvj
)]

− M̂j

(
yk∂yk U0(y)+

n− 4
2

U0

)
M̂

8
n−4+1
j ×

[
δabδcd∂ya∂yb∂yc∂yd U0

−
(
gab

j (x)∂ya∂yb +
(
∂ya gap

j (x)−
1
2 gab

j g ps
j ∂ys (gj )ab

)
∂y p
)

×
(
gcd

j ∂yc∂yd +
(
∂yc gcq

j −
1
2 gcd

j gqk
j ∂yk (gj )cd

)
∂yq
)
U0

+
(
an −

1
2 bn

)
M̂
−

4
n−4

j g pq
j (x)∂y p Rg(x)∂yq U0(y)

+ an M̂
−

4
n−4

j Rgj (x)
(
g pq

j ∂y p∂yq U0(y)+
(
∂yc gcq

j −
1
2 gcd

j gqk
j ∂yk (gj )cd

)
∂yq U0

)
− bn M̂

−
4

n−4
j Ricpq

gj
(x)

×
(
∂y p∂yq U0−

1
2 gsk

j
(
∂y p(gj )qk + ∂yq (gj )pk − ∂yk (gj )pq

)
∂ys U0

)]}
M̂
−

2n
n−4

j dy.

Then by Lemma 5.7, one can check that

|3j (r)− 3̃j (r)|

≤ cM̂2
j

∫
|y|≤M̂2/(n−4)

j r

[(
|vj (y)−U0(y)| + |y| |Dy(vj −U0)|

)
×
(
M̂
−

2
n−4

j (1+ |y|)1−n
+ M̂

−
6

n−4
j (1+ |y|)3−n)

+ |Dy(vj −U0)| M̂
−

6
n−4

j (1+ |y|)4−n
+ |D2

y(vj −U0)|M̂
−

4
n−4

j (1+ |y|)4−n

+ |D3
y(vj −U0)|M̂

−
6

n−4
j (1+ |y|)4−n

]
dy+Cr8−n

≤ cr +Cr8−n
≤ Cr.

Also, by the construction of conformal normal coordinates,

|3̃j (r)|

= M̂2
j

∫
|x |≤r

∣∣∣∣(x ·∇ũ j+
n−4

2
ũ j

)(
12
−12

gj
+divgj (an Rgj gj−bnRicgj )∇gj

)
ũ j dx

∣∣∣∣
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≤ cM̂2
j

∫
|y|≤M2/(n−4)

j r
M̂j (1+ |y|)4−n M̂

8
n−4+1
j

×

[
M̂
−

6
n−4

j |x |N−3(1+ |y|)3−n

+ M̂
−

4
n−4

j |x |N−2(1+ |y|)2−n
+ M̂

−
2

n−4
j |x |N−1(1+ |y|)1−n

]
M̂
−

2n
n−4

j dy

≤ C(r N+4−n
+ M̂

2− 2N
n−4

j ).

Therefore, (5-47) holds for 5≤ n ≤ 7. �

Proposition 5.9. Let (Mn, g) be a closed Riemannian manifold of dimension 5≤
n ≤ 7 with Rg ≥ 0, and also Qg ≥ 0 with Qg(p) > 0 for some point p ∈ M. Let {u j }

be a sequence of positive solutions to (1-2) and x j→ x̄ be an isolated simple blowup
point so that

u j (x j )u j (p)→ H(p) in C4,α
loc (Bδ2(x̄)−{x̄}),

for some 0< α < 1. Assume that for some constants a > 0 and A,

(5-48) H(p)=
a

dg(p, x̄)n−4 + A+ o(1) as dg(p, x̄)→ 0,

for n = 5, or

(5-49) Ĥ(p)≡ρ−1(x̄)ρ−1(p)H(p)= a
dg0(p, x̄)n−4+A+o(1) as dg0(p, x̄)→0,

for 5≤ n ≤ 7, where g0 = ρ
4/(n−4)g is the conformal metric corresponding to the

conformal normal coordinates centered at x̄ . Then A = 0.

Proof. Let us first consider n = 5 under the condition (5-48).
Let x = (x1, . . . , xn) be the geodesic normal coordinates at x j for each j. Denote

�γ, j = Bγ (x j ) for γ < δ2/(2). Then �γ, j → �γ = Bγ (x̄). By the Pohozaev
identity,∫
∂�γ, j

n− 4
2

(
u j
∂

∂ν
(1u j )−1u j

∂

∂ν
u j

)
+

(
(x · ∇u j )

∂

∂ν
(1u j )−

∂

∂ν
(x · ∇u j )1u j +

1
2(1u j )

2x · ν
)

ds

=

∫
�γ, j

(
x ·∇u j+

n− 4
2

u j

)
(12
−Pg)u j dx+

(n− 4)2

4n
Q
∫
∂�γ, j

(x ·ν)u
2n

n−4
j dx .

Multiplying M2
j = u j (x j )

2 on both sides and taking limγ→0+ lim sup j→∞ on both
sides, we have that by Corollary 5.6,

lim
γ→0

lim sup
j→∞

M2
j

∫
�γ, j

(
x · ∇u j +

n− 4
2

u j

)
(12
− Pg)u j dx = 0,
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and

lim
γ→0

[∫
∂�γ

n− 4
2

(
H
∂

∂ν
(1H)−1H

∂

∂ν
H
)

+

(
(x · ∇H)

∂

∂ν
(1H)−

∂

∂ν
(x · ∇H)1H + 1

2(1H)2x · ν
)

ds
]

= lim
γ→0

lim sup
j→∞

M2
j

∫
∂�γ, j

[
n− 4

2

(
u j
∂

∂ν
(1u j )−1u j

∂

∂ν
u j

)
+

(
(x · ∇u j )

∂

∂ν
(1u j )−

∂

∂ν
(x · ∇u j )1u j +

1
2(1u j )

2x · ν
)]

ds

= lim
γ→0

lim sup
j→∞

M
−

8
n−4

j

∫
∂�γ, j

(x · ν)(Mj u j )
2n

n−4 dx = 0.

By assumption,

lim
γ→0

[∫
∂�γ

n− 4
2

(
H
∂

∂ν
(1H)−1H

∂

∂ν
H
)

+

(
(x · ∇H)

∂

∂ν
(1H)−

∂

∂ν
(x · ∇H)1H + 1

2(1H)2x · ν
)

ds
]

= lim
γ→0

∫
∂�γ

(n− 4)2(n− 2)a A|x |1−n ds

= (n− 4)2(n− 2)a A|Sn−1
|,

where |Sn−1
| is the area of an (n−1)-dimensional round sphere. Therefore,

A = 0.

For 5 ≤ n ≤ 7 under the condition (5-49), for each j, let x = (x1, . . . , xn) be
the conformal normal coordinates of (�, g) centered at x j and gj = ρ

4/(n−4)
j g the

corresponding conformal metrics defined as in the paragraph preceding Lemma 5.7.
Denote �γ, j = Bγ (x j ) with respect to the metric gj , for γ < δ2/2. Then

�γ, j →�γ = Bγ (x̄).

By the Pohozaev identity,∫
∂�γ, j

n− 4
2

(
ǔ j
∂

∂ν
(1ǔ j )−1ǔ j

∂

∂ν
ǔ j

)
+

(
(x · ∇ǔ j )

∂

∂ν
(1ǔ j )−

∂

∂ν
(x · ∇ǔ j )1ǔ j +

1
2(1ǔ j )

2x · ν
)

ds

=

∫
�γ, j

(
x ·∇ǔ j+

n− 4
2

ǔ j

)
(12
−Pgj )ǔ j dx+

(n− 4)2

4n
Q
∫
∂�γ, j

(x ·ν)ǔ
2n

n−4
j dx,
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where ǔ j = u jρ
−1
j . Note that

ǔ j (p)ǔ j (x j )→ H(p)ρ(x̄)−1ρ(p)−1
= Ĥ(p),

in
C4,α

loc (Bδ2/2(x̄)−{x̄}).

Multiplying M̂2
j = ǔ j (x j )

2 on both sides of the identity and taking the limit
limγ→0+ lim sup j→∞ on both sides, we have that by Corollary 5.8,

lim
γ→0

lim sup
j→∞

M̂2
j

∫
�γ, j

(
x · ∇ǔ j +

n− 4
2

ǔ j

)
(12
− Pgj )ǔ j dx = 0,

and

lim
γ→0

[∫
∂�γ

n− 4
2

(
Ĥ
∂

∂ν
(1Ĥ)−1Ĥ

∂

∂ν
Ĥ
)

+

(
(x · ∇ Ĥ)

∂

∂ν
(1Ĥ)−

∂

∂ν
(x · ∇ Ĥ)1Ĥ + 1

2(1Ĥ)2x · ν
)

ds
]

= lim
γ→0

lim sup
j→∞

M̂2
j

∫
∂�γ, j

[
n− 4

2

(
ǔ j
∂

∂ν
(1ǔ j )−1ǔ j

∂

∂ν
ǔ j

)
+

(
(x · ∇ǔ j )

∂

∂ν
(1ǔ j )−

∂

∂ν
(x · ∇ǔ j )1ǔ j +

1
2(1ǔ j )

2x · ν
)]

ds

= lim
γ→0

lim sup
j→∞

M̂
−

8
n−4

j

∫
∂�γ, j

(x · ν)(M̂j ǔ j )
2n

n−4 dx = 0.

By assumption,

lim
γ→0

[∫
∂�γ

n− 4
2

(
Ĥ
∂

∂ν
(1Ĥ)−1Ĥ

∂

∂ν
Ĥ
)
+(

(x · ∇ Ĥ)
∂

∂ν
(1Ĥ)−

∂

∂ν
(x · ∇ Ĥ)1Ĥ + 1

2(1Ĥ)2x · ν
)

ds
]

= lim
γ→0

∫
∂�γ

(n− 4)2(n− 2)a A|x |1−n ds

= (n− 4)2(n− 2)a A|Sn−1
|,

where |Sn−1
| is the area of an (n−1)-dimensional round sphere. Therefore,

A = 0. �

Remark. It is easy to check that all conclusions in this section hold for an isolated
(respectively, simple) blowup point x j → x̄ of a sequence of solutions {vj }j to
(1-2), with the background metric g replaced by a sequence of rescaled metrics
gj = Tj g corresponding to a sequence of positive numbers Tj →∞ as j→∞. In
this situation, ρ ≡ 1 in (5-49) in Proposition 5.9.
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6. From isolated blowup points to isolated simple blowup points

In this section we show that an isolated blowup point is an isolated simple blowup
point.

Proposition 6.1. Let (Mn, g) be a closed Riemannian manifold of dimension 5≤
n ≤ 7 with Rg ≥ 0, and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M.
Let {u j } be a sequence of positive solutions to (1-2) and x j → x̄ be an isolated
blowup point. Let Mj = u j (x j ). Then x̄ is an isolated simple blowup point.

Proof. We prove the proposition by a contradiction argument. Assume that x̄
is not an isolated simple blowup point. Then there exist two critical points of
r (n−4)/2ū j (r) in (0, µ̄j ) with some µ̄j → 0 up to a subsequence as j →∞. By
Lemma 5.2 with 0<εj < e−Tj, we have r (n−4)/2ū j (r) has precisely one critical point
in (0, Tj M−2/(n−4)

j ). We choose µj to be the second critical point of r (n−4)/2ū j (r)
so that µj ≥ Tj M−2/(n−4)

j and by assumption µj → 0.
For each j let x = (x1, . . . , xn) be the geodesic normal coordinates centered

at x j , and let y = µ−1
j x . For ease of notation, we assume δ2 = 1. We define the

scaled metric g̃j = µ
−2
j g so that (g̃j )pq(µ

−1
j x)dx pdxq

= gpq(x)dx pdxq, and

ξj (y)= µ
n−4

2
j u j (expx j

(µj y)) for |y|< µ−1
j .

We denote ξ̄j as the spherical average of ξj . Then we have:

(6-1) Pg̃j ξj (y)= n−4
2 Qξj (y)(n+4)/(n−4), where |y|< µ−1

j ,

(6-2) |y|(n−4)/2ξj (y)≤ C , where |y|< µ−1
j .

(6-3) lim j→∞ ξj (0)=∞.

(6-4) − 4(n−1)
n−2 1g̃j ξ

(n−2)/(n−4)
j + Rg̃j ξ

(n−2)/(n−4)
j ≥ 0, where |y|< µ−1

j .

(6-5) r (n−4)/2ξ̄j (r) has precisely one critical point in 0< r < 1.

(6-6) d
dr (r

(n−4)/2ξ̄j (r))= 0 at r = 1.

Therefore {0} is an isolated simple blowup point of the sequence {ξj }. Note that
the remark on page 138 holds for u j so

(6-7) ξj (0)ξj (y)≥ C |y|4−n for |y| ≥ µ−1
j Tj M

−
2

n−4
j ,

where µ−1
j Tj M−2/(n−4)

j ≤ 1. By Lemma 5.1, there exists C > 0 independent of j
and k so that for any k ∈ R,

(6-8) max
2k≤|y|≤2k+1

ξj (0)ξj (y) ≤ C min
2k≤|y|≤2k+1

ξj (0)ξj (y), when 2k+1 < µ−1
j
δ2

3
.

Note that Q g̃j ≥ 0 and Rg̃j > 0 in M. Also the rescaled metrics g̃j are all well
controlled in |y| ≤ 1. In the proof of Lemma 5.4 the maximum principle holds
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for g̃j and the coefficients of the test function are still uniformly chosen for g̃j

so that the estimate in Lemma 5.4 holds for each ξj in |y| ≤ δ̃2 for some δ̃2 < 1
independent of j. Hence Proposition 5.3 holds for ξj in |y| ≤ δ̃2. This combined
with (6-7) and (6-8) implies

C(K )−1
≤ ξj (0)ξj (y)≤ C(K )

for K b Rn
− {0} when j is large; moreover, g̃j converges to the flat metric and

there exists a > 0 such that ξj (0)ξj (y) converges to

H(y)= a|y|4−n
+ b(y) in C4

loc(R
n
−{0}),

where b(y) ∈ C4(Rn) satisfies
12b = 0

in Rn. Here H > 0 in Rn
−{0}. Also,

(6-9) −1H(y)
n−2
n−4 ≥ 0, |y|> 0.

Moreover, for a fixed point y0 in |y| = 1, by (6-8),

H(y)≤ |y|2+
ln C
ln 2 H(y0)

for |y| ≥ 1. Since H > 0 for |y|> 0, it follows that b(y) is a polyharmonic function
of polynomial growth on Rn. Therefore, b(y) must be a polynomial in Rn; see
[Armitage 1973]. Nonnegativity of H near infinity implies that b(y) is of even
order. Then either b(y) is a nonnegative constant or b(y) is a polynomial of even
order with order at least two and b(y) is nonnegative at infinity. The later case
contradicts (6-9) for y near infinity. Therefore, b(y) must be a nonnegative constant
on Rn and

H(y)= a|y|4−n
+ b

with a constant a > 0 and a constant b.
By (6-6),

d
dr
(r

n−4
2 H(r))= 0 at r = 1.

We then have b= a > 0, which contradicts Proposition 5.9. In fact, Proposition 5.9
applies to isolated simple blowup points with respect to the sequence of rescaled
metrics {g̃j } with uniform curvature bound and uniform bound of injectivity radius
with the property that Q g̃j > 0 and Rg̃j > 0 (see the proof of Proposition 5.9).
Here Ĥ = H in the condition (5-49). Indeed, for n = 6, 7, after rescaling, the
conformal metric gj = ρ

4/(n−4)
j g corresponding to the conformal normal coordinates

centered at x j becomes ĝj (y)=µ−2
j ρj (µj y)4/(n−4)g(µj y) and the functions ρ̂j (y)=

ρj (µj y)→ ρ(y) ≡ 1 locally uniformly in C N as j →+∞. This completes the
proof of Proposition 6.1. �
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Remark. It is easy to check the proof of Proposition 6.1 shows that an isolated
blowup point x j→ x̄ of a sequence of solutions {vj }j to (1-2), with the background
metric g replaced by a sequence of rescaled metrics gj = Tj g corresponding to a
sequence of positive numbers Tj →∞ as j →∞, is in fact an isolated simple
blowup point.

7. Compactness of solutions to the constant Q-curvature equations

Based on Propositions 5.3 and 6.1, the proof of compactness of the solutions is
more or less standard; see, for example, [Li and Zhu 1999]. But again we need to
deal with the limit of the blowup argument carefully, which satisfies a fourth order
elliptic equation; see Lemma 7.1 and Proposition 7.3.

We first show that there are no bubble accumulations.

Lemma 7.1. Let (Mn, g) be a closed Riemannian manifold of dimension 5≤ n ≤ 9
with Rg ≥ 0, and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M. For any
given ε > 0 and large constant T > 1, there exists some constant C1 > 0 depending
on M, g, ε, T, ‖Qg‖C1(M) such that for any solution u to (1-2) and any compact
subset K ⊂ M satisfying

max
p∈M−K

d(p, K )
n−4

2 u(p)≥ C1 if K 6=∅

and
max
p∈M

u(p)≥ C1 if K =∅,

we have that there exists some local maximum point p′ of u in M − K with
BT u(p′)−2/(n−4)(p′)⊂ M − K satisfying

(7-1) ‖u(p′)−1u(expp′(u(p
′)−

2
n−4 y))− (1+ 4−1

|y|2)−
n−4

2 ‖C4(|y|≤2T ) < ε.

Proof. We argue by contradiction. That is to say, there exists a sequence of compact
subsets K j and a sequence of solutions u j to (1-2) on M such that

max
p∈M−K j

d(p, K j )
n−4

2 u(p)≥ j,

but no point satisfies (7-1) (here d(p, K j )=1 when K j=∅). We choose x j ∈M−K j

satisfying

dg(x j , K j )
n−4

2 u j (x j )= max
p∈M−K j

dg(p, K j )
n−4

2 u j (p).

Denote Tj ≡
1
4 u j (x j )

2/(n−4)dg(x j , K j ). We then define

vj (y)= u j (x j )
−1u j (expx j

(u j (x j )
−

2
n−4 y)) for |y| ≤ Tj .
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Let h j = u j (x j )
4/(n−4)g. The rescaled function vj satisfies

(7-2) Ph jvj =
n− 4

2
Qv

n+4
n−4
j ,

and by Theorem 2.1,

(7-3) 1h jvj ≤
n− 4

4(n− 1)
Rh jvj .

We will analyze the limit of the sequence {vj } as in Theorem 3.3 and conclude
that (7-1) indeed holds. By assumption,

Tj ≡
1
4 u j (x j )

2
n−4 dg(yj , K j )≥

1
4 j

2
n−4 ,

and
dg(expx j

(u j (x j )
−

2
n−4 y), K j )≥

1
2 dg(x j , K j ) for |y| ≤ Tj .

It follows that

0< vj (y)= u j (x j )
−1u j (expx j

(u j (x j )
−

2
n−4 y))

≤ u j (x j )
−1dg(expx j

(u j (x j )
−

2
n−4 y), K j )

−
n−4

2 dg(x j , K j )
n−4

2 u j (x j )

≤ 2
n−4

2 for |y| ≤ Tj .

Standard elliptic estimates imply that up to a subsequence,

vj → v in C4
loc(R

n),

with v satisfying

12v =
n− 4

2
Qv

n+4
n−4 in Rn,

v(0)= 1, 0≤ v ≤ 2
n−4

2 in Rn,

1v ≤ 0, in Rn.

By the strong maximum principle, v > 0 in Rn. Then by the classification theorem
of C.S. Lin [1998]),

v(y)=
(

λ

1+ 4−1λ2|y− ȳ|2

)n−4
2

in Rn,

with v(0)= 1 and v(y)≤ λ(n−4)/2
≤ 2(n−4)/2. Therefore, |ȳ| ≤C(n) with C(n) > 0

only depending on n. We choose yj to be the local maximum point of vj converging
to ȳ. Then pj = expx j

(u j (x j )
−2/(n−4)yj ) ∈ M− K j is a local maximum point of u j .

We now repeat the blowup argument with x j replaced by pj and u j (x j ) replaced by
u j (pj ) and obtain the limit

v(y)= (1+ 4−1
|y|2)−

n−4
2 in Rn.
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Therefore, for large j, there exists pj ∈ M − K j such that (7-1) holds. This
contradicts the assumption. Therefore, the proof of the lemma is completed. �

Lemma 7.2. Let (Mn, g) be a closed Riemannian manifold of dimension 5≤ n ≤ 9
with Rg≥ 0, and also Qg≥ 0 with Qg(p0)> 0 for some point p0 ∈M. For any given
ε > 0 and a large constant T > 1, there exist some constants C1 > 0 and C2 > 0
depending on M, g, ε, T, ‖Qg‖C1(M) such that for any solution u to (1-2) with

max
p∈M

u(p) > C1,

there exists some integer N = N (u) depending on u and N local maximum points
{p1, . . . , pN } of u such that:

(i) For i 6= j,
Bγi (pi )∩ Bγj (pj )=∅,

with γj = T u(pj )
−2/(n−4) and Bγj (pj ) the geodesic γj -ball centered at pj , and

(7-4) ‖u(pj )
−1u(exppj

(u(pj )
−

2
n−4 y))− (1+ 4−1

|y|2)−
n−4

2 ‖C4(|y|≤2R) < ε,

where y = u(pj )
2/(n−4)x , with x geodesic normal coordinates centered at pj ,

and |y| =
√
(y1)2+ · · ·+ (yn)2.

(ii) For i < j, we have dg(pi , pj )
(n−4)/2u(pj )≥ C1, while for p ∈ M,

dg(p, {p1, . . . , pn})
n−4

2 u(p)≤ C2.

Proof. We will use Lemma 7.1 and prove the lemma by induction. To start, we
apply Lemma 7.1 with K =∅. We choose p1 to be a maximum point of u and thus
(7-4) holds. Next we let K = Bγ1(p1).

Assume that for some i0 ≥ 1, (i) holds for 1 ≤ j ≤ i0 and 1 ≤ i < j, and also
dg(pi , pj )

(n−4)/2u(pj ) ≥ C1 with pj chosen as in Lemma 7.1 by induction (this
holds for i0 = 1). Then we let K =

⋃i0
j=1 Bγj (pj ). It follows that for ε > 0 small,

for any p such that dg(p, pj )≤ 2γj with 1≤ j ≤ i0, we have

dg(p, {p1, . . . , pi0})
n−4

2 u(p)≤ dg(p, pj )
n−4

2 u(p)≤ 2dg(p, pj )
n−4

2 u(pj )

≤ 2(2T u(pj )
−

2
n−4 )

n−4
2 u(pj )= 2

n−2
2 T

n−4
2 ,

and therefore, for p ∈
⋃i0

j=1 B2γj (pj ),

(7-5) dg(p, {p1, . . . , pi0})
n−4

2 u(p)≤ 2
n−2

2 T
n−4

2 .

If, for all p ∈ M , the inequality

dg(p, {p1, . . . , pi0})
n−4

2 u(p)≤ C1,
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holds then the induction stops. Otherwise, we apply Lemma 7.1, and we denote
pi0+1 as the local maximum point y0 obtained in Lemma 7.1 so that

BT u(pi0+1)−2/(n−4)(pi0+1)⊂ M − K .

Thus, (i) holds for i0+ 1. Also, by assumption, dg(pj , pi0+1)
(n−4)/2u(pi0+1) > C1.

By the same argument, (7-5) holds for i0 replaced by i0+ 1. The induction must
stop in a finite time N = N (u), since

∫
M u2n/(n−4) dVg is bounded and∫

Bγj (pj )

u
2n

n−4 dVg

is bounded below by a uniform positive constant. It is clear now that for p ∈
M −

⋃N
j=1 Bγj (pj ),

d(p, {p1, . . . , pN })
n−4

2 u(p)≤ 2
n−4

2 d
(

p,
N⋃

j=1

Bγj (pj )

)n−4
2

u(p)≤ 2
n−4

2 C1.

By induction, (7-5) holds for i0 replaced by N. We set

C2 = 2
n−2

2 T
n−4

2 + 2
n−4

2 C1. �

The next proposition rules out the bubble accumulations.

Proposition 7.3. Let (Mn, g) be a closed Riemannian manifold of dimension 5≤
n ≤ 7 with Rg ≥ 0, and also Qg ≥ 0 with Qg(p0) > 0 for some point p0 ∈ M.
For ε > 0 small enough and a constant T > 1 large enough, there exists γ > 0
depending on M, g, ε, T, ‖Rg‖C1(M) and ‖Qg‖C1(M) such that for any solution u
to (1-2) with maxp∈M u(p) > C1, we have

d(pi , pj )≥ γ,

for 1≤ i, j ≤ N and i 6= j, where N = N (u), pj = pj (u), pi = pi (u) and C1 are
defined in Lemma 7.2.

Proof. Suppose the proposition fails, which implies that there exist ε > 0 small and
T >0 large and a sequence of solutions u j to (1-2) such that maxp∈M u j (p)>C1 and

lim
j→∞

min
i 6=k

d(pi (u j ), pk(u j ))= 0.

We denote p1, j and p2, j to be the two points realizing the minimum distance in
{p1(u j ), . . . , pN (u j )} of u j constructed in Lemma 7.2. Let γ̄j = dg(p1, j , p2, j ).
Since

BT u j (p1, j )−2/(n−4)(p1, j )∩ BT u j (p2, j )−2/(n−4)(p2, j )=∅,

we have that u j (p1, j )→∞ and u j (p2, j )→∞.
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For each j, let x = (x1, . . . , xn) be the geodesic normal coordinates centered
at p1, j , y = γ̄−1

j x , and expp1, j
(x) be exponential map under the metric g. We

define the scaled metric h j = γ̄
−2
j g, and the rescaled function

vj (y)= γ̄
n−4

2
j u j (expp1, j

(γ̄j y)).

It follows that vj satisfies vj > 0 in |y| ≤ γ̄−1
j r0 and that

Ph jvj (y)=
n− 4

2
Qvj (y)

n+4
n−4 for |y| ≤ γ̄−1

j r0,(7-6)

1h jvj ≤
(n− 4)
4(n− 1)

Rh jvj for |y| ≤ γ̄−1
j r0,(7-7)

where r0 is half of the injectivity radius of (M, g). We define yk = yk(u j ) ∈ Rn

such that expp1, j
(γ̄j yk)= pk for the points pk(u j ). It follows that for pk 6= p1, j ,

|yk | ≥ 1+ o(1)

with o(1)→ 0 as j→∞. Let y2, j ∈ Rn be such that p2, j = expp1, j
(γ̄j y2, j ). Then

|y2, j | → 1 as j→∞.

It follows that there exists ȳ ∈ Rn with |ȳ| = 1 such that up to a subsequence,

ȳ = lim
j→∞

y2, j .

By Lemma 7.2,

γ̄j ≥ C max{T u j (p1, j )
−

2
n−4 , T u j (p2, j )

−
2

n−4 }.

Thus, vj (0)≥ C3, vj (y2, j )≥ C3 for some C3 > 0 independent of j, yk is a local
maximum point of vj for all 1≤ k≤ N (u j ), and min

1≤k≤N (u j )
|y− yk |

(n−4)/2vj (y)≤ C2

for all |y| ≤ γ̄−1
j .

We claim that either

(7-8) vj (0)→∞ and vj (y2, j )→∞,

or both of these two sequences are uniformly bounded. To see this, we first assume
that one of them tends to infinity up to a subsequence, say vj (0)→∞ for instance.
It is clear that 0 is an isolated blowup point, and by Proposition 6.1 it is an isolated
simple blowup point. Then vj (y2, j )→∞ in this subsequence since otherwise, by the
control (7-4) at p2, j in Lemma 7.2 and the rescaling, the upper bound of vj in the 1

2 -
geodesic ball centered at y2, j under h j is controlled by the lower bound of vj in it up
to a uniform multiplier, and thus by the Harnack inequality (5-1) in B4/5(0)−B1/5(0)
and Proposition 5.3, vj → 0 in B1/2(p2, j ), contradicting vj (y2, j )≥ C3. The claim
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is established. If vj are uniformly bounded on any fixed compact subset of Rn, then
as discussed in Lemma 7.1, vj → v in C4

loc(R
n) with v > 0 and

12v =
n− 4

2
Qv

n+4
n−4

in Rn. Also, 0 and ȳ are local maximum points of v. That contradicts the classifica-
tion theorem in [Lin 1998]. Therefore, the set (denoted as K0) of isolated blowup
points of {vj } is nonempty. Hence vj is uniformly bounded on any compact subset
in Rn

− K0. By a similar argument as the claim, there are at least two points in K0

and for any two distinct points y, z ∈ K, |y− z| ≥ 1. Also, by Proposition 6.1 (see
also the remark on page 159), K0 is a set of isolated simple blowup points.

Choose any two blowup points ym, j → ym and yk, j → yk ∈ K0. For j large, we
pick a point p on the 1

2 -geodesic sphere of yk, j . Now we apply Theorem 3.3 (see also
the remark on page 138) about the blowup point ym of vj at p and Proposition 5.3
about the blowup point yk of vj at p; then we have that there exists a constant C > 0
independent of j such that

vj (ym, j )≥ Cvj (yk, j ).

Similarly, there exists a constant C ′ > 0 independent of j such that

vj (yk, j )≥ C ′vj (ym, j ).

For any point y ∈ Rn
− K0, let yk be one of the nearest points to y in K0. Let � be

the convex hull of B1/2(y)∪ B1/2(yk). The argument in Lemma 5.1 still holds with
B2r (x j ) and B2r (x j )−Br/2(x j ) replaced by� and any compact subset of�−{yk, j }

containing y, and therefore the Harnack inequality holds uniformly for vj on each
compact subset of Rn

− K0 when j is large. Therefore, by Proposition 5.3, for a
given blowup point yk, j → yk ∈ K0, vj (yk, j )vj is uniformly bounded in any fixed
compact subset of Rn

− K0. Multiplying vj (yk, j ) on both sides of (7-6) and (7-7),
we have that, up to a subsequence,

lim
j→∞

vj (yk, j )vj = F ≥ 0 in C4
loc(R

n
− K0),

such that

12 F = 0 in Rn
− K0,(7-9)

1F ≤ 0 in Rn
− K0.(7-10)

Pick a point ym ∈ K0−{yk}. Since all the blowup points in K0 are isolated simple
blowup points, by Proposition 5.3,

F(y)= a1|y− yk |
4−n
+81(y)= a1|y− yk |

4−n
+ a2|y− ym |

4−n
+82(y)
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for y ∈ Rn
− K0 with the constants a1, a2 > 0. Moreover,

82 ∈ C4(Rn
− (K0−{yk, ym}))

and82 satisfies (7-9) in Rn
−(K0−{yk, ym}). Define ξ =181 in Rn

−(K0−{yk}).
By (7-10), F > 0 in Rn

− K0. Therefore,

lim inf
|y|→∞

81(y)= lim inf
|y|→∞

(F(y)− a1|y− yk |
4−n) ≥ 0,(7-11)

lim sup
|y|→∞

ξ(y) = lim sup
|y|→∞

1(F(y)− a1|y− yk |
4−n) ≤ 0,(7-12)

where for (7-12) we have used (7-10). Moreover, ξ < 0 near any isolated singular
point in K0−{yk} by Proposition 5.3. Applying the strong maximum principle to ξ
and the equation

1ξ =12(F − a1|y− yk |
4−n)= 0

in Rn
− (K0−{yk}),

ξ =181 < 0

in Rn
− (K0−{yk}). Since 81 > 0 near any isolated singular point in K0−{yk} by

Proposition 5.3, and also (7-11) holds, applying the strong maximum principle to81

and181<0 in Rn
−(K0−{yk}), we have81>0 in Rn

−(K0−{yk}). It follows that

F(y)= a1|y− yk |
4−n
+81(0)+ O(|y− yk |) with 81(yk) > 0 near y = yk,

contradicting Proposition 5.9 (It is easy to check that Proposition 5.9 applies for the
scaled metrics h j instead of g.). Here in the statement of Proposition 5.9, H= Ĥ= F.
Indeed, for 5≤n≤7, after rescaling, for each j the conformal metric gj = ρ

4/(n−4)
j g

corresponding to the conformal normal coordinates centered at x j becomes

ĝj (y)= γ̄−2
j ρj (γ̄j y)4/(n−4)g(γ̄j y)

and the functions ρ̂j (y)=ρj (γ̄j y)→ρ(y)≡ 1 locally uniformly in C N as j→+∞.
Proposition 7.3 is then established. �

We are now ready to prove the compactness theorem of positive solutions to (1-2).

Proof of Theorem 1.2. By Lemma 2.3 and the ellipticity of (1-2), we only need to
show that there is a constant C > 0 depending on M and g such that

u ≤ C.

Suppose the contrary, then there exists a sequence of positive solutions u j to (1-2)
such that

max
p∈M

u j →∞

as j→∞. By Proposition 7.3, after passing to a subsequence, there exist N distinct
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isolated simple blowup points p1, j→ p1, . . . , pN , j→ pN with N ≥ 1 independent
of j. Applying Proposition 5.3, we have that up to a subsequence,

u j (p1, j )u j (p)→ F(p)=
N∑

k=1

ak Gg(pk, p)+ b(p) in C4
loc(M −{p1, . . . , pN }),

where a1 > 0, a2 ≥ 0, . . . , aN ≥ 0 are some constants, Gg is the Green’s function
of Pg under the metric g and b(p) ∈ C4(M) satisfying

Pgb = 0

on M. Since Qg ≥ 0 on M with Qg > 0 at some point, by the strong maximum
principle of Pg, b ≥ 0 in M. We know that Gg(pk, p) > 0 for 1 ≤ k ≤ N by
Theorem 2.1. Let x = (x1, . . . , xn) be the conformal normal coordinates centered at
p1, j for each j (respectively, p1) constructed in [Lee and Parker 1987] with respect
to the conformal metric h j = ρ

−4/(n−4)
j g (respectively, h = ρ−4/(n−4)g) such that

det(hi j )= 1+ O(|x |10n).

Then there exists C1 > 0 independent of j such that

C−1
1 ≤ ρj ≤ C1,

and
‖ρj − ρ‖C N (M)→ 0 as j→∞.

As shown in Theorem 2.1, under the conformal normal coordinates x= (x1, . . . , xn)

centered at p1, the Green’s function under metric h satisfies

Gh(p1, p)= ρ2(p)Gg(p1, p)= dh(p1, p)4−n
+ A+ o(1)

near p1 with the constant A > 0 and o(1)→ 0 as p→ p1. Therefore,

ρ(p)2 F(p)= a1dh(p1, p)4−n
+ B+ o(1)

B = a1 A +
∑N

k=2 akρ(p1)
2Gg(pk, p1) + b(p1) > 0 and o(1) → 0 as p → p1.

That contradicts Proposition 5.9 with Ĥ = F in (5-49). Therefore, Theorem 1.2 is
established. �

Appendix A: Positive solutions of certain linear fourth order elliptic
equations in punctured balls

Assume Bδ(x̄) is a geodesic δ-ball on a complete Riemannian manifold (Mn, g)
with 2δ less than the injectivity radius. For application, for 5≤ n≤ 9, (M, g) could
either be the closed manifold in Proposition 5.3, or the Euclidean space.
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Lemma A.1. Let u ∈ C4(Bδ(x̄)−{x̄}) be a solution to

(A-1) Pgu = 0 in Bδ(x̄)−{x̄}.

If u(p)= o(dg(p, x̄)4−n) as p→ x̄ , then u ∈ C4,α
loc (Bδ(x̄)) for 0< α < 1.

Proof. Step 1. We show that (A-1) holds in Bδ(x̄) in the distribution sense.
To see this, given any small ε > 0, we define the cutoff function ηε on Bδ(x̄)

with 0≤ ηε ≤ 1 so that

ηε(p)= 1 for dg(p, x̄)≤ ε,

ηε(p)= 0 for dg(p, x̄)≥ 2ε,

|∇ηε(p)| ≤ Cε−1 for ε ≤ dg(p, x̄)≤ 2ε.

For any given φ ∈C∞c (Bδ(x̄)) we multiply by φ(1−ηε) on both sides of (A-1) and
do integration by parts, ∫

Bδ(x̄)
Pg(φ(1− ηε))u dVg = 0.

Let ε→ 0, then∫
Bδ(x̄)

(1− ηε)u Pgφ dVg = O(1)
(

Cε−4
∫

B2ε(x̄)−Bε(x̄)
|u|
)
+C

∫
Bε(x̄)
|u| → 0,

where in the last step we have used u(p) = o(dg(p, x̄)4−n). Therefore, Step 1 is
established.

Step 2. The assumption of u near x̄ implies that u∈ L p
loc(Bδ(x̄)) for any 1< p< n

n−4 .
By W 4,p estimates of the elliptic equation we obtain that u ∈W 4,p

loc (Bδ(x̄)); see [Ag-
mon 1959] for instance. The standard bootstrap argument gives u ∈C4,α

loc (Bδ(x̄)). �

For later use, we now present Lemma 9.2 from [Li and Zhu 1999] without proof.

Lemma A.2. There exists some constant 0< δ0 ≤ δ depending on n, ‖gi j‖C2(Bδ(x̄))
and ‖Rg‖L∞(Bδ(x̄)) such that the maximum principle for − 4(n−1)

n−2 1g + Rg holds on
Bδ0(x̄), and there exists a unique G1(p) ∈ C2(Bδ0(x̄)−{x̄}) satisfying

−
4(n− 1)

n− 2
1gG1+ RgG1 = 0 in Bδ0(x̄)−{x̄},

G1 = 0 on ∂Bδ0(x̄),

lim
p→x̄

dg(p, x̄)n−2G1(p)= 1.

Furthermore, G1(p)= dg(p, x̄)2−n
+R(p) where, for all 0<ε < 1, R(p) satisfies

dg(p, x̄)n−4+ε
|R(p)| + dg(p, x̄)n−3+ε

|∇R(p)| ≤ C(ε), p ∈ Bδ0(x̄), n ≥ 4,

where C(ε) depends on ε, n, ‖gi j‖C2(Bδ(x̄)) and ‖Rg‖L∞(Bδ(x̄)).
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Lemma A.3. Suppose a positive function u ∈ C4(Bδ(x̄)− {x̄}) satisfies (A-1) in
Bδ(x̄)−{x̄}, and assume that there exists a constant C > 0 such that for 0< r < δ,
the Harnack inequality holds:

max
dg(p,x̄)=r

u(p)≤ C min
dg(p,x̄)=r

u(p).

If moreover,

−
4(n− 1)

n− 2
1gu

n−2
n−4 + Rgu

n−2
n−4 ≥ 0 in Bδ(x̄)−{x̄},

then
a = lim sup

p→x̄
dg(p, x̄)n−4u(p) <+∞.

Proof. If the lemma is not true, then for any A > 0, there exists ri → 0+ satisfying

u(p) > A r4−n
i for all dg(p, x̄)= ri .

Let vA =
1
2 A(n−2)/(n−4)G1 with G1 in Lemma A.2. For i large, by the maximum

principle,

u(p)
n−2
n−4 ≥ vA(p) for ri < dg(p, x̄) < δ0.

As i→∞,

u(p)
n−2
n−4 ≥ vA(p) for 0< dg(p, x̄) < δ0.

Since A can be arbitrarily large, u(p) = ∞ in 0 < dg(p, x̄) < δ0, which is a
contradiction. �

Proposition A.4. Let u be as in Lemma A.3. Then there exists a constant b ≥ 0
such that

(A-2) u(p)= bG(p, x̄)+ E(p) for p ∈ Bδ0(x̄)−{x̄},

where G is the Green’s function of Pg ( for the existence of the Green’s function
in our application, G is the limit of the Green’s function of the Paneitz operator
of a sequence of metrics on M restricted to certain domains, and when g is the
flat metric, let G(x, y) = cn|x − y|4−n), and δ0 is defined in Lemma A.2. Here
E ∈ C4(Bδ0(x̄)) satisfies Pg E = 0 in Bδ0(x̄).

Proof. We rewrite (A-1) as

1g(1gu)= divg(an Rgg− bnRicg)∇gu−
n− 4

2
Qgu.

By Lemma A.3, 0< u(p)≤ a1G(p, x̄) with some constant a1 > a in Bδ0(x̄)−{x̄}
with δ0 > 0 in Lemma A.2. Combining this with the interior estimates, there exists
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a constant C > 0 such that∣∣∣∣divg(an Rgg− bnRicg)∇gu−
n− 4

2
Qgu

∣∣∣∣≤ Cd2−n
g (p, x̄),(A-3)

|1gu(p)| ≤ C d2−n
g (p, x̄),(A-4)

for p ∈ Bδ0(x̄)−{0}. We define G2 to be a Green’s function of 1g on Bδ0(x̄) such
that

(A-5) 0< G2(p, q)≤ Cdg(p, q)2−n,

for some constant C > 0 and any two distinct points p and q in Bδ0(x̄). Then

φ1(p)=
∫

Bδ0 (x̄)
G2(p, q)

(
divg(an Rgg− bnRicg)∇gu(q)−

n− 4
2

Qgu(q)
)

dVg(q)

is a special solution to the equation

1gφ = divg(an Rgg− bnRicg)∇gu−
n− 4

2
Qgu in Bδ0(x̄)−{x̄}.

Combining (A-3) and (A-5), we have that there exists a constant C > 0 such that

|φ1(p)| ≤ Cdg(p, x̄)4−n

for p ∈ Bδ0(x̄)−{x̄}. Therefore,

1g(1gu−φ1)= 0 in Bδ0(x̄)−{x̄}.

Since we also have (A-4), the proof of Proposition 9.1 in [Li and Zhu 1999] applies
and there exists a constant −C ≤ b2 ≤ C such that

(1gu(p)−φ1(p))= b2G1(p)+ϕ1(p) in Bδ0(x̄)−{x̄},

with G1 as in Lemma A.2 and ϕ1 a harmonic function on Bδ0(x̄). Therefore,

1gu(p)= b2G1(p)+φ1(p)+ϕ1(p) in Bδ0(x̄)−{x̄}.

By the same argument, there exists b3 ∈ R such that

u(p)= b3G1(p)+ϕ2(p)+
∫

Bδ0 (x̄)
G2(p, q)[b2G1(q)+φ1(q)+ϕ1(q)] dVg(q)

= b3G1(p)+ϕ2(p)+ O(dg(p, x̄)4−n)

in Bδ0(x̄)− {x̄}, with ϕ2 a harmonic function on Bδ0(x̄). But since 0 < u(p) ≤
a1G(p, x̄), we have b3 = 0 and

u(p)= b2

∫
Bδ0 (x̄)

G2(p, q)G1(q) dVg(q)+ o(dg(p, x̄)4−n)
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in Bδ0(x̄)−{x̄}. Therefore, there exists a constant b ≥ 0 such that

u(p)= bdg(p, x̄)4−n
+ o(dg(p, x̄)4−n)

= bG(p, x̄)+ o(dg(p, x̄)4−n).

Then by Lemma A.1, there exists a function E ∈ C4(Bδ0(x̄)) satisfying (A-1) and

u(p)= bG(p, x̄)+ E(p)

for p ∈ Bδ0(x̄)−{x̄}.
This completes the proof of the proposition. �

Using Proposition A.4, we immediately conclude the following corollary.

Corollary A.5. For n ≥ 5, assume that u ∈ C4(Bδ0(x̄)−{x̄}) is a positive solution
of (A-1) with x̄ a singular point, and also that the assumptions in Lemma A.3 hold
for u. Then

lim
r→0

∫
Br (x̄)

(
Pgu−

n− 4
2

Qu
)

dVg

= lim
r→0

∫
∂Br (x̄)

(
∂

∂ν
1gu− (an Rg

∂

∂ν
u− bnRicg(∇gu, ν))

)
dsg

= b lim
r→0

∫
∂Br (x̄)

∂

∂ν
1gG(p, x̄) dsg(p)= 2(n− 2)(n− 4)|Sn−1

| b > 0,

where ν is the outer unit normal and b > 0 is as in (A-2).

Appendix B: Classification of solutions with decay at infinity for a fourth
order linear equation

Let n ≥ 5. It is easy to check that U0 = (1+ 4−1
|x |2)−(n−4)/2 is a solution to the

Q-curvature equation

12U0 =
n− 4

2
QU

n+4
n−4

0

on Rn with Q = 1
8 n(n2

− 4).
We now consider bounded solutions to the linearized equation

(B-1) 12φ(x)=
n+ 4

2
QU

8
n−4

0 φ(x), x ∈ Rn.

Chen and Lin [1998] classified bounded solutions to the linearized equation of the
Yamabe equation in Rn with certain decay near infinity. Similarly, we want to show
that if a solution φ to (B-1) has the decay φ→ 0 uniformly as |x | →∞, then

φ = c0

(
x · ∇U0+

n− 4
2

U0

)
+

n∑
j=1

cj∂x j U0.
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Let {ξk,m}m be the eigenfunctions of the Laplacian on Sn−1, with respect to the
eigenvalue λk = k(n+ k− 2). Let x = rθ with r = |x |. Then we have the decom-
position

φ(rθ)=
∞∑

k=0

∑
m

φk,m(r)ξk,m(θ),

which converges locally uniformly, with φk,m(r) =
∫

Sn−1 φ(rθ)ξk,m(θ) d S. Let
uk,m(rθ)= φk,m(r)ξk,m(θ). Then uk,m satisfies the equation

(B-2) 12uk,m(x)=
n+ 4

2
QU0(x)

8
n−4 uk,m(x), x ∈ Rn,

and φk,m satisfies

(B-3)
(
∂2

r +
n−1

r
∂r−

λk

r2

)(
∂2

r +
n−1

r
∂r−

λk

r2

)
φk,m=

n+4
2

QU
8

n−4
0 φk,m, r>0,

with φk,m(0)= 0 and φ′k,m(0)= 0. Equivalently, φk,m is a solution to the equation

(B-4)
(
1−

λk

r2

)(
1−

λk

r2

)
φk,m =

n+ 4
2

QU
8

n−4
0 φk,m .

Denote

vk,m(r)=
(
∂2

r +
n− 1

r
∂r −

λk

r2

)
φk,m .

Then (
∂2

r +
n− 1

r
∂r −

λk

r2

)
φk,m = vk,m,(B-5) (

∂2
r +

n− 1
r

∂r −
λk

r2

)
vk,m =

n+ 4
2

QU
8

n−4
0 φk,m,(B-6)

where

(B-7) φk,m(0)= 0, φ′k,m(0)= 0, vk,m(0)= 0 and v′k,m(0)= 0.

By (B-2), we know that uk,m is analytic locally in Rn. Then the solutions φk,m to
(B-3) and (B-7) are generated linearly by the two solutions

φ1,k,m(r)= r k
+ E1r k+4

+

∞∑
j=2

E jr k+2+2 j ,

φ2,k,m(r)= r k+2
+C1r k+6

+

∞∑
j=2

C jr k+4+2 j ,

with E1 > 0 and C1 > 0. The constants Ei and C j can be calculated inductively



172 GANG LI

using (B-3). It is easy to check that the radius of convergence of φi,k,m is positive
for i = 1, 2 and k ≥ 1. Therefore,

φk,m = Cφ1,k,m(r)+C ′φ2,k,m(r),

with C and C ′ constants.
Now we employ a useful comparison theorem motivated by [Grunau et al. 2008];

see also [McKenna and Reichel 2003] and [Choi and Xu 2009].

Theorem B.1. Let φ and v be a solution to (B-5) and (B-6) in r > 0. If it holds
that for some r1 > 0,

φ(r1)≥ 0, φ′(r1)≥ 0, v(r1)≥ 0 and v′(r1)≥ 0,

with one of them nonzero, then

(B-8) φ(r) > 0, φ′(r) > 0, v(r) > 0 and v′(r) > 0

for r > r1, and there exists a constant C > 0 such that φ(r) ≥ C(r − r1 − 1)2

for r > r1 + 1. Moreover, there exists a positive constant C ′ = C ′(k) such that
φ(r)≤ C ′(rn+k+2

+ 1). In particular, φ(r) is positive and exists for all r > r1.

Proof. By the equations (B-5) and (B-6),

∂r (rn−1∂rφ)= rn−1v+
λk

r2 φrn−1,

∂r (rn−1∂rv)=
n+ 4

2
QU

8
n−4

0 φrn−1
+
λk

r2 vrn−1.

Using integration,

rn−1φ′(r)= rn−1
1 φ′(r1)+

∫ r

r1

rn−1v+
λk

r2 φrn−1 dr,

rn−1v′(r)= rn−1
1 v′(r1)+

∫ r

r1

n+ 4
2

QU
8

n−4
0 φrn−1

+
λk

r2 vrn−1 dr.

Then it is easy to see that (B-8) holds for r > r1. Also, for r > r1+ 1,

rn−1φ′(r)= (r1+ 1)n−1φ′(r1+ 1)+
∫ r

r1+1
rn−1v+

λk

r2 φrn−1 dr

≥ (r1+ 1)n−1φ′(r1+ 1)+
∫ r

r1+1
rn−1v(r1+ 1) dr

≥ v(r1+ 1)
(1

n rn
−

1
n (r1+ 1)n

)
,

with v(r1+ 1) > 0. Therefore, for r > r1+ 1,

φ′(r)≥ 1
n v(r1+ 1)r − 1

n (r1+ 1)v(r1+ 1).
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Therefore, φ grows at least quadratically.
Now let’s see the upper bound of growth of φ. It is easy to check that(

1−
λk

r2

)(
1−

λk

r2

)
rn+k+2

≥
n+ 4

2
QU

8
n−4

0 rn+k+2, r > 0.

Also,

d
dr

rn+k+2> 0,
(
1−

λk

r2

)
rn+k+2> 0, and

d
dr

(
1−

λk

r2

)
rn+k+2> 0 for r > 0.

Therefore, for any r1> 0, there exists a constant δ= δ(r1)> 0 such that the function
ϕ(r)= rn+k+2

− δφ(r) satisfies (B-8) at r = r1. Note that(
1−

λk

r2

)(
1−

λk

r2

)
ϕ(r)≥

n+ 4
2

QU
8

n−4
0 ϕ(r), r > 0.

Denote

ṽ(r)=
(
1−

λk

r2

)
ϕ(r)

so that (
1−

λk

r2

)
ṽ(r)≥

n+ 4
2

QU
8

n−4
0 ϕ(r), r > 0.

Using the same integration argument starting from r = r1, we obtain that ϕ(r) > 0
for r ≥ r1. This completes the proof of Theorem B.1. �

Now we consider the behavior of φ1,k,m and φ2,k,m .
Let v1,k,m and v2,k,m be defined as above with respect to φ1,k,m and φ2,k,m :

v1,k,m(r)=
(
∂2

r +
n− 1

r
∂r −

λk

r2

)
φ1,k,m,

v2,k,m(r)=
(
∂2

r +
n− 1

r
∂r −

λk

r2

)
φ2,k,m .

By the Taylor expansion, for r > 0 close to 0, φ1,k,m(r) > 0, φ′1,k,m(r) > 0,
v1,k,m(r) > 0 and v′1,k,m(r) > 0. Then by Theorem B.1, φ1,k,m(r) keeps increasing
at least quadratically as r increases. Also, for any ε > 0, there exists C = C(ε, k)
such that φ1,k,m(r) is bounded from above by Crn+k+2 with some constant C
for r > ε. In particular, φ1,k,m(r) is positive and exists for any r > 0. The same
holds for φ2,k,m .

For any r1> 0, we know that φi,k,m satisfies (B-8) at r = r1, for i = 1, 2 and k≥ 1.
Then there exists C>0 such that both (φ1,k,m−C−1φ2,k,m) and (φ2,k,m−C−1φ1,k,m)

satisfy (B-8) at r = r1. Then by Theorem B.1, for r > r1,

φ1,k,m(r)−C−1φ2,k,m(r) > 0 and φ2,k,m(r)−C−1φ1,k,m(r) > 0.
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That is to say, φ1,k,m and φ2,k,m are both positive on (0,∞) and they go to infinity
as r→∞ in the same order. This leads to the following corollary.

Corollary B.2. For any k ≥ 1, there is at most one constant C > 0 such that
φ1,k,m −Cφ2,k,m is bounded on r ∈ (0,+∞).

Now we consider the asymptotic behavior of bounded solutions to (B-3) and
(B-7) which vanish at infinity.

Lemma B.3. Let φk,m = φ1,k,m−Cφ2,k,m be a bounded solution to the initial value
problem (B-3) and (B-7) such that φk,m(r) = o(1) as r →∞. Then φk,m(r) =
O(r2−k−n) as r→+∞.

Proof. We introduce

φ∗k,m(r)= r4−nφk,m(r−1), r > 0,

to be the Kelvin transformation of φk,m and

v∗k,m(r)=
(
1−

λk

r2

)
φ∗k,m(r), r > 0.

Also, for uk,m(rθ)= φk,m(r)ξk,m(θ), we denote

u∗k,m(x)= |x |
4−nuk,m

(
x
|x |2

)
, x ∈ Rn,

to be the Kelvin transformation of uk,m . Then it is easy to check that φ∗k,m is a
solution to (B-3) and equivalently a solution to (B-4) in (0,+∞) and u∗k,m is a
solution to (B-2) in Rn

−{0}. By our assumption on the decay of φk near infinity,

u∗k,m(x)= o(|x |4−n)

as x→ 0. Then using the proof of Lemma A.1 in Appendix A we have that 0 is a
removable singularity of u∗k,m and u∗k,m(x)= φ

∗

k,m(r)ξk,m(θ) is a solution to (B-2)
in Rn. Therefore, φ∗k,m and v∗k,m satisfy

φ∗k,m(0)= 0, (φ∗k,m)
′(0)= 0, v∗k,m(0)= 0, (v∗k,m)

′(0)= 0.

Also, by the definition,

φ∗k,m(r)= r4−nφk,m(r−1)= O(r4−k−n) as r→+∞.

Recall that φ1,k,m and φ2,k,m form a basis of the solution space to the problem
(B-3) and (B-7). Since φk,m and φ∗k,m are both bounded solutions to (B-3) and (B-7),
by Corollary B.2 there exists a constant a ∈ (−∞,+∞) such that φ∗k,m(r) =
aφk,m(r) for r > 0. Note that φ∗k,m(1) = φk,m(1). If φk,m(1) 6= 0, then a = 1.
Otherwise, if also φ′k,m(1) 6= 0, then by L’Hospital’s Rule, a = −1; else, if also
φ′k,m(1)=0 but vk,m(1) 6=0, then by L’Hospital’s rule, a=1; else, if also φ′k,m(1)=0,
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vk,m(1) = 0 but v′k,m(1) 6= 0, then by L’Hospital’s rule, a = −1 (In fact, by the
comparison theorem Theorem B.1, since φk,m is bounded in (0,+∞), this could
not happen). Since φk,m is assumed not to be identically zero, it is not possible that
all the four data vanishes at r = 1. Therefore, a is either 1 or −1. Therefore,

φk,m(r)= r k
+ O(r k+2) as r→ 0,

φk,m(r)=±r4−k−n
+ O(r2−n−k) as r→+∞. �

Let φ be a solution to (B-1) with the decay φ→ 0 uniformly as |x | →∞. Let
uk,m(rθ)= φk,m(r)ξk,m(θ)=

∫
Sn−1 φ(r)ξk,m(θ) d S ξk,m(θ), k ≥ 1. Then φk,m(r)=

o(1) as r→∞. Using the energy method, in the following theorem we show that
for 5≤ n ≤ 8, φk,m = 0 for k ≥ 2.

Theorem B.4. Let φk,m with k ≥ 2 be a bounded solution to the initial value
problem (B-3) and (B-7) for 5≤ n ≤ 8 such that φk,m(r)= o(1) as r→∞. Then
φk,m = 0.

Proof. By Lemma B.3, it is easy to check that φk,m ∈ H 2(Rn), for k ≥ 2.
By (B-4), for any ε > 0,∫

Rn−Bε(0)
φk,m

(
1−

λk

r2

)(
1−

λk

r2

)
φk,m dx =

∫
Rn−Bε(0)

n+ 4
2

QU
8

n−4
0 φ2

k,m dx .

Using integration by parts and letting ε→ 0, we have that

(B-9)
∫

Rn

(
1−

λk

r2

)
φk,m

(
1−

λk

r2

)
φk,m dx =

∫
Rn

n+ 4
2

QU
8

n−4
0 φ2

k,m dx .

Note that∫
Rn

(
1−

λk

r2

)
φk,m

(
1−

λk

r2

)
φk,m dx

=

∫
Rn

[
(1φk,m)

2
− 2λkr−2φk,m1φk,m + λ

2
kr−4φ2

k,m
]

dx,

where by integration by parts,∫
Rn
−2λkr−2φk,m1φk,m dx =

∫
Rn

2λkr−2
|∇φk,m |

2 dx+
∫

Rn
2λkφk,m∇φk,m ·∇r−2 dx

=

∫
Rn

2λkr−2
|∇φk,m |

2 dx+
∫

Rn
λk∇(φ

2
k,m)·∇r−2 dx

=

∫
Rn

2λkr−2
|∇φk,m |

2 dx−
∫

Rn
λkφ

2
k,m1r−2 dx

=

∫
Rn

2λkr−2
|∇φk,m |

2 dx+(2n−8)
∫

Rn
λkr−4φ2

k,m dx
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for n ≥ 6. Therefore,∫
Rn

(
1−

λk

r2

)
φk,m

(
1−

λk

r2

)
φk,m dx

=

∫
Rn
(1φk,m)

2 dx+
∫

Rn
2λkr−2

|∇φk,m |
2 dx+(2nλk−8λk+λ

2
k)

∫
Rn

r−4φ2
k,m dx

≥ (2nλk−8λk+λ
2
k)

∫
Rn

r−4φ2
k,m dx .

Since (1+ 4−1r2)−1
≤ r−1 for r > 0 and, for k ≥ 2 and 5≤ n ≤ 8,

2nλk−8λk+λ
2
k=(2n−8)k(n+k−2)+k2(n+k−2)2>

n+4
2
×Q=

n+4
2
×

n(n2
−4)

8
,

we have that∫
Rn

(
1−

λk

r2

)
φk,m

(
1−

λk

r2

)
φk,m dx >

∫
Rn

n+ 4
2

QU
8

n−4
0 φ2

k,m dx,

which contradicts (B-9) for k≥ 2 and 5≤ n≤ 8. Therefore, there exists no nontrivial
bounded solution φk to (B-3) such that φk(r) = o(1) as r →+∞ for k ≥ 2 and
5≤ n ≤ 8. �

It is easy to check that

u0+
∑

m

u1,m = c0

(
x · ∇U0+

n− 4
2

U0

)
+

n∑
j=1

cj∂x j U0

with c0, . . . , cn some constants. As a direct corollary of Theorem B.4, we have:

Corollary B.5. Let φ be a solution to (B-1) with the decay φ → 0 uniform as
|x | →∞. Then for 5≤ n ≤ 8, we have that

φ = c0

(
x · ∇U0+

n− 4
2

U0

)
+

n∑
j=1

cj∂x j U0

for some constants c0, c1, . . . , cn .
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A CHARACTERIZATION OF FUCHSIAN ACTIONS BY
TOPOLOGICAL RIGIDITY

KATHRYN MANN AND MAXIME WOLFF

We give a simple proof that any rigid representation of π1(6g) in Homeo+(S1)

with Euler number at least g is necessarily semiconjugate to a discrete, faith-
ful representation into PSL(2,R). Combined with earlier work of Matsumoto,
this precisely characterizes Fuchsian actions by a topological rigidity prop-
erty. We have proved this result in greater generality, but with a much more
involved proof, in arxiv:1710.04902.

1. Introduction

Let 6g be a surface of genus g ≥ 2, and let 0g = π1(6g). The representation
space Hom(0g,Homeo+(S1)) is the set of all actions of 0g on S1 by orientation-
preserving homeomorphisms, equipped with the compact-open topology. This is
also the space of flat topological circle bundles over 6g, or equivalently, the space
of circle bundles with a foliation transverse to the fibers. The Euler class of a
representation ρ ∈ Hom(0g,Homeo+(S1)) is defined to be the Euler class of the
associated bundle, and the Euler number eu(ρ) is the integer obtained by pairing the
Euler class with the fundamental class of the surface. The classical Milnor–Wood
inequality [Milnor 1958; Wood 1971] is the statement that the absolute value of
the Euler number of a flat bundle is bounded by the absolute value of the Euler
characteristic of the surface.

While the Euler number determines the topological type of a flat S1 bundle, it
does not determine its flat structure — except in the special case where the Euler
number is maximal, i.e., equal to ±(2g− 2). In this case, a celebrated result of
Matsumoto states that for any representation ρ with eu(ρ)=±(2g− 2), there is a
continuous, degree one, monotone map h : S1

→ S1 such that

(1) h ◦ ρ = ρF ◦ h,

where ρF is Fuchsian, meaning a faithful representation of 0g onto a cocompact
lattice in PSL(2,R). (We view PSL(2,R)⊂Homeo+(S1) via the action on RP1∼= S1

by Möbius transformations.)

MSC2010: 20H10, 37E10, 37E45, 57S25, 58D29.
Keywords: rigidity, geometricity, Euler class, surface group actions on the circle.

181

http://msp.org/pjm/
http://dx.doi.org/10.2140/pjm.2019.302-1
http://dx.doi.org/10.2140/pjm.2019.302.181
https://arxiv.org/abs/1710.04902


182 KATHRYN MANN AND MAXIME WOLFF

An important consequence of Matsumoto’s theorem is that representations with
maximal Euler number are dynamically stable or rigid in the following sense.

Definition 1.1. Let 0 be a discrete group. A representation ρ : 0→ Homeo+(S1)

is called path-rigid if its path-component in Hom(0,Homeo+(S1)) consists of a
single semiconjugacy class.

Semiconjugacy is the equivalence relation generated by the property shared by ρ
and ρF in (1) above; we recall the precise definition in Section 2. As semiconjugacy
classes are connected in Hom(0g,Homeo+(S1)), path-rigid representations are
precisely those whose path-component is as small as possible.

The purpose of this article is to prove the following converse to Matsumoto’s
result.

Theorem 1.2. Let ρ : 0g → Homeo+(S1) be a path-rigid representation, with
|eu(ρ)| ≥ g. Then eu(ρ) is maximal, i.e., |eu(ρ)| = 2g− 2, and ρ is semiconjugate
to a discrete, faithful representation into PSL(2,R).

As shown in [Mann 2015], any 2-fold lift of a Fuchsian representation is path-
rigid and has Euler class g− 1; hence the inequality |eu(ρ)| ≥ g is optimal for this
statement.

A stronger, but equally natural notion of rigidity comes from considering the
character space, X (0g,Homeo+(S1)), defined as the largest Hausdorff quotient
of the quotient Hom(0g,Homeo+(S1))/Homeo+(S1). We say a representation is
rigid if its image in X (0g,Homeo+(S1)) is an isolated point. In [Mann and Wolff
2017], we prove that all rigid representations are semiconjugate to the k-fold lift
of a Fuchsian representation, for some divisor k of 2g − 2; and that the weaker
hypothesis of path-rigidity is sufficient provided the Euler class is nonzero. This is
a more general statement than Theorem 1.2 here, but the proof in [Mann and Wolff
2017] is long and involved. This article gives a much easier, self-contained proof of
this partial result. The assumption |eu(ρ)| ≥ g greatly simplifies the situation, as it
implies in particular that many elements of the group have north-south dynamics. In
fact, our assumption here can be replaced with an a priori strictly weaker assumption
on the dynamics of ρ, phrased in terms of rotation numbers of elements, as follows.

Theorem 1.3. Suppose ρ : 0g → Homeo+(S1) is path-rigid. If there exist based
simple closed curves a, b ∈ 0g with intersection number 1 and such that

r̃ot[ρ(a), ρ(b)] = ±1,

then eu(ρ)=±(2g− 2), and ρ is semiconjugate to a Fuchsian representation.

Commutators of elements of Homeo+(S1) have a well defined translation number,
as we will recall in Section 2A. The hypothesis r̃ot[ρ(a), ρ(b)] = ±1 is equivalent
to the statement that the restriction of the representation to the torus defined by a
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and b is semiconjugate to a standard Fuchsian one (see [Matsumoto 2016]). Thus,
one can think of the statement above as a local-to-global result: the local condition
that a torus is Fuchsian, together with path-rigidity, implies the global statement
that the representation is Fuchsian.

Outline. In Section 2 we recall standard material on dynamics of groups acting on
the circle, including rotation numbers and the Euler number for actions of surface
groups. We then introduce important tools for the proof of Theorem 1.3, and give a
quick proof that Theorem 1.3 implies Theorem 1.2.

Sections 3 through 5 are devoted to the proof of Theorem 1.3. Given a represen-
tation ρ satisfying the hypotheses of Theorem 1.3, we proceed as follows:

1. After modifying ρ by a semiconjugacy, we show there exists a ∈ 0g represented
by a nonseparating simple closed curve such that ρ(a) is hyperbolic, meaning that
it is conjugate to a hyperbolic element of PSL(2,R).

2. Using step 1, we show that (again after semiconjugacy of ρ), any γ ∈ 0g

represented by a nonseparating simple closed curve has the property that ρ(γ ) is
hyperbolic. These two first steps are done in Section 3.

3. Next, in Section 4, we start to “reconstruct the surface”, showing that the
arrangement of attracting and repelling points of hyperbolic elements ρ(γ ), as γ
ranges over simple closed curves, mimics that of a Fuchsian representation.

4. Finally, in Section 5 we show that the restriction of ρ to small subsurfaces is
semiconjugate to a Fuchsian representation; this is then improved to a global result
by additivity of the relative Euler class.

Throughout this paper, whenever we say “deformation”, we mean deformation
along a continuous path in Hom(0g,Homeo+(S1)).

2. Preliminaries

This section gives a quick review of basic concepts used later in the text. The only ma-
terial that is not standard is the based intersection number discussed in Section 2D.

2A. Rotation numbers and the Euler number. Most of the material in Sections 2A
and 2B is covered in more detail in [Ghys 2001] and [Mann 2018].

Let Homeo+Z (R) denote the group of homeomorphisms of R that commute
with integer translations; this is a central extension of Homeo+(S1) by Z. The
primary dynamical invariant of such homeomorphisms is the translation or rotation
number, whose use can be traced back to work of Poincaré [1885, Chapitre XV].
If g̃ ∈ Homeo+Z (R) and x ∈ R, the translation number of g̃ is defined by r̃ot(g̃) :=
limn→∞(g̃n(x))/n; this limit exists and does not depend on x . If g ∈Homeo+(S1),
its rotation number is defined by rot(g) := r̃ot(g̃) mod Z, where g̃ is any lift of g.
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The translation number is invariant under conjugacy (and under semiconjugacy),
and restricts to a morphism on every abelian subgroup of Homeo+Z (R). On the
whole group it is a quasimorphism, as it satisfies the following inequality.

Lemma 2.1 (see [Calegari and Walker 2011, Theorem 3.9]). Let f, g∈Homeo+Z (R).
Then |r̃ot( f g)− r̃ot( f )− r̃ot(g)| ≤ 1, and −1≤ r̃ot([ f, g])≤ 1.

The second inequality is a direct consequence of the first. This in turn was
implicit already in [Wood 1971]. An optimal inequality, which depends on the
values of r̃ot( f ) and r̃ot(g), is obtained in [Calegari and Walker 2011].

One way of defining the Euler number of a representation is in terms of translation
numbers. This was perhaps first observed by Milnor and Wood [1958; 1971], who
showed the following. For the purposes of this work, the reader may take this as
the definition of the Euler number.

Proposition 2.2. Consider a standard presentation

0g =

〈
a1, b1, . . . , ag, bg |

∏
i

[ai , bi ]

〉
.

Let ρ ∈ Hom(0g,Homeo+(S1)), and let ρ̃(ai ) and ρ̃(bi ) be any lifts of ρ(ai ) and
ρ(bi ) to Homeo+Z (R). Then the Euler number eu(ρ) is given by

eu(ρ)= r̃ot([ρ̃(a1), ρ̃(b1)] · · · [ρ̃(ag), ρ̃(bg)]).

Note that, for any f and g in Homeo+(S1), the value of the commutator [ f̃ , g̃] ∈
Homeo+Z (R) is independent of the choice of lifts f̃ and g̃. Abusing notation slightly,
we will often denote its translation number by r̃ot([ f, g]) (as in the statement
of Theorem 1.3). Thus, in the statement above, the translation by an integer,
[ρ̃(a1), ρ̃(b1)] · · · [ρ̃(ag), ρ̃(bg)], is independent of the choices of lifts. The Euler
number eu(ρ) is then simply the magnitude of this translation.

As remarked in the introduction, the Milnor–Wood inequality is the statement
that |eu(ρ)| ≤ 2g− 2; it is a consequence of Lemma 2.1.

Though unimportant in the preceding remarks, in what follows we will need to
fix a convention for commutators and group multiplication.

Convention 2.3. We read words in 0g from right to left, so that group multiplication
coincides with function composition. We set the notation for a commutator as

[a, b] := b−1a−1ba.

2B. Dynamics of groups acting on S1.

Definition 2.4 [Ghys 1987]. Let 0 be a group. Two representations ρ1, ρ2 in
Hom(0,Homeo+(S1)) are semiconjugate if there is a monotone (possibly non-
continuous or noninjective) map h̃ : R→ R such that h̃(x + 1) = h̃(x)+ 1 for
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all x ∈ R, and such that, for all γ ∈ 0, there are lifts ρ̃1(γ ) and ρ̃2(γ ) such that
h̃ ◦ ρ̃1(γ )= ρ̃2(γ ) ◦ h̃.

Ghys gave an (incorrect, as he himself later noted [2001]) version of this definition
in the introduction of [Ghys 1987]; but his text becomes correct and consistent upon
replacing it by Definition 2.4. He proved that semiconjugacy is an equivalence
relation on Hom(0,Homeo+(S1)), and it follows from his [1987, Propositions 2.2
and 2.3; 2001, Proposition 5.8] that this is the relation generated by the relationship
shared by ρ and ρF in (1) of Section 1; this latter equivalence relation was used by
other authors as a definition of semiconjugacy (see, e.g., [Calegari 2006]). Historical
elements, and more discussion on the theme of semiconjugacy can be found in
[Bucher et al. 2016].

The next proposition states a useful dynamical trichotomy for groups acting on
the circle, which in particular can be used to explain when a semiconjugacy map
can be taken to be continuous. As it is classical, we do not repeat the proof; the
reader may refer to [Ghys 2001, Proposition 5.6].

Proposition 2.5. Let G ⊂ Homeo+(S1). Then exactly one of the following holds:

(i) G has a finite orbit.

(ii) G is minimal, meaning that all orbits are dense.

(iii) There is a unique compact G-invariant subset of S1 contained in the closure of
any orbit, on which G acts minimally. This set is homeomorphic to a Cantor
set and called the exceptional minimal set for G.

In case (iii), defining h to be a map that collapses each interval in the complement
of the exceptional minimal set to a point gives the following (we leave the proof as
an exercise; see, e.g., [Ghys 2001, Proposition 5.8; 1987, Proposition 2.2] for more
detail).

Proposition 2.6. Let ρ :G→Homeo+(S1) be a homomorphism such that ρ(G) has
an exceptional minimal set. Then ρ is semiconjugate to a homomorphism ν whose
image is minimal. Moreover, provided that ν is minimal, any semiconjugacy h to
any representation ρ ′ such that h ◦ ρ ′ = ν ◦ h is necessarily continuous.

We will make frequent use of the following two consequences of Proposition 2.6.

Corollary 2.7. Suppose that ρ and ρ ′ are semiconjugate representations. If both ρ
and ρ ′ are minimal, then they are conjugate.

Corollary 2.8. Let ρ ∈ Hom(0g,Homeo+(S1)) be a path-rigid representation.
Then ρ is semiconjugate to a minimal representation.

Proof. Corollary 2.7 follows immediately from Proposition 2.6. We now prove
Corollary 2.8. Using Propositions 2.5 and 2.6, it suffices to show that a repre-
sentation with a finite orbit is not path-rigid. If ρ has a finite orbit, then we
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may perform the Alexander trick, replacing the points of the periodic orbit with
intervals and collapsing the complementary intervals, to continuously deform ρ into
a representation with image in a conjugate K of SO(2). As Hom(0g, K ) = K 2g,
the representation ρ can be deformed arbitrarily within this space, in particular to a
representation which is not semiconjugate. �

Following Corollary 2.8, in the proof of Theorem 1.3 we will occasionally make
the (justified) assumption that a path-rigid representation ρ is also minimal.

2C. Deforming actions of surface groups. Let γ ∈ 0g be a based, simple loop.
Cutting 6g along γ decomposes 0g into an amalgamated product 0g = A ∗〈γ 〉 B if
γ is separating, and an HNN-extension A∗〈γ 〉 if not. In both cases, A and B are free
groups. As there is no obstruction to deforming a representation of a free group into
any topological group, deforming a representation ρ : 0g→ Homeo+(S1) amounts
to deforming the restriction(s) of ρ on A (and B, if γ separates), subject to the
single constraint that these should agree on γ .

The following explicit deformations are analogous to special cases of bending
deformations from the theory of quasi-Fuchsian and Kleinian groups.

Definition 2.9. (bending deformations) Let ρ : 0g→ Homeo+(S1).

(1) Separating curves. Let γ = c ∈ 0g represent a separating simple closed curve
with 0g = A ∗〈c〉 B. Let ct be a one-parameter group of homeomorphisms
commuting with ρ(c). Define ρt to agree with ρ on A, and to be equal to
ctρc−1

t on B.

(2) Nonseparating curves. Let γ = a be a nonseparating curve, and let b be a
nonseparating curve such that a and b are standard generators of a once-holed
torus embedded in 6g (equivalently, the first two generators of a standard
generating set of 0g). Let c = [a, b], and let A = 〈a, b〉 ⊂ 0g; we write again
0g = A ∗〈c〉 B. Let at be a one-parameter group commuting with ρ(a) and
define ρt to agree with ρ on B and on 〈a〉, and define ρt(b)= atρ(b).

In both cases, we call this deformation of ρ a bending along γ .

In particular, if γt is a one-parameter group with γ1= ρ(γ ), then the deformation
given above is the precomposition of ρ with τγ ∗, where τγ is the Dehn twist along γ .
Note that we have made a specific (though arbitrary) choice realizing the Dehn
twist as an automorphism of 0g. This will allow us to do specific computations,
for which having a twist defined only up to inner automorphism would not suffice.
(See the discussion on based curves in the next subsection for more along these
lines.)

Not every f ∈ Homeo+(S1) embeds in a one-parameter group. However, every
element with at least one fixed point does. Indeed, S1 rFix( f ) is then a union of
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intervals on which the action of f is conjugated to the map R→ R, t 7→ t + 1 or
its inverse, and it is easy to build a one-parameter group out of this observation;
see, e.g., [Ghys 2001, Proposition 5.10] for more detail. This is the situation in
which we will typically apply bending deformations in this article.

The next corollary is used frequently in the proof of Theorem 1.3.

Corollary 2.10. Suppose that ρ is a path-rigid, minimal representation. Let ρt be
a bending deformation along a, using a deformation at , with a1 = ρ(a)N for some
N ∈ Z. Then ρ1 is conjugate to ρ.

Proof. By the discussion above, ρ1 agrees with precomposition of ρ with an
automorphism of 0g, so has the same image. Corollary 2.7 now implies that these
are conjugate. �

2D. Based curves, chains, and Fuchsian tori. If a and b are simple closed curves
on 6g, the familiar geometric intersection number is the minimum value of |a′∩b′|,
where a′ and b′ are any curves freely homotopic to a and b, respectively. It is
well known that if a and b are nonseparating simple closed curves with geometric
intersection number 1, then there is a subsurface T ⊂6 homeomorphic to a torus
with one boundary component with fundamental group (freely) generated by a
and b. (See, e.g., [Farb and Margalit 2012, Section 1.2.3])

As mentioned earlier, the fact that we are working with specific representations,
rather than conjugacy classes of elements, forces us to take the basepoint and orien-
tation of curves into account. Although our notation 0g = π1(6g) does not mention
a basepoint, all elements of π1(6g) will henceforth always be assumed based, and
we will use the following variation on the standard definition of intersection number.

Definition 2.11 (based intersection number). Let a, b ∈ 0g. We write i(a, b)= 0
if we can represent a and b by differentiable maps a, b : [0, 1] →6g, based at the
base point, whose restrictions to [0, 1) are injective, and such that the cyclic order
of their tangent vectors at the base point is either (a′(0),−a′(1), b′(0),−b′(1)) or
(a′(0),−a′(1),−b′(1), b′(0)), or the reverse of one of these.
If, instead, the cyclic order of tangent vectors is (a′(0), b′(0),−a′(1),−b′(1)) or
the reverse, we write i(a, b)= 1 and i(a, b)=−1, respectively.

This is a somewhat ad hoc definition. In particular, i(a, b) is left undefined for
many pairs (a, b).

Definition 2.12. A directed k-chain in 6g is a k-tuple (γ1, . . . , γk) of elements
of 0g that can be represented by the images of the edges under an embedding
(possibly orientation-reversing, but respecting the orientation of the edges) of the
fat graph shown in Figure 1.

In particular, i(γi , γ j )=±1 if | j − i | = 1, and 0 otherwise. Note that we do not
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Figure 1. A directed chain of length 5.

require that the embedding be π1-injective. For example, whenever i(γ1, γ2)= 1,
then (γ1, γ2, γ

−1
1 ) is a (rather degenerate) directed 3-chain.

These k-chains will be useful especially to study bending deformations that
realize sequences of Dehn twists. Whenever (γ1, . . . , γk) is a directed k-chain, the
Dehn twist along the curve γi may be described by an automorphism of 0g leaving
invariant the elements γ j for | j − i | ≥ 2 and j = i , and mapping γi−1 to γ−1

i γi−1,
and γi+1 to γi+1γi .

Notation 2.13. Let i(a, b)=±1. Then their commutator [a, b] bounds a genus 1
subsurface (well-defined up to homotopy) containing a and b. We denote this
surface by T (a, b).

Definition 2.14. We call any representation ρ : π1(T (a, b))→ PSL(2,R) arising
from a complete hyperbolic structure of infinite volume on T (a, b) a standard
Fuchsian representation of a once-punctured torus. Similarly, we say that ρ :
0g→PSL(2,R) is standard Fuchsian if it comes from a hyperbolic structure on6g.

Convention 2.15. We assume 6g is oriented; hence standard Fuchsian represen-
tations of 0g have Euler number −2g+ 2, and are all conjugate in Homeo+(S1).
Similarly, T (a, b) inherits an orientation, so all its standard Fuchsian representations
are conjugate in Homeo+(S1).

Definition 2.16. We say that ρ : 0g → Homeo+(S1) has a Fuchsian torus if
there exist two simple closed curves a, b ∈ 0g, with i(a, b) = ±1 and such that
r̃ot([ρ(a), ρ(b)])=±1.

The terminology “Fuchsian torus” in Definition 2.16 comes from the following
observation by Matsumoto.

Observation 2.17 [Matsumoto 1987]. Let α, β ∈Homeo+(S1) satisfy r̃ot([α, β])=
±1. Then α and β generate a free group, and, up to reversing the orientation of S1,
this group is semiconjugate to a standard Fuchsian representation of a one-holed
torus T (a, b) with ρ(a)= α and ρ(b)= β.

The proof is not difficult; an easily readable sketch is given in [Matsumoto
2016, §3].
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The next lemma shows the existence of such a torus is guaranteed, provided the
absolute value of the Euler number of a representation is sufficiently high.

Lemma 2.18. If |eu(ρ)| ≥ g then ρ has a Fuchsian torus.

Proof. If eu(ρ)≥ g, then conjugating ρ by an orientation-reversing homeomorphism
of S1 gives a representation with Euler number at most −g. Thus, we may assume
that eu(ρ)≤−g. Let f ∈ Homeo+Z (R). It is an easy consequence of the definition
of r̃ot that r̃ot( f ) > 0 if and only if f (x) > x for all x ∈ R. Hence if f1, . . . , fg ∈

Homeo+Z (R) satisfy r̃ot( fi ) > 0 for all i , then r̃ot( f1 · · · fg) > 0.
By composing such fi by the translation by −1, which is central in Homeo+Z (R),

we deduce that if r̃ot( fi ) > −1 for all i then r̃ot( f1 · · · fg) > −g. Now let ρ be
a representation, and let fi = [ρ̃(ai ), ρ̃(bi )], where ai , bi are standard generators
for 0g. Then the inequality eu(ρ) ≤ −g implies r̃ot( fi ) ≤ −1 for some i . As the
maximum absolute value of the rotation number of a commutator is 1 by Lemma 2.1,
we in fact have r̃ot( fi )=−1 for some i . �

Lemma 2.18 immediately shows that Theorem 1.3 implies Theorem 1.2. The
rest of this work is devoted to the proof of Theorem 1.3.

3. Steps 1 and 2: Existence and abundance of hyperbolic elements

Definition 3.1. We say a homeomorphism f ∈ Homeo+(S1) is hyperbolic if it is
conjugate to a hyperbolic element of PSL(2,R), i.e., it has one attracting fixed point
f+ ∈ S1 and one repelling fixed point f− 6= f+ such that limn→+∞ f n(x)= f+ for
all x 6= f−, and limn→+∞ f −n(x)= f− for all x 6= f+.

The first step of the proof of Theorem 1.3 is to show that a rigid, minimal
representation has very many hyperbolic elements.

Lemma 3.2. Let T (a, b) be a one-holed torus subsurface, and let A = π1T (a, b).
Suppose ρ : A→ Homeo+(S1) is semiconjugate to a standard Fuchsian represen-
tation, as in Definition 2.14. Then there exists a continuous deformation ρt with
ρ0 = ρ such that

(i) ρ1(a) is hyperbolic, and

(ii) there exists a continuous family of homeomorphisms ft ∈ Homeo+(S1) such
that ρt([a, b])= ftρ([a, b]) f −1

t for all t .

Proof. Let c denote the commutator [a, b]. Let ρ denote the minimal representation
(unique up to conjugacy) that is semiconjugate to ρ. Since ρ is semiconjugate to a
standard Fuchsian representation, we may suppose ρ is a representation correspond-
ing to a finite volume complete hyperbolic structure on T (a, b). By Proposition 2.6,
there is a continuous map h : S1

→ S1, collapsing each component of the exceptional
minimal set for ρ to a point, satisfying hρ = ρh. Let x+ and x− be the endpoints
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of the axis of ρ(a), and X+ and X− the preimages under h of their orbits ρ(A)x+
and ρ(A)x−.

Note that X+ and X− are both ρ(A)-invariant sets and their images under h
are the attractors (respectively, repellers) of closed curves in T (a, b) conjugate
to a. Moreover, for this reason, X+ and X− lie in a single connected component
of S1 rFix(ρ(c)), and the interiors of the intervals that make up X+ and X− are
disjoint from the exceptional minimal set of ρ.

Define a continuous family of continuous maps ht : S1
→ S1, with h0 = id,

as follows: We define ht to be the identity on the complement of the connected
component of S1rFix(ρ(c)) containing X+ and X−, and for each interval I of X+
or of X−, have ht be a homotopy contracting that interval so that h1(I ) is a point.
To make this precise, one needs to fix an identification of the target of ht with the
standard unit circle. Let J be the connected component of S1 r Fix(ρ(c)) that
contains the exceptional minimal set of ρ(A). Define ht to rescale the length of
each connected component of X+ or X− by a factor of (1− t) and rescale the
complement of X+ ∪ X− in J so that the total length of J remains unchanged.
This gives us the desired map ht which is the identity outside of J, and contracts
intervals of X+ and X− to points.

Now define ρt by htρ(g)h−1
t =ρt(g) for t ∈[0, 1). We claim that there is a unique

ρ1(g) satisfying h1ρ(g) = ρ1(g)h1. Indeed, ρ(g) permutes the complementary
intervals of the exceptional minimal set for ρ, so letting h−1

1 (x) denote the preimage
of x by h1 (which is either a point or an open interval complementary to the
exceptional minimal set), h1ρ(g)h−1

1 (x) is always a single point, and h1ρ(g)h−1
1

defines in this way a homeomorphism, which we denote by ρ1(g). It is easily
verified that ρt(g) approaches ρ1(g) as t→ 1. By construction, ρ1(a) is hyperbolic,
and ρt(c) is conjugate to a translation on the interval J defined above (and hence
its restriction to J is conjugate to ρ(c)|J ), and ρt(c) restricted to S1 r J agrees
with ρ(c). Let ft : S1

→ S1 be a continuous family of homeomorphisms supported
on J that conjugate the action of ρt([a, b]) to the action of ρ(c) there. (For the
benefit of the reader, justification of this step via a simple construction of such a
family is given in Lemma 3.3 below.) Then ρt(c)= ftρ(c) f −1

t , as claimed. �

Lemma 3.3. Let gt be a continuous family (though not necessarily a subgroup) of
homeomorphisms of an open interval I, with Fix(gt)∩ I =∅ for all t ∈ [0, 1]. There
exists a continuous family of homeomorphisms ft such that ft gt f −1

t = g0 for all t .

Proof. Fix x in the interior of I, and let Dt := [x, gt(x)] be a fundamental domain
for the action of gt . Define the restriction of ft to D0 be the (unique) affine homeo-
morphism D0→ Dt , and extend ft equivariantly to give a homeomorphism of I. �

Corollary 3.4. Let ρ : 0g→Homeo+(S1). Suppose that a and b are simple closed
curves in 0g with i(a, b) = ±1 and r̃ot([ρ̃(a), ρ̃(b)]) = ±1. Then there exists a
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deformation ρ ′ of ρ such that ρ ′(a) is hyperbolic. If , additionally, ρ is assumed
path-rigid and minimal, then ρ(a) is hyperbolic.

Proof. Let A denote the subgroup generated by a and b and let c = [a, b], so
0g = A ∗〈c〉 B. Let ρ denote the restriction of ρ to A. By Lemma 3.2, there exists a
family of representations ρt : A→ Homeo+(S1) such that ρt(c)= ftρ(c) f −1

t for
some continuous family ft ∈ Homeo+(S1), and such that ρ1(a) is hyperbolic. As
in the bending construction, define a deformation of ρ by

ρt(γ )=

{
ρt(γ ) for γ ∈ A,
ftρ(γ ) f −1

t for γ ∈ B.

By construction, ρt is a well-defined representation, and ρ1(a)=ρ1(a) is hyperbolic.
If ρ is assumed path-rigid, then this deformation ρ1 is semiconjugate to ρ. If ρ

is additionally known to be minimal, then there is a continuous map h satisfying
h ◦ρ1 = ρ ◦h. In particular, this implies that Fix(ρ(a))= hFix(ρ1(a)), so ρ(a) has
at most two fixed points. In this case, if ρ(a) does not have hyperbolic dynamics
then it has a lift to Homeo+Z (R) satisfying |x − ρ̃(a)(x)| ≤ 1 for all x . However,
this easily implies that |r̃ot([ρ̃(a), ρ̃(b)])| < 1. (The reader may verify this as
an exercise, or see the proof of Theorem 2.2 in [Matsumoto 1987] where this
computation is carried out.) We conclude that ρ(a) must be hyperbolic when ρ is
path-rigid and minimal. �

Having found one hyperbolic element, our next goal is to produce many others.
An important tool here, and in what follows, is the following basic observation on
dynamics of circle homeomorphisms.

Observation 3.5. Let f ∈ Homeo+(S1) be hyperbolic, with attracting point f+
and repelling point f−, and let g ∈ Homeo+(S1). For any neighborhoods U− and
U+ of f− and f+, respectively, and any neighborhoods V− and V+ of g−1( f−) and
g( f+), respectively, there exists N ∈ N such that

f N g(S1 r V−)⊂U+ and g f N (S1 rU−)⊂ V+.

The proof is a direct consequence of Definition 3.1. Note that, if f is hyperbolic,
then f −1 is as well (with attracting point f− and repelling point f+), so an analogous
statement holds with f −1 in place of f and the roles of f+ and f− reversed.

We now state two useful consequences of this observation. The proofs are
elementary and left to the reader.

Corollary 3.6. Let f ∈ Homeo+(S1) be hyperbolic, and suppose g does not ex-
change the fixed points of f . Then for N sufficiently large, either f N g or f −N g has
a fixed point.

Corollary 3.7. Let f ∈ Homeo+(S1) be hyperbolic, and suppose g−1( f−) 6= f+.
Suppose also that f N g is known to be hyperbolic for large N. Then as N →∞,



192 KATHRYN MANN AND MAXIME WOLFF

the attracting point of f N g approaches f+ and the repelling point approaches
g−1( f−).

With these tools in hand, we can use one hyperbolic element to find others.

Proposition 3.8. Let ρ be path-rigid and minimal, and suppose that i(a, b)=±1
and that ρ(a) is hyperbolic. Then ρ(b) is hyperbolic.

Proof. We prove this under the assumption that ρ(b) does not exchange the fixed
points of ρ(a). This assumption is justified by Lemma 3.9 below. Assuming ρ(b)
does not exchange the points of Fix(ρ(a)), by Corollary 3.6, there exists some
N ∈Z such that ρ(aN b) has a fixed point. Since ρ(a) is hyperbolic, ρ(a)N belongs
to a one-parameter family of homeomorphisms, and a bending deformation using
this family gives a deformation ρ1 of ρ with ρ1(b)= ρ(aN b). By Corollary 2.10,
using the fact that ρ is minimal, ρ1 and ρ are conjugate. Thus, ρ(b) has a fixed
point and belongs to a one-parameter group bt .

Now we can build a bending deformation ρ ′t such that ρ ′1(b)= ρ(b) and ρ ′1(a)=
ρ(ba). Thus, ρ ′1(a

−1b)=ρ(a−1), which is hyperbolic. Since ρ ′1 and ρ are conjugate,
this means that ρ(a−1b) is hyperbolic. Similarly, using the fact that a belongs to a
one-parameter group, there exists a bending deformation ρ ′′t with ρ ′′1 (a

−1b)= ρ(b),
and such that ρ ′′1 is conjugate to ρ. This implies that ρ(b) is hyperbolic. �

Lemma 3.9. Let a, b ∈ 0g satisfy i(a, b) = ±1, and let ρ : 0g → Homeo+(S1).
Suppose that ρ(a) is hyperbolic, and ρ(b) exchanges the fixed points of ρ(a). Then
there is a deformation ρ ′ of ρ which is not semiconjugate to ρ.

Proof. Note first that the property that ρ(b) exchanges the fixed points of ρ(a)
implies that ρ(b−1a−1b) is hyperbolic with the same attracting and repelling points
as a. Hence [ρ(a), ρ(b)] is hyperbolic with the same attracting and repelling points
as well. We now produce a deformation ρ1 of ρ such that ρ1(a) and ρ1(b) are in
PSL(2,R), after this we will easily be able to make an explicit further deformation
to a representation which is not semiconjugate.

First, conjugate ρ so that ρ(a)∈PSL(2,R) and so that the attracting and repelling
fixed points of ρ(a) are at 0 and 1/2 respectively (thinking of S1 as R/Z). Now
choose a continuous path bt from b0 = b to the order two rotation b1 : x 7→ x+1/2,
and such that bt(0) = 1/2 and bt(1/2) = 0 for all t . By the observation above,
[ρ(a), bt ] is hyperbolic with attracting fixed point 0 and repelling fixed point
1/2 for all t , and so is conjugate to ρ(a). By Lemma 3.3, applied separately to
(0, 1/2) and (1/2, 1), there exists a continuous choice of conjugacies ft such that
ft [ρ(a), ρ(b)] f −1

t = [ρ(a), bt ]. Now to define ρt , we consider 0g = A ∗c B where
A = 〈a, b〉 and c = [a, b], and set

ρt(γ )= ftρ(γ ) f −1
t for γ ∈ B, ρt(a)= ρ(a), ρt(b)= bt .
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This gives a continuous family of well-defined representations, with ρ1(b) the
standard order 2 rotation, and ρ1(a) ∈ PSL(2,R).

To finish the proof of the lemma, it suffices to note that, for a sufficiently
small deformation b′t of ρ1(b) in SO(2), the commutator [ρ1(a), b′t ] will remain
hyperbolic, as the set of hyperbolic elements is open in PSL(2,R). Thus, there
is a continuous path of conjugacies in Homeo+(S1) to [ρ1(a), b]. This allows
us to build a deformation ρ ′ of ρ with ρ ′(b) = b′t ∈ SO(2), using the strategy
from Corollary 3.4. Since rot(b′t) 6= rot(b)= 1/2, it follows that ρ ′ and ρ are not
semiconjugate. �

The following corollary summarizes the results of this section.

Corollary 3.10. Let ∼i denote the equivalence relation on nonseparating sim-
ple closed curves in 6g generated by a ∼i b if i(a, b) = ±1. Suppose ρ :
0g→ Homeo+(S1) is path-rigid, and suppose that there are simple closed curves
a, b with i(a, b)=±1 such that r̃ot[ρ(a), ρ(b)] = ±1. Then ρ is semiconjugate to
a (minimal) representation with ρ(γ ) hyperbolic for all γ ∼i a.

Remark 3.11. In fact, the relation ∼i has only a single equivalence class! This
statement of connectedness of a certain complex of based curves can be proved
using the connectedness of the arc complex of the once-punctured surface 61

g; see
[Mann and Wolff 2017, Section 2.1] for details. However, we will not need to use
this fact here, so to keep the proof as self-contained and short as possible we will
not refer to it further.

4. Step 3: Configuration of fixed points

The objective of this section is to organize the fixed points of the hyperbolic elements
in a directed 5-chain; we will achieve this gradually by considering first 2-chains,
then 3-chains, and finally 5-chains.

As in Definition 3.1, for a hyperbolic element f ∈ Homeo+(S1) we let f+
denote the attracting fixed point of f , and f− the repelling point. By “Fix( f )
separates Fix(g)” we mean that g− and g+ lie in different connected components
of S1 rFix( f ). In particular, Fix( f ) and Fix(g) are disjoint.

Lemma 4.1. Let ρ be path-rigid and minimal, and let a, b be simple closed curves
with i(a, b) = ±1 and ρ(a) hyperbolic. Then ρ(b) is hyperbolic, and Fix(ρ(a))
separates Fix(ρ(b)) in S1.

Proof. That ρ(b) is hyperbolic follows from Proposition 3.8 above.
We prove the separation statement. As a first step, let us show that Fix(ρ(a))

and Fix(ρ(b)) are disjoint. Suppose for contradiction that they are not. Then, (after
reversing orientations if needed) we have ρ(a)+ = ρ(b)+. Let I be a neighborhood
of ρ(a)+ with closure disjoint from {ρ(a)−, ρ(b)−}. Then, for N > 0 large enough,



194 KATHRYN MANN AND MAXIME WOLFF

we have I ⊂ ρ(a−N b)(I ). Let ρt be a bending deformation with ρ0 = ρ, ρt(a)=
ρ(a) and ρ1(b) = ρ(a−N b). By Corollary 2.10, ρ1(b) is hyperbolic. Since I ⊂
ρ(a−N b)(I ), its attracting fixed point is outside I, and hence ρ1(b)+ 6= ρ1(a)+. But
ρ and ρ1 are conjugate by Corollary 2.10; this is a contradiction.

Now that we know that Fix(ρ(a)) ∩ Fix(ρ(b)) = ∅, we will prove that they
separate each other. Suppose for contradiction that Fix(ρ(a)) does not separate
Fix(ρ(b)). Up to conjugating ρ by an orientation-reversing homeomorphism of S1,
and up to replacing b with b−1, the fixed points of ρ(a) and ρ(b) have cyclic order
(a+, a−, b+, b−). (For simplicity, we have suppressed the notation ρ.)

Fix N ∈ N large, and let ρ ′ be a bending deformation of ρ so that ρ ′(b) =
ρ(aN )ρ(b), and ρ ′(a) = ρ(a). It follows from Corollaries 2.10 and 3.7 that,
if N is large enough, the points b′

+
= ρ ′(b)+ and b′

−
= ρ ′(b)− can be taken

arbitrarily close, respectively, to a+ and ρ(b)−1(a−). Since the cyclic order of
fixed points is preserved under deformation, they are also in order (a+, a−, b′

+
, b′
−
).

This is incompatible with the positions of a+ and ρ(b)−1(a−), unless perhaps
if ρ(b)−1(a−) = a+. But if ρ(b)−1(a−) = a+, then ρ ′(b) has no fixed point in
(ρ(b)−1(a+), a+) as this interval is mapped into (a+, a−) by ρ(b′). This again
gives an incompatibility with the cyclic order. �

Lemma 4.2. Let ρ be path-rigid and minimal, and let (a, b, c) be a directed 3-
chain. Suppose that ρ(a) is hyperbolic, and suppose that ρ(a) and ρ(c) do not have
a common fixed point. Then ρ(b) and ρ(c) are hyperbolic, and, up to reversing the
orientation of S1, their fixed points are in the cyclic order

(ρ(a)−, ρ(b)−, ρ(a)+, ρ(c)−, ρ(b)+, ρ(c)+).

Proof. It follows from Proposition 3.8 that ρ(b) and ρ(c) are hyperbolic, and from
Lemma 4.1 that up to reversing orientation, the fixed points of ρ(a) and ρ(b) come
in the cyclic order

(a−, b−, a+, b+).

(For simplicity we drop ρ from the notation for the fixed points.) As mentioned
above, the effect of a bending deformation that realizes a power of a Dehn twist
along a is to leave a and c invariant and to replace b with baN. Corollary 2.10
says that the resulting representation is conjugate to ρ. By doing this with N > 0
and N < 0 large, we get representations for which b′

−
= ρ(baN )− can be taken

arbitrarily close to a+, as well as to a−. This, and Lemma 4.1 applied to the curves
(b, c), imply that the intervals (a+, b+) and (b+, a−) each contain one fixed point
of c. To prove the lemma, it now suffices to prove the cyclic order of fixed points

(a−, b−, a+, c+, b+, c−)

cannot occur. Suppose for contradiction that this configuration holds, and apply a
power of Dehn twist along b, replacing a with b−N a and c with cbN (and leaving
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b invariant), for N > 0 large. Denote by c′
+
, c′
−
, a′
−

and a′
+

the resulting fixed
points, i.e., the fixed points of ρ(cbN ) and ρ(b−N a) for N > 0 large. If N is chosen
large enough, then c′

+
, c′
−

and a′
−

are arbitrarily close to c(b+), b− and a−1(b+),
respectively. (See Corollary 3.7.) These three points are in the reverse cyclic order
as c+, c− and a−; hence, the representation ρ ′ obtained from this Dehn twist cannot
be conjugate to ρ. This contradicts Corollary 2.10, and so eliminates the undesirable
configuration. �

We are now ready to prove the main result of this section.

Proposition 4.3. Let ρ be a path-rigid, minimal representation, and (a, b, c, d, e)
be a directed 5-chain in 6g. Suppose ρ(a) is hyperbolic. Then, ρ(b), . . . , ρ(e)
are hyperbolic as well, and up to reversing the orientation of the circle, their fixed
points are in the following (total) cyclic order:

(a−, b−, a+, c−, b+, d−, c+, e−, d+, e+).

In particular, these fixed points are all distinct. As before, for simplicity we have
dropped ρ from the notation.

Proof. That ρ(b), . . . , ρ(e) are all hyperbolic follows from Proposition 3.8. Next,
using a bending deformation realizing a Dehn twist along d, we may change the
action of c into d−N c without changing a, and without changing the conjugacy
class of ρ. In particular, such a deformation moves the fixed points of c, so we can
ensure that Fix(ρ(a)) and Fix(ρ(c)) are disjoint.

Similarly, for any two elements in the chain (a, b, c, d, e), there is a third one
that intersects one but not the other. Thus, we may apply the same reasoning to
show that all these five hyperbolic elements have pairwise disjoint fixed sets. It
remains to order these fixed sets. For this, we will apply Lemma 4.2 repeatedly.

First, fix the orientation of S1 so that, applying Lemma 4.2 to the directed 3-chain
(a, b, c), we have the cyclic order of fixed points

(a−, b−, a+, c−, b+, c+).

Now, Lemma 4.2 applied to the directed 3-chain (b, c, d) implies that d− lies in
the interval (b+, c+) and d+ in the interval (c+, b−). Applying the lemma to the
directed 3-chain (a, cb, d) implies that d+ in fact lies in the interval (c+, a−).

The same argument using Lemma 4.2 applied to the directed 3-chains (c, d, e)
and (a, dcb, e) shows that e− lies in the interval (c+, d+) and e+ in the interval
(d+, a−), as desired. �

5. Step 4: Maximality of the Euler number

In order to compute the Euler number of ρ, we will decompose 6g into subsurfaces
and compute the contribution to eu(ρ) from each part. The proper framework for
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Figure 2. A pair of pants with standard generators of its fundamental group.

discussing this is the language of bounded cohomology: if 6 is a surface with
boundary ∂6, and ρ : π1(6)→ Homeo+(S1), one obtains a characteristic number
by pulling back the bounded Euler class in H 2

b (Homeo+(S1);R) to H 2
b (6, ∂6;R)

and pairing it with the fundamental class [6, ∂6]. The contribution to the Euler
number of ρ :6g→Homeo+(S1) from a subsurface 6 is simply this Euler number
for the restriction of ρ to 6.

However, in order to keep this work self-contained and elementary, we will avoid
introducing the language of bounded cohomology, and give definitions in terms
of rotation numbers alone. The reader may refer to [Burger et al. 2014, §4.3] for
details on the cohomological framework.

Definition 5.1 (Euler number for pants). Let ρ :0g→Homeo+(S1), and let P⊂6g

be a subsurface homeomorphic to a pair of pants, bounded by curves a, d and (da)−1,
with orientation induced from the boundary. Let ρ̃(a) and ρ̃(d) be any lifts of ρ(a)
and ρ(d) to Homeo+Z (R). The Euler number of ρ on P is the real number

euP(ρ)= r̃ot(ρ̃(a))+ r̃ot(ρ̃(d))− r̃ot(ρ̃(d)ρ̃(a)).

An illustration in the case where P contains the basepoint is given in Figure 2.
Note that the number euP(ρ) is independent of the choice of lifts of ρ(a) and ρ(d).

We also allow for the possibility that the image of P in 6g has two boundary curves
identified, and so is a one-holed torus subsurface. In this case, one may choose free
generators a, b for the fundamental group, with i(a, b)=−1 so the torus is T (a, b)
and the boundary of P is given by the curves b−1, a−1ba and the commutator [a, b].
Then the definition above gives

euP(ρ)= r̃ot[ρ̃(a), ρ̃(b)].

Now, the following is a restatement of Lemma 2.1 above.

Lemma 5.2. Let P be any pants and ρ a representation. Then |euP(ρ)| ≤ 1.
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More generally, if S ⊂6g is any subsurface, we define the Euler number euS(ρ)

to be the sum of relative Euler numbers over all pants in a pants decomposition
of S. From the perspective of bounded cohomology, it is immediate that this sum
does not depend on the pants decomposition; however, since we are intentionally
avoiding cohomological language, we give a short stand-alone proof.

Lemma 5.3. For any subsurface S ⊆ 6g, the number euS(ρ) is well defined, i.e.,
independent of the decomposition of S into pants.

Proof. Any two pants decompositions can be joined by a sequence of elementary
moves; namely those of types (I) and (IV) as shown in [Hatcher and Thurston
1980]. A type (IV) move takes place within a pants-decomposed one-holed torus P
and so does not change the value of euP , which is simply the rotation number of
the boundary curve, as remarked above. A type (I) move occurs within a four-
holed sphere S′; if the boundary of the sphere is given by oriented curves a, b, c, d
with dcba = 1, then it consists of replacing the decomposition along da with a
decomposition along ab. It is easy to verify by the definition that, in either case,
the sum of the Euler numbers of the two pants on S′ is given by

r̃ot(ρ̃(a))+ r̃ot(ρ̃(b))+ r̃ot(ρ̃(c))+ r̃ot(ρ̃(d)). �

Corollary 5.4 (additivity of Euler number). Let P be any decomposition of 6 into
pants. Then

eu(ρ)=
∑
P∈P

euP(ρ).

Proof. By Lemma 5.3, we may use any pants decomposition to compute the Euler
class. By using a standard generating system (a1, . . . , bg) and cutting 6g along
geodesics freely homotopic to ai , ci =[ai , bi ], for i =1, . . . , g and di = ci · · · c1 for
i = 2, . . . , g−1, we recover the formula taken as a definition in Proposition 2.2. �

We now return to our main goal: we prove that maximality of the Euler class
holds first on small subsurfaces, then globally on 6g.

Proposition 5.5. Let S⊂6g be a subsurface homeomorphic to a four-holed sphere.
Suppose that none of the boundary components of S is separating in 6g, and let ρ
be a path-rigid, minimal representation mapping one boundary component of S to
a hyperbolic element of Homeo+(S1). Then, ρ maps all four boundary components
of S to hyperbolic elements, and the relative Euler class euS(ρ) is equal to ±2.

In the statement above, we do not require that the boundary components are
geodesics for some metric on 6g, in particular, two of them may well be freely
homotopic.

Proof. Put the base point inside of S. The complement 6g r S may have one or
two connected components, since none of the curves of ∂S are separating in 6g. In
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Figure 3. A four-holed sphere and two 5-chains.

either case, we may find two based, nonseparating, simple closed curves u, v ∈ 0g,
with i(u, v) = 0, each having nonzero intersection number with exactly two of
the boundary components of S, as shown in Figure 3. Additionally, we may fix
orientations for u and v and choose four elements a, b, c, d ∈ π1S, each freely
homotopic to a different boundary component of S, with dcba = 1, and such that
(a, u, d−1a−1, v, d) and (c, v, ad, u, b) are directed 5-chains in 6g. As we have
assumed that the image under ρ of one of a, b, c or d is hyperbolic, Proposition 3.8
implies that all the curves appearing in these 5-chains are in fact hyperbolic.

Orient the circle so that (u−, (ad)+, u+, (ad)−) are in cyclic order (as before,
we drop the letter ρ from the notation, for better readability). Then, Proposition 4.3
applied to the two directed 5 chains above gives the cyclic orderings

(a−, u−, a+, (ad)+, u+, v−, (ad)−, d−, v+, d+)
and

(c−, v−, c+, (ad)−, v+, u−, (ad)+, b−, u+, b+).

These two orderings together yield the cyclic ordering

((ad)−, d−, d+, a−, a+, (ad)+, b−, b+, c−, c+).

We now use this ordering to prove maximality of the Euler class. Let α, β, γ
and δ, respectively, denote the lifts of ρ(a), ρ(b), ρ(c) and ρ(d) to Homeo+Z (R)
with translation number zero. Let x = (ad)− be the repelling fixed point of ad .

Since x has a repelling fixed point of d immediately to the right, and an attracting
fixed point of d to the left, we have δ(x) < x . By the same reasoning, if y is any
point in the interval between consecutive lifts of fixed points a+ and a− containing x ,
then α(y) < y. Since ad(x)= x , it follows that δ(x) must lie to the left of the lift
of a+, and we have αδ(x)= x − 1.

Since cbad=1, we also have that cb(x)= x . Considering the location of repelling
points of b and c and imitating the argument above, we have again β(x) < x , and
also γβ(x) < x . It follows that γβ(x) = x − 1, hence γβαδ(x) = x − 2, and
euS(ρ)=−2. �
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With this information on subsurfaces, we prove the Euler number of ρ is maximal.

Proposition 5.6. Let ρ be path-rigid, and suppose that ρ admits a Fuchsian torus.
Then ρ has Euler number ±(2g− 2).

Proof. After semiconjugacy, we may assume that ρ is minimal. Let T (a, b) be a
Fuchsian torus for ρ. By Corollary 3.4, we may suppose that ρ(a) is hyperbolic. Ig-
noring the curve b, find a system of simple closed curves a1= a, a2, . . . , ag−1, with
each ai nonseparating, that decomposes 6g into a disjoint union of pairs of pants.

The dual graph of such a pants decomposition is connected (because 6g is
connected), so we may choose a finite path that visits all the vertices. In other words,
we may choose a sequence P1, . . . , PN of pants from the decomposition (possibly
with repetitions), that contains each of the pants of the decomposition, such that each
two consecutive pants Pi and Pi+1 are distinct, but share a boundary component. Let
Si denote the four-holed sphere obtained by taking the union of Pi and Pi+1 along a
shared boundary curve. (If Pi and Pi+1 share more than one boundary component,
choose only one). We may further assume that a is one of the boundary curves of S1.

Starting with S1 as the base case, and applying Proposition 5.5, we induc-
tively conclude that all boundary components of all the Si are hyperbolic, and that
euSi (ρ)=±2. Thus, the contributions of Pi and Pi+1 are equal, and equal to ±1,
for all i . It follows that the contributions of all pairs of pants of the decomposition
have equal contributions, equal to ±1. By definition of the Euler class, we conclude
that eu(ρ)=±(2g− 2). �

The proof of Theorem 1.3 now concludes by citing Matsumoto’s result [1987]
that such a representation of maximal Euler number is semiconjugate to a Fuchsian
representation. �
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FUNDAMENTAL DOMAINS AND PRESENTATIONS
FOR THE DELIGNE–MOSTOW LATTICES

WITH 2-FOLD SYMMETRY

IRENE PASQUINELLI

In this work we will build a fundamental domain for Deligne–Mostow lat-
tices in PU(2, 1) with 2-fold symmetry, which completes the list of Deligne–
Mostow lattices in dimension 2. These lattices were introduced by Mostow,
(1980; 1986) and Deligne and Mostow (1986) using monodromy of hyper-
geometric functions and have been reinterpreted by Thurston (1998) as au-
tomorphisms on a sphere with cone singularities. Following his approach,
Parker (2006), Boadi and Parker (2015) and Pasquinelli (2016) built a fun-
damental domain for the class of lattices with 3-fold symmetry, i.e., when
three of five cone singularities have the same cone angle. Here we extend
this construction to the asymmetric case, where only two of the five cone
points on the sphere have the same cone angle, hence building a fundamen-
tal domain for all remaining Deligne–Mostow lattices in PU(2, 1).
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1. Introduction

Deligne–Mostow lattices first appeared in [Deligne and Mostow 1986; Mostow
1986; 1988]. They arise as monodromy of hypergeometric functions, a construction
that dates back to Picard, Lauricella and others. More precisely, they start with
a ball N-tuple µ = (µ1, . . . , µN ), i.e., a set of N real numbers between 0 and 1
such that

∑
µi = 2, from which they construct some lattices in PU(N − 3, 1).

Then Mostow deduced a sufficient condition on µ for the monodromy group to be
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discrete, called condition 6INT. This improved the sufficient condition called INT
and introduced by Picard.

Thurston [1998] reinterpreted these lattices in terms of cone metrics on the sphere.
First he considers a sphere with N cone singularities of cone angles θi between
0 and 2π satisfying the discrete Gauss–Bonnet formula

(
i.e.,

∑
αi = 4π , where

αi = 2π − θi are the curvatures at the cone points
)
. Then he proves that the moduli

space of such cone metrics with prescribed cone angles and area 1 has a complex
hyperbolic structure of dimension N − 3. Considering the group of automorphisms
of the sphere swapping cone points (and their squares), he gets some conditions on
the cone angles for this group to be a lattice. Thurston’s criterion corresponds to
the 6INT condition when taking µi = 2παi . Kojima [2001] proved that the two
constructions are equivalent.

Combining the works of Deligne, Mostow and Thurston already mentioned with
the work of Sauter [1990], one gets a finite and exhaustive list of ball N -tuples µ
that give rise to a lattice using this construction (see also [Deligne and Mostow
1993]). This includes nine ball 5-tuples and one ball 6-tuple not satisfying the
condition 6INT, but commensurable to a monodromy group satisfying 6INT. Any
other value gives a nondiscrete quotient. In this work we will concentrate on the ball
5-tuples in Deligne and Mostow and Thurston’s works and we will study the lattices
in PU(2, 1) obtained. All of these lattices have an extra symmetry given by some of
the µi ’s having the same value. In Thurston’s approach, this means that some of the
cone points on the sphere have the same cone angle. In particular, the lattices will
have either 2-fold or 3-fold symmetry (i.e., they will have 2 or 3 cone points with
same cone angle respectively). The latter case has been analysed in many different
papers. We divide the 3-fold symmetry lattices into four classes (first, second, third
and fourth type) according to the sign of certain parameters associated to them (see
[Parker 2009] for details on the use of this terminology). First, Deraux, Falbel and
Paupert [Deraux et al. 2005] built a fundamental domain for the lattices of second
type. Using a different method, Parker [2006] built a fundamental domain for a
class of these lattices, called Livné lattices (or lattices of third type). The lattices of
first type were treated by Boadi and Parker [2015], using the same procedure as in
[Parker 2006]. Later, in [Pasquinelli 2016], I explained how to use Parker’s method
to describe a single polyhedron that, appropriately modified, gives a fundamental
domain for all lattices with 3-fold symmetry, including the cases already treated
and the lattices of fourth type.

The goal of this paper is to show how to adapt Parker’s construction in order to
build a fundamental domain for the remaining Deligne–Mostow lattices, namely
those with 2-fold symmetry. In the first part of the paper, we will forget about
the symmetries and we will give a completely general construction that is valid
whatever the initial cone points are. The construction consists in parametrising
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the cone metric and showing geometrically that Thurston’s theorem holds, giving
explicitly the Hermitian form that determines the complex hyperbolic structure.
Then we will introduce the moves, which are maps on the sphere corresponding to
swapping two cone points, i.e., applying a half Dehn twist along a curve containing
two cone points or corresponding to a full Dehn twist. These are automorphisms
of the sphere when the cone points which are swapped have the same cone angle.
Here we will also consider maps that swap cone points with different cone angle.
This means that we land on a new cone metric after applying the move. Moreover,
we will show how one can build a polyhedron by studying what happens when
pairs of cone points approach until they coalesce. We want to remark that this is
completely general and can be built even if the cone angles we started from do
not give a lattice. Then, in the 3-fold symmetry case the polyhedron is actually
a fundamental domain for the lattices, when starting from the right set of cone
singularities. In the 2-fold symmetry case this polyhedron is a building block for
the fundamental domain, which will consist of the union of three copies of this
polyhedron, each for a different ordering of the cone points. How to take these
three copies is the topic of the second part of the paper, together with the proof that
the new polyhedron built is the fundamental domain we wanted.

The paper is organised as follows. Section 1 is the present introduction.
Section 2 contains background information about the complex hyperbolic space,

including the definition and the properties needed in the rest of the paper.
Section 3 considers a generic cone metric on the sphere (without any symmetry).

To parametrise it, we cut along curves passing through the cone points and develop
the metric on a plane in a polygonal form. One can recover the cone metrics by gluing
the associated sides of the polygon back together. The parameters will be related
to the sides of the polygon, which we use to give a set of projective coordinates.
We will then describe the moves and the polyhedron. In the last part of the section,
we will describe the two sets of coordinates that we will use to make the definition
of the polyhedron clearer, we will analyse its cells and study its combinatorics.

In Section 4 we will specialise to the 2-fold symmetry case. First we will
introduce the lattices we will be working with, listing the possible sets of cone
angles we will be starting from. This is the original list from the works of Deligne
and Mostow which can be found, for example, at the end of [Thurston 1998] or
in [Mostow 1988]. Then we will build a new polyhedron as the union of three
copies of the polyhedron described in Section 4B. It will be described using three
sets of coordinates. At the end of the section we will describe its sides and use the
moves of Section 3B to construct the side pairing maps that we need for Poincaré
polyhedron theorem.

Section 5 is dedicated to our main theorem, which states that the polyhedron
constructed (up to certain modifications) is indeed a fundamental domain for the
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lattices with 2-fold symmetry. This is proved using the Poincaré polyhedron theorem
and in this section we will show that all conditions in the theorem are satisfied.
Specifically we will prove that the polyhedron and its images under the side-
pairing maps are disjoint and that they tessellate a neighbourhood of each ridge
(2-dimensional facet) of the polyhedron. The theorem also gives us a presentation
of the lattices, with the side pairings as generators. In the presentation the relations
are given by cycle transformations which are complex reflections with certain
parameters related to the lattice as their order. When an order is positive, we have a
complex reflection with respect to a complex line, when it is negative we have a
complex reflection in a point, while when it is∞ we have a parabolic element and
a fixed point on the boundary. The last two cases are related to the modifications of
the polyhedron that we mentioned. In fact, when one of the parameters is negative
or infinite, a ridge collapses to a single point, on the boundary when the parameter
is infinite. In Section 5A we also explain in detail why this happens. In particular,
when a particular one of the parameters is not positive and finite, we need to consider
a different configuration (similar to the one in Section 3, but not quite the same),
which is described in Section 5E. This explicit description of the polyhedron also
allows us to calculate the orbifold Euler characteristic of the polyhedron, as the sum
(with alternating signs with the dimension of the facets) of the order of stabiliser of
one element for each orbit of facets. Then we calculate the volume of the quotient,
which is a multiple of the orbifold Euler characteristic. Observe that the volume
we calculated is consistent with the commensurability theorems we know for these
lattices (see, for example, page 15 of [Parker 2009]) and the known volumes of the
lattices.

Some of our proofs are very similar to the ones in [Parker 2006; Boadi and
Parker 2015; Pasquinelli 2016]. When the exact same proof can be used, we will
not rewrite it.

2. Complex hyperbolic space

Complex hyperbolic space is a natural generalisation to the complex world of real
hyperbolic space. In fact, 1-dimensional complex hyperbolic space is just a 2-
dimensional real hyperbolic space. The real hyperbolic plane is, in fact, an example
of complex hyperbolic space of dimension 1. Generalising this construction to a
complex vector space we get complex hyperbolic space. In this section we will
introduce the background material about complex hyperbolic geometry that we will
need in this work. More details about complex hyperbolic space can be found in
[Goldman 1999].

2A. Definition and isometries. Consider Cn,1, a complex vector space of dimen-
sion n+ 1 equipped with a Hermitian form H of signature (n, 1).
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Then one has a product law on Cn,1 given by

〈z,w〉 = w∗H z,

where w∗ denotes the complex conjugate of the transpose of the vector (and same
for matrices). Since the norm 〈z, z〉 obtained using this product is always real, one
can consider three subspaces of Cn,1

\ {0}, namely V+, V0, V−, defined by the norm
being positive, zero or negative respectively.

Consider the projection P of Cn,1
\ {0} onto CPn .

Definition 2.1. The n-dimensional complex hyperbolic space for a Hermitian form
H is Hn

C
= PV−, i.e., the space of vectors of negative norm, up to scalar multipli-

cation by complex numbers. Its boundary is ∂Hn
C
= PV0.

On Hn
C

we consider the Bergman metric, given by the formula

ds2
=
−4
〈z, z〉2

det
(
〈z, z〉 〈d z, z〉
〈z, d z〉 〈d z, d z〉

)
.

The −4 factor makes the curvature pinched between − 1
4 and −1. For two points z

and w, their distance %(z,w) is given by

(1) cosh2
(
%(z,w)

2

)
=
〈z,w〉〈w, z〉
〈z, z〉〈w,w〉

.

Consider now U(H) the group of (n+1)×(n+1) matrices A which are unitary
with respect to H (i.e., A∗H A = H ). The projectivisation of this group is

PU(H)=U(H)/{eiθ I : θ ∈ [0, 2π)}.

The full group of isometries of Hn
C

is generated by the complex conjugation and
PU(H), which we denote as PU(n, 1), since it is independent on H .

In this work we will study some lattices in PU(2, 1), which are discrete subgroups
0 for which the quotient 0\Hn

C
has finite volume.

2B. Bisectors. Our goal is to build a fundamental domain for some lattices. In
complex hyperbolic space this is very hard, since there are no totally geodesic real
hypersurfaces. One possible substitute is bisectors, which have some interesting
properties.

Given two points z and w in H2
C

, the bisector between (or equidistant from) z
and w is the locus of points which are equidistant from the two points. The complex
line L spanned by z and w is the complex spine of the bisector. The complex spine
and the bisector intersect in the spine of the bisector, which is a geodesic γ ∈ L .

Bisectors are good to cut out a polyhedron because they are foliated by totally
geodesic subspaces in two different ways. The first foliation is by slices and is a
construction due to Giraud [1921] and Mostow [1980]. A slice is a complex line
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that is a fibre of the map 5L , the orthogonal projection to the complex spine L . The
bisector is the preimage by 5L of γ and the preimage of each point of γ is a slice.
The second foliation is by meridians and is due to Goldman [1999]. A meridian is
a totally geodesic Lagrangian plane containing the spine γ . It can also be described
as the set of fixed points of an antiholomorphic involution which swaps z and w.

Bisectors also contain Giraud discs [1921]. For three points z,w and x, not all
contained in the same complex line, one can consider B(z,w, x), the set of points
equidistant from these three points. Such set is a smooth disc, not totally geodesic,
contained in exactly three bisectors (B(z,w), B(z, x) and B(w, x)) and it’s called
a Giraud disc.

3. The general construction

This section follows [Parker 2006, Section 2; Boadi and Parker 2015, Section 2;
Pasquinelli 2016, Section 4]. It generalises this procedure to when there is no
symmetry given by cone points having same cone angle. The construction is based
on Thurston’s result:

Theorem 3.1 (Thurston). Let α1, . . . , αN be N real numbers in (0, 2π) whose
sum is 4π . The set of Euclidean cone metrics on the sphere with cone points of
curvatures αi and area 1 form a complex hyperbolic manifold of dimension N − 3,
whose metric completion is a complex hyperbolic cone manifold of finite volume.

In this work we always have N =5. One can geometrically parametrise such cone
metrics and that is the procedure that will be explained in this section. Thurston
also showed that the metric completion is obtained by making pairs of cone point
approach until they coalesce. Later in this section we will study this in order to
build a polyhedron. Thurston also gave a sufficient condition on the curvatures
for the cone manifold to be an orbifold, which corresponds to Mostow’s 6INT
condition mentioned in the introduction. From Section 4 onwards we will restrict
to initial cone angles whose curvatures satisfy the condition.

In the first part of this section we will show how to parametrise the cone metrics
using suitable coordinates. This is a generic construction and does not depend
on whether the cone angles we choose give a lattice or not, nor on whether the
cone points have the same angle or not. The only restriction on the cone angles
in this case is for the Hermitian form we obtain to have the required signature.
We will also show how to explicitly see the complex hyperbolic structure in our
coordinates. In the second part of the section we will show how to build a polyhedron
in the moduli space starting from the cone metrics and using the coordinates we
introduced. Finally we will describe some maps we will use, in the spirit of the
moves in previous works. In the case of lattices with 3-fold symmetry treated in
previous works, the polyhedron so constructed is a fundamental domain for the
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Figure 1. The configuration (α, β, θ, φ).

group generated by the moves, which are symmetries of the polyhedron. In the
case of 2-fold symmetry treated in the Section 4, it will be a building block for the
fundamental domain.

3A. Configuration space. Consider a cone metric on the sphere with cone points
of angles θ0, θ1, θ2, θ3 and θ4 with 0 < θi < 2π and

∑
(2π − θi ) = 4π (discrete

Gauss–Bonnet formula). Since we have 5 cone singularities, a priori the lattices are
described by 5 parameters.

The discrete Gauss–Bonnet formula guarantees that the value of the fifth angle
is determined by the previous four. To prescribe the cone angles we will use the
parameters

(2) α =
θ1

2
, β =

θ2

2
, θ =

θ2

2
+
θ3

2
−π, φ =

θ0

2
+
θ1

2
−π.

They have a geometric meaning which is made clear in Figure 1. Then we will
denote a cone metric with these cone angles as (α, β, θ, φ). By definition of the
parameters, we are considering a flat sphere with 5 cone singularities of angles

(2(π +φ−α), 2α, 2β, 2(π + θ −β), 2(π − θ −φ)).

As one can see in the upper-left-hand side of Figure 1, the order of the angles is
given by starting in the lower left corner and continuing anticlockwise. So the angle
θi is the cone angle of the cone point vi for i = 0, 1, 2, 3 and θ4 is the cone angle
of the cone point v∗.

We now fix the cone angles (so fix a configuration (α, β, θ, φ)) and want to
parametrise all possible positions of the cone points on the sphere. Let us first
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consider the easier case of when the five cone singularities are along the equator
of the sphere. In other words, it is possible to draw a geodesic between the cone
points which cuts the cone angles in half. Then one can cut along the geodesic
passing through v0, v1, v2, v3 and v∗ in order and open up in the complex plane
the figure obtained, getting the upper-right-hand side of Figure 1. Remark that we
are positioning v∗ in the origin and v0 along the negative imaginary axis. One can
always recover the original cone metric by gluing back in pairs the sides of the
octagonal shaped shaded polygon 5 in Figure 1 by a vertical reflection.

Let us now consider the triangle T3 which has a vertex in v∗ and the three sides
along the lines between v∗, v3, between v1, v2, between v∗, v0. Call A the vertex
between the second and third lines mentioned and B the other vertex. Let T2 be the
triangle built on the segment between v0, v1 with the opposite vertex coinciding
with A and T1 the triangle built on the segment v2, v3 with opposite vertex B. Then
T−i is the reflection by the vertical axis of Ti , for i = 1, 2, 3. A way of describing5
is to consider the two triangles T±3 and removing from it copies of T2 and T−2 and
copies of T1 and T−1. Since we have fixed the positions of the points on the sphere
to be on the equator, the possible variations in the cone metric are the possible
distances between the cone points. Now since all the angles of the triangles are
determined by the cone angles, it is enough to take as a parameter one side of
each of the triangles in order to also have all the lengths determined and hence the
distances between cone points. To describe the cone metric we will use the three
aligned parameters t1, t2 and t3 shown in the picture. These are the three sides of
the triangles aligned along the line between A and B. Knowing the values of the
parameters and the initial cone angles, one can recover the cone metric by building
the triangles and gluing the octagon back into a sphere.

Let us now consider the general case, where the cone points are allowed to be
anywhere on the sphere. By inspection on Figure 1 one can see that it is enough to
allow the three real parameters t1, t2 and t3 to be complex (i.e., not to be aligned).
More precisely, we will fix the vertex of T1 at A and the vertex of T2 at B and allow
the triangles to rotate around that vertex, moving vi for i = 0, 1, 2, 3 along with
it. The sphere can still be recovered by gluing the corresponding sides of 5. The
length of the complex parameters encodes the information of the distances between
cone points, while the angle of the parameters encodes the fact that two pieces of
the geodesic might not divide the cone angle they share in two equal angles.

For more details on this description one can see [Parker 2006, Section 2.1; Boadi
and Parker 2015, Section 2.1; Pasquinelli 2016, Section 4.1].

Since we are interested in the cone metrics up to rescaling, we will choose to
assume that t3 = 1. Remark that this is one of the possible normalisations, different
from asking from the area to be 1 (like in [Thurston 1998]).

As proved by Thurston, the set of cone metrics of this type has a complex
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hyperbolic structure. The Hermitian form for the complex hyperbolic structure is
given by the area of the cone metric. The area of the octagon 5 is given by

(3) Area5=
sin θ sinφ
sin(θ +φ)

|t3|2−
sin θ sinβ
sin(β − θ)

|t2|2−
sinφ sinα
sin(α−φ)

|t1|2.

So one could write the Hermitian form in matrix form as

H =


−

sinφ sinα
sin(α−φ)

0 0

0 −
sin θ sinβ
sin(β−θ)

0

0 0 sinφ sin θ
sin(θ+φ)

,
and say that

Area5= t∗H t.

Now, all this only makes sense if the area of 5 (and so the area of the cone
metric) is positive. Moreover, following Thurston [1998] we are considering the
cone metrics of area 1, or equivalently, the coordinates up to projective equivalence.
Finally, from the matrix form of H , it is clear that it has signature (1, 2) for suitable
values of the parameters (see Section 4A for the values of the parameters that we
will consider). Remembering the definition of H2

C
presented in Section 2, we can

write
H2

C = {z : 〈z, z〉 = z∗H z > 0}.

3B. Moves. In this section we will introduce some maps that will play a key role
in the following sections, since their compositions will be the generators of the
lattices with 2-fold symmetry. They generalise the maps used in [Parker 2006;
Boadi and Parker 2015; Pasquinelli 2016].

The move R1 exchanges the two cone points v2 and v3 with their cone angles,
while R2 exchanges v1 and v2. Since the moves change the values of our parameters,
we will denote the move as Ri (α, β, θ, φ) to say that

Ri : (α, β, θ, φ) 7→ (α′, β ′, θ ′, φ′),

unless the angles of the configuration we start from is obvious. This means, for
example, that when composing two maps T (α, β, θ, φ) and S(α, β, θ, φ), we need
to consider that the second map is applied to the new angles, so we are doing the
composition

(4) S(α′, β ′, θ ′, φ′) ◦ T (α, β, θ, φ)

because (α, β, θ, φ) T
7→ (α′, β ′, θ ′, φ′) S

7→ (α′′, β ′′, θ ′′, φ′′). Similarly, when calcu-
lating inverses we have

(5) [T (α, β, θ, φ)]−1
= T−1(α′, β ′, θ ′, φ′),
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Figure 2. The move R1.

since T : (α, β, θ, φ) 7→ (α′, β ′, θ ′, φ′) and T−1
: (α′, β ′, θ ′, φ′) 7→ (α, β, θ, φ).

The matrix of R1(α, β, θ, φ) is now obtained from the equations v′0= v0, v′
∗
= v∗,

v′1= v1, v′3= v2 and v′
−2= v3, where the vi ’s are the coordinates in the (α, β, θ, φ)

configuration and the v′i ’s in the (α′, β ′, θ ′, φ′) configuration (see Figure 2). The
matrix of R1 is then

(6) R1(α, β, θ, φ)=

1 0 0

0 eiθ sinβ
sin(β−θ)

0

0 0 1

.
Similarly, one can find the matrix of R2 by simultaneously solving the equations

v′0 = v0, v′
∗
= v∗, v′2 = v1, v′

−1 = v−2 and v′3 = v3 to get

(7) R2(α, β, θ, φ)

=
1

sin(θ +α−β) sin(φ+β −α)

·

 sinα sin θ ′ei(α−φ) sin(α−φ) sin θ ′eiα
− sin(α−φ) sin θ ′eiα

sin(β − θ) sinφ′eiβ sinφ′ sinβei(β−θ)
− sin(β − θ) sinφ′eiβ

sin(θ +φ) sinαeiβ sin(θ +φ) sinβeiα A

,
with φ′ = φ+β −α and θ ′ = θ +α−β and

(8) A = sin θ sinφ′− sin(θ +φ) sinβeiα

= sinφ sin θ ′− sin(θ +φ) sinαeiβ

= sin θ sinφ cos(α−β)− sin θ cosφ sinαeiβ
− cos θ sinφ sinβeiα.
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Figure 3. The action of P on the angles.

The third move A1 is exactly as in previous papers because it starts and lands in
the same configuration and its matrix is

(9) A1(α, β, θ, φ)=

e2iφ 0 0
0 1 0
0 0 1

.
We now want to compose the two matrices to calculate P = R1 R2 and J = P A1.

As we already mentioned, after applying the first transformation the angles change.
Looking at Figure 3, one can deduce that

(10) P(α, β, θ, φ)

= R1(α
′, β ′, θ ′, φ′)R2(α, β, θ, φ)

= R1(β, α, θ +α−β, φ+β −α)R2(α, β, θ, φ)

=
1

sin(θ +α−β) sin(φ+β −α)

·

 sinα sin θ ′ei(α−φ) sin(α−φ) sin θ ′eiα
− sin(α−φ) sin θ ′eiα

sinα sinφ′ei(α+θ) sinφ′ sinβ sinα
sin(β−θ)

eiα − sinα sinφ′ei(α+θ)

sin(θ +φ) sinαeiβ sin(θ +φ) sinβeiα A

,
where, as before, φ′ = φ+β −α, θ ′ = θ +α−β and A is as in (8).
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On the other hand, J = P A1 is easier to calculate, since A1 does not change the
type of the configuration. So

(11) J (α, β, θ, φ)

= P(α, β, θ, φ)A1(α, β, θ, φ)

=
1

sin(θ +α−β) sin(φ+β −α)

·

 sinα sin θ ′ei(α+φ) sin(α−φ) sin θ ′eiα
− sin(α−φ) sin θ ′eiα

sinα sinφ′ei(α+θ+2φ) sinφ′ sinβ sinα
sin(β−θ)

eiα − sinα sinφ′ei(α+θ)

sin(θ +φ) sinαei(β+2φ) sin(θ +φ) sinβeiα A

,
where again φ′ = φ+β −α, θ ′ = θ +α−β and A is as in (8).

We remark that if we define a second set of coordinates as s = P−1 t (as we will
do later), the action of R2 is equivalent to applying R1 on the s-coordinates. In
other words, R2 = P R1 P−1

= R1 R2 R1 R−1
2 R−1

1 , which is equivalent to the braid
relation

R1 R2 R1 = R2 R1 R2.

Again, to calculate this composition, we need to record how the configuration
changes when applying the matrices so we need to prove that the following diagram
commutes

(α, β, θ, φ) (α, π+θ−β, θ, φ)

(β, α, α+θ−β, β+φ−α) (π+θ−β, α, α+β−π, π+θ+φ−α−β)

(β, π+θ−β, α+θ−β, β+φ−α) (π+θ−β, β, α+β−π, π+θ+φ−α−β)

R−1
1

R2 R−1
2

R1R1

R2

which is easy to verify by simple calculation.

3C. The polyhedron.

3C1. Complex lines and vertices. We want to study the metric completion of the
moduli space. This means that we want to see what happens when two cone points
get closer and closer until they coalesce. We define L i j to be the complex line
obtained when vi and v j coalesce, for i, j ∈ {0, 1, 2, 3, ∗}. Its normal vector will
be denoted as ni j . They have equations described in Table 1.

The vertices of the polyhedron are obtained by intersecting pairs of these complex
lines (i.e., by making two pairs of cone points coalesce) and they have coordinates
given in Table 2.
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L i j equations in terms of the t-coordinates

L∗0 t1 =
sin(α−φ) sin θ
sinα sin(θ+φ)

L∗1 t1 = e−iφ sin θ
sin(θ+φ)

L∗2 t2 = eiθ sinφ
sin(θ+φ)

L∗3 t2 =
sin(β−θ) sinφ
sinβ sin(θ+φ)

L01 t1 = 0

L02
sinα

sin(α−φ)
eiφ t1+ t2 = 1

L03
sinα

sin(α−φ)
eiφt1+ e−iθ sinβ

sin(β−θ)
t2 = 1

L12 t1+ t2 = 1

L13 t1+ e−iθ sinβ
sin(β−θ)

t2 = 1

L23 t2 = 0

Table 1. The equations defining the complex lines of two cone
points collapsing.

3C2. Second set of coordinates. It will be useful to define another set of coordinates
in order to define the polyhedron explicitly. This is in the spirit of the w-coordinates
in the previous works and is given by

(12) s =

s1

s2

1

= P−1

t1
t2
1

.
To calculate the s-coordinates, the first thing to do is to calculate P−1(α, β, θ, φ),

with a similar argument as in Section 3B. We recall that this means that P−1 is
applied to the configuration (α, β, θ, φ). As shown in Figure 4, P−1 acts as follows:

(13) (α, β, θ, φ)
R−1

17−→ (α′, β ′, θ ′, φ′)= (α, π + θ −β, θ, φ)

R−1
27−→(α′′, β ′′, θ ′′, φ′′)= (π + θ −β, α, α+β −π, π + θ +φ−α−β),

so
P−1(α, β, θ, φ)= R−1

2 (α, π + θ −β, θ, φ) ◦ R−1
1 (α, β, θ, φ).
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lines tk t1 t2

L01 ∩ L23 t1 0 0

L03 ∩ L12 t2
sin(α−φ)(sin(β−θ)−e−iθ sinβ)

eiφ sinα sin(β−θ)−e−iθ sinβ sin(α−φ)
eiα sin(β−θ) sinφ

eiφ sinα sin(β−θ)−e−iθ sinβ sin(α−φ)

L∗0 ∩ L23 t3
sin(α−φ) sin θ
sinα sin(θ+φ)

0

L∗0 ∩ L12 t4
sin(α−φ) sin θ
sinα sin(θ+φ)

sin(α+θ) sinφ
sinα sin(θ+φ)

L∗0 ∩ L13 t5
sin(α−φ) sin θ
sinα sin(θ+φ)

eiθ sin(α+θ) sin(β−θ) sinφ
sinα sinβ sin(θ+φ)

L∗1 ∩ L23 t6 e−iφ sin θ
sin(θ+φ)

0

L∗1 ∩ L02 t7 e−iφ sin θ
sin(θ+φ)

sin(α−θ−φ) sinφ
sin(α−φ) sin(θ+φ)

L∗1 ∩ L03 t8 e−iφ sin θ
sin(θ+φ)

eiθ sin(α−θ−φ) sin(β−θ) sinφ
sin(α−φ) sinβ sin(θ+φ)

L∗3 ∩ L01 t9 0 sin(β−θ) sinφ
sinβ sin(θ+φ)

L∗3 ∩ L12 t10
sin(β+φ) sin θ
sinβ sin(θ+φ)

sin(β−θ) sinφ
sinβ sin(θ+φ)

L∗3 ∩ L02 t11 e−iφ sin(α−φ) sin(β+φ) sin θ
sinα sinβ sin(θ+φ)

sin(β−θ) sinφ
sinβ sin(θ+φ)

L∗2 ∩ L01 t12 0 eiθ sinφ
sin(θ+φ)

L∗2 ∩ L13 t13
sin(β−θ−φ) sin θ

sin(β−θ) sin(θ+φ)
eiθ sinφ

sin(θ+φ)

L∗2 ∩ L03 t14 e−iφ sin(α−φ) sin(β−θ−φ) sin θ
sinα sin(β−θ) sin(θ+φ)

eiθ sinφ
sin(θ+φ)

Table 2. The coordinates of the vertices.

Explicitly, we have

(14) P−1(α, β, θ, φ)

=

− sinα sin θ ′e−i(α−φ)
−

sin(α−φ) sin θ ′ sinβ
sin(β−θ)

e−i(α+θ) sin(α−φ) sin θ ′e−iα

sinβ sinφ′ei(β−θ) sinβ sinφ′ei(β−θ)
− sinβ sinφ′ei(β−θ)

sin(θ+φ) sinαei(β−θ)
− sin(θ+φ) sinβe−i(α+θ) B

,
where φ′ = π + θ +φ−α−β, θ ′ = α+β −π and B is

(15) B =− sin θ ′ sinφ− sin(θ +φ) sinαei(β−θ)

=− sinφ′ sin θ + sin(θ +φ) sin(β − θ)e−iα.
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Figure 4. The action of P−1 on the angles.

One can easily verify that the matrices of P(α, β, θ, φ) and P−1(α, β, θ, φ) in
Equations (10) and (14) respectively satisfy Equation (5).

We now apply P−1 to the lines and vertices described in Tables 1 and 2 to obtain
their s-coordinates.

The complex lines have s-coordinates described in Table 3, and the vertices have
s-coordinates shown in Table 4.

Remark 3.2. The equations of the lines are of the same form as the ones for the
t-coordinates, except for the sign of the exponential for the t1-coordinate and up to
substituting (α, β, θ, φ) with the new angles as in Figure 4, i.e., up to substituting
(α, β, θ, φ) with (α′, β ′, θ ′, φ′)= (π+θ−β, α, α+β−π, π+θ+φ−α−β). The
same is true for the coordinates of the vertices. In other words, up to remembering
that

α′ = π + θ −β, β ′ = α, θ ′ = α+β −π and φ′ = π + θ +φ−α−β

as in Figure 4, the s-coordinates can be equivalently listed as in Tables 5 and 6.

3C3. The polyhedron. Many of the vertices are contained in bisectors (see Section
2B), and we use these bisectors to cut out a polyhedron, which will be called D. In
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L i j equations in terms of the s-coordinates

L∗0 s1 =−
sin(α−φ) sin(α+β)
sin(β−θ) sin(θ+φ)

L∗1 s2 =−ei(α+β) sin(α+β−θ−φ)
sin(θ+φ)

L∗2 s2 =
sin(α+β−θ−φ) sinβ

sinα sin(θ+φ)

L∗3 s1 = e−i(α+β−θ−φ) sin(α+β)
sin(θ+φ)

L01 −
sin(β−θ)
sin(α−φ)

ei(α+β−θ−φ)s1+ s2 = 1

L02 −
sin(β−θ)
sin(α−φ)

ei(α+β−θ−φ)s1− e−i(α+β) sinα
sinβ

s2 = 1

L03 s1 = 0

L12 s2 = 0

L13 s1+ s2 = 1

L23 s1− e−i(α+β) sinα
sinβ

s2 = 1

Table 3. The equations defining the complex lines of two cone
points collapsing in terms of the s-coordinates.

particular, and following [Parker 2006; Boadi and Parker 2015; Pasquinelli 2016],
we will denote the bisectors as shown in Table 7.

The reason for the bisectors to be denoted as B(T ) is that we want the map T to
send the side B(T ) to B(T−1), for T ∈ {P±, J±, R±1 , R±2 }. The following lemma
shows that this is the case.

Lemma 3.3. In t- and s-coordinates and writing

θ ′ = α+β −π and φ′ = π + θ +φ−α−β,

we have
Im(t1)≤ 0 if and only if |〈t, n∗1〉| ≤ |〈t, P−1(n∗3)〉|,

Im(s1)≥ 0 if and only if |〈s, n∗3〉| ≤ |〈s, P(n∗1)〉|,

Im(eiφ t1)≥ 0 if and only if |〈t, n∗0〉| ≤ |〈t, J−1(n∗0)〉|,

Im(e−iφ′s1)≤ 0 if and only if |〈s, n∗0〉| ≤ |〈s, J (n∗0)〉|,

Im(t2)≥ 0 if and only if |〈t, n∗2〉| ≤ |〈t, R−1
1 (n∗3)〉|,

Im(e−iθ t2)≤ 0 if and only if |〈t, n∗3〉| ≤ |〈t, R1(n∗2)〉|,

Im(s2)≥ 0 if and only if |〈s, n∗1〉| ≤ |〈s, R−1
2 (n∗2)〉|,

Im(e−iθ ′s2)≤ 0 if and only if |〈s, n∗2〉| ≤ |〈s, R2(n∗1)〉|.
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tk s1 s2

t1
e−iα sin(α−φ) sin(α+β)

sin(α−φ) sinβ−e−i(θ+φ) sinα sin(β−θ)
ei(β−θ) sinβ sin(α+β−θ−φ)

sin(α−φ) sinβ−e−i(θ+φ) sinα sin(β−θ)

t2 0 0

t3 −
sin(α−φ) sin(α+β)
sin(β−θ) sin(θ+φ)

−ei(α+β) sin(α+θ) sinβ sin(α+β−θ−φ)
sin(β−θ) sinα sin(θ+φ)

t4 −
sin(α−φ) sin(α+β)
sin(β−θ) sin(θ+φ)

0

t5 −
sin(α−φ) sin(α+β)
sin(β−θ) sin(θ+φ)

sin(α+θ) sin(α+β−θ−φ)
sin(β−θ) sin(θ+φ)

t6
sin(α+β) sin(θ+φ−α)

sinβ sin(θ+φ)
−ei(α+β) sin(α+β−θ−φ)

sin(θ+φ)

t7 −e−i(α+β−θ−φ) sin(α−φ) sin(α+β) sin(θ+φ−α)
sin(β−θ) sinβ sin(θ+φ)

−ei(α+β) sin(α+β−θ−φ)
sin(θ+φ)

t8 0 −ei(α+β) sin(α+β−θ−φ)
sin(θ+φ)

t9 e−i(α+β−θ−φ) sin(α+β)
sin(θ+φ)

sin(β+φ) sin(α+β−θ−φ)
sin(α−φ) sin(θ+φ)

t10 e−i(α+β−θ−φ) sin(α+β)
sin(θ+φ)

0

t11 e−i(α+β−θ−φ) sin(α+β)
sin(θ+φ)

−ei(α+β) sin(β+φ) sinβ sin(α+β−θ−φ)
sin(α−φ) sinα sin(θ+φ)

t12 −e−i(α+β−θ−φ) sin(α−φ) sin(θ+φ−β) sin(α+β)
sin(β−θ) sinα sin(θ+φ)

sinβ sin(α+β−θ−φ)
sinα sin(θ+φ)

t13
sin(θ+φ−β) sin(α+β)

sinα sin(θ+φ)
sinβ sin(α+β−θ−φ)

sinα sin(θ+φ)

t14 0 sinβ sin(α+β−θ−φ)
sinα sin(θ+φ)

Table 4. The s-coordinates of the vertices.

The proof follows the one of equivalent lemmas in the previous works. In
particular, it can be found in [Parker 2006, Lemma 4.6; Boadi and Parker 2015,
Lemma 4.2; Pasquinelli 2016, Lemma 7.2]. One just needs to remark that n∗i
depends on the configuration we are using. So, for example, the first line of the
lemma is

|〈t, n∗1(α, β, θ, φ)〉| ≤
∣∣〈t, P−1(n∗3(β, π + θ −β, θ +α−β, φ+β −α))

〉∣∣,
since (α, β, θ, φ) P

7→ (β, π + θ −β, θ +α−β, φ+β −α). The rest is similar.
Now the polyhedron D = D(α, β, θ, φ) is defined as the intersection of all the

half spaces in the lemma. More precisely, it will be

(16) D(α, β, θ, φ)=
{

t = P(s) : arg(t1) ∈ (−φ, 0), arg(t2) ∈ (0, θ),
arg(s1) ∈ (0, φ′), arg(s2) ∈ (0, θ ′)

}
,
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L i j equations in terms of the s-coordinates

L∗0 s1 =
sin(α′−φ′) sin θ ′

sinα′ sin(θ ′+φ′)

L∗1 s2 = eiθ ′ sinφ′

sin(θ ′+φ′)

L∗2 s2 =
sin(β ′−θ ′) sinφ′

sinβ ′ sin(θ ′+φ′)

L∗3 s1 = eiφ′ sin θ ′

sin(θ ′+φ′)

L01
sinα′

sin(α′−φ′)
e−iφ′s1+ s2 = 1

L02
sinα′

sin(α′−φ′)
e−iφ′s1+ e−iθ ′ sinβ ′

sin(β ′−θ ′)
s2 = 1

L03 s1 = 0

L12 s2 = 0

L13 s1+ s2 = 1

L23 s1+ e−iθ ′ sinβ ′

sin(β ′−θ ′)
s2 = 1

Table 5. The equations defining the complex lines of two cone
points collapsing in terms of the s-coordinates and of the angles in
the target configuration.

where, as before, we have θ ′ = α+β −π and φ′ = π + θ +φ−α−β.
The sides (codimension 1 cells) of the polyhedron will be defined as S(T ) =

D ∩ B(T ), for T ∈ {P±, J±, R±1 , R±2 } again. Each of them is contained in one of
the bisectors in the table.

3D. The combinatorial structure of the polyhedron. We now want to study the
combinatorics of the polyhedron D(α, β, θ, φ).

The sides all have the same combinatorial structure. In particular, they will look
like in Figure 5. This is the same structure as the one of the sides of the polyhedron
in [Pasquinelli 2016] and first appeared as the combinatorial structure of 2 of the 10
sides in [Deraux et al. 2005]. Each side corresponds to fixing the argument of one
of the coordinates. Then there will be one triangular ridge (e.g., the bottom one)
where the coordinate is equal to zero and a second triangular ridge (e.g., the top
one) where the coordinate has another fixed value. The complex lines interpolating
between the two will be the slices of the foliation mentioned in Section 2B. The
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tk s1 s2

t1
−e−iβ ′ sin(α′−φ′) sin θ ′

sin(α′−φ′) sin(β ′−θ ′)−e−i(θ ′+φ′) sinα′ sinβ ′
−e−iα′ sinφ′ sin(β ′−θ ′)

sin(α′−φ′) sin(β ′−θ ′)−e−i(θ ′+φ′) sinα′ sinβ ′

t2 0 0

t3
sin(α′−φ′) sin θ ′

sinα′ sin(θ ′+φ′)
eiθ ′ sin(α′+θ ′) sin(β ′−θ ′) sinφ′

sinα′ sinβ ′ sin(θ ′+φ′)

t4
sin(α′−φ′) sin θ ′

sinα′ sin(θ ′+φ′)
0

t5
sin(α′−φ′) sin θ ′

sinα′ sin(θ ′+φ′)
sin(α′+θ ′) sinφ′

sinα′ sin(θ ′+φ′)

t6
sin θ ′ sin(β ′−θ ′−φ′)

sin(β ′−θ ′) sin(θ ′+φ′)
eiθ ′ sinφ′

sin(θ ′+φ′)

t7 eiφ′ sin(α′−φ′) sin θ ′ sin(β ′−θ ′−φ′)
sinα′ sin(β ′−θ ′) sin(θ ′+φ′)

eiθ ′ sinφ′

sin(θ ′+φ′)

t8 0 eiθ ′ sinφ′

sin(θ ′+φ′)

t9 eiφ′ sin θ ′

sin(θ ′+φ′)
sin(α′−θ ′−φ′) sinφ′

sin(α′−φ′) sin(θ ′+φ′)

t10 eiφ′ sin θ ′

sin(θ ′+φ′)
0

t11 eiφ′ sin θ ′

sin(θ ′+φ′)
eiθ ′ sin(α′−θ ′−φ′) sin(β ′−θ ′) sinφ′

sin(α′−φ′) sinβ ′ sin(θ ′+φ′)

t12 eiφ′ sin(α′−φ′) sin(β ′+φ′) sin θ ′

sinα′ sinβ ′ sin(θ ′+φ′)
sin(β ′−θ ′) sinφ′

sinβ ′ sin(θ ′+φ′)

t13
sin(β ′+φ′) sin θ ′

sinβ ′ sin(θ ′+φ′)
sin(β ′−θ ′) sinφ′

sinβ ′ sin(θ ′+φ′)

t14 0 sin(β ′−θ ′) sinφ′

sinβ ′ sin(θ ′+φ′)

Table 6. The s-coordinates of the vertices in terms of the angles
in the target configuration.

edge connecting the two triangles is contained in the spine of the bisector and
always contains one of the vertices t1 or t2. The pentagonal side ridges containing
the vertical edge are contained in totally geodesic Lagrangian planes and are the
extremities of the foliation by meridians. We claim that in each side the modulus
of the coordinate we are considering varies between the two values it assumes on
the top and bottom triangular ridges. To check this, for example, in S(J ), we need
to check that |t1| in t11 and t14 is smaller than |t1| in t6, t7 and t8 (|t1| has the same
value in these three vertices, since they are contained in the complex line L∗1) and
so on. It is easy to check that this is true for each side as long as

(17)
sin(α+β −π)≥ 0, sin(π +α+β − θ −φ)≥ 0,
sin(α+ θ −β)≥ 0, sin(β +φ−α)≥ 0.
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Figure 5. The combinatorial structure of a side.

Remembering the action of P and P−1 on the angles, this means that we are just
asking for the configuration after applying these two maps to make sense in our
coordinates and is always the case for the values we are considering.

This gives:

Lemma 3.4. If the parameters satisfy (17), then:

In S(P), we have |t1|≤
sin(α−φ) sin θ
sinα sin(θ+φ)

.

In S(J ), we have |t1|≤
sin θ

sin(θ+φ)
.

In S(R1), we have |t2|≤
sin(β−θ) sinφ
sinβ sin(θ+φ)

.

In S(R−1
1 ), we have |t2|≤

sinφ
sin(θ+φ)

.

In S(P−1), we have |s1|≤−
sin(α−φ) sin(α+β)
sin(β−θ) sin(θ+φ)

.

In S(J−1), we have |s1|≤−
sin(α+β)
sin(θ+φ)

.

In S(R2), we have |s2|≤
sin(α+β−θ−φ) sinβ

sinα sin(θ+φ)
.

In S(R−1
2 ), we have |s2|≤

sin(α+β−θ−φ) sinβ
sinα sin(θ+φ)

.

Now, following [Pasquinelli 2016], we will see that the combinatorics changes
with the values of the angles. According to the values of the parameters, we will
have occasions where the three vertices on L∗i collapse to a single vertex, for
i = 0, 1, 2, 3.

Proposition 3.5. We have:

• The vertices on L∗0 collapse when α−φ ≥ π−θ−φ, i.e., when π−α−θ ≤ 0.

• The vertices on L∗1 collapse when π −α ≥ π − θ −φ, i.e., α− θ −φ ≤ 0.
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bisector equation points in the bisector

B(P) Im(t1)= 0 t1, t3, t4, t5, t9, t10, t12, t13

B(P−1) Im(s1)= 0 t2, t3, t4, t5, t6, t8, t13, t14

B(J ) Im(eiφ t1)= 0 t1, t6, t7, t8, t9, t11, t12, t14

B(J−1) Im(e−iφs1)= 0 t2, t7, t8, t9, t10, t11, t12, t14

B(R1) Im(t2)= 0 t1, t3, t4, t6, t7, t9, t10, t11

B(R−1
1 ) Im(e−iθ t2)= 0 t1, t3, t5, t6, t8, t12, t13, t14

B(R2) Im(s2)= 0 t2, t4, t5, t9, t10, t12, t13, t14

B(R−1
2 ) Im(e−iθ s2)= 0 t2, t3, t4, t6, t7, t8, t10, t11

Table 7. Bisector notation and description.

• The vertices on L∗2 collapse when sin(β − θ)/ sinβ ≤ sinφ/ sin(θ +φ), i.e.,
β − θ −φ ≤ 0.

• The vertices on L∗3 collapse when π −β ≤ φ, i.e., π −β −φ ≤ 0.

In fact, for example, the vertices t3, t4 and t5 on L∗0 collapse if, when making
T1 as big as possible, before we can have v0 ≡ v∗, we have that v1 hits the left-hand
vertex of T2 and so v1≡ v2≡ v3. This implies that there is no other choice for z2 but
to be zero, instead of having the three choices that give the three possible vertices
having v0 ≡ v∗. Translated on the parameters, this gives that α− φ ≥ π − θ − φ.
The others can be verified in a similar way.

Later we will. We now want to study all possible side (3-dimensional facets)
intersections in order to be able to list all possible ridges (2-dimensional facets)
and edges (1-dimensional facets) and hence describe the combinatorics of the
polyhedron.

Proposition 3.6. The following side intersections consist of the union of two edges:

S(P)∩ S(J−1)= γ10,9 ∪ γ9,12, S(R−1
1 )∩ S(J−1)= γ8,14 ∪ γ14,12,

S(P)∩ S(R−1
2 )= γ3,4 ∪ γ4,10, S(J )∩ S(R2)= γ9,12 ∪ γ12,14,

S(R1)∩ S(R2)= γ4,10 ∪ γ10,9, S(J )∩ S(P−1)= γ6,8 ∪ γ8,14,

S(R1)∩ S(P−1)= γ4,3 ∪ γ3,6, S(R−1
1 )∩ S(R−1

2 )= γ3,6 ∪ γ6,8,

where γi, j is the geodesic segment between the vertices ti and t j .

The proof of this proposition follows exactly the ones in [Parker 2006, Appen-
dix A; Pasquinelli 2016, Proposition 7.8].

Proposition 3.7. The bisector intersections satisfy:

• A point t in the side intersection S(P)∩ S(P−1), with

t1 6=
sin θ sin(α−φ)
sinα sin(θ+φ)

and s1 6= −
sin(α+β) sin(α−φ)
sin(β−θ) sin(θ+φ)

,
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belongs to the edge γ5,13.

• A point t in the side intersection S(J )∩ S(R−1
2 ), with

t1 6= e−iφ sin θ
sin(θ+φ)

and s2 6= −ei(α+β) sin(α+β−θ−φ)
sin(θ+φ)

,

belongs to the edge γ7,11.

• Moreover, a point t in the side intersection S(R2)∩ S(R−1
1 ), with

t2 6= eiθ sinφ
sin(θ+φ)

and s2 6=
sin(α+β−θ−φ) sinβ

sinα sin(θ+φ)
,

belongs to the edge γ5,13.

• Finally, a point t in the side intersection S(R1)∩ S(J−1), with

t2 6=
sin(β−θ) sinφ
sinβ sin(θ+φ)

and s1 6= e−i(α+β−θ−φ) sin(α+β)
sin(θ+φ)

,

belongs to the edge γ7,11.

We will prove the first point and the others are proved in the exact same way.
The proof is very similar to the ones in [Parker 2006; Pasquinelli 2016].

Proof. Let us take t ∈ S(P)∩ S(P−1). Then

t1 = x, s1 = u

and by hypothesis and using Lemma 3.4 we have

(18) x ≤ sin θ sin(α−φ)
sinα sin(θ+φ)

, u ≤− sin(α+β) sin(α−φ)
sin(β−θ) sin(θ+φ)

.

Then using (12) one can express t2 and s2 in terms of x and u as follows:(
sin(θ +φ) sinαx − sin(α−φ) sin θ

)
s2

=− sin(β − θ) sin θei(α+β−θ−φ)u+ sin(θ +φ) sin(β − θ)ei(α+β−θ)ux

+(sin(α+β) sinφei(β−θ)
+ sin(θ +φ) sinα)x − sin(α−φ) sin θ,(

− sin(θ +φ) sin(β − θ)u− sin(α−φ) sin(α+β)
)
t2

=
sin(β−θ)

sinβ
e−iθ (sin θ sin(α+β − θ −φ)eiαu− sin(θ +φ) sinαei(α+β−θ)ux

+(sinα sin(α+β)e−iφ
− sin(α−φ) sin(α+β))x − sin(θ +φ) sin(β − θ)).

Now, we know by Lemma 3.3 that inside D we have

0≥ Im e−iθ t2

=
sin(β−θ) sinα

sinβ

·
sin(α+β) sinφx+sin(θ+φ) sin(α+β−θ)ux−sin θ sin(α+β−θ−φ)u

sin(θ+φ) sin(β−θ)u+sin(α−φ) sin(α+β)
,
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but by (18) we know that the denominator is strictly negative and so the numerator
must be positive.

Again by Lemma 3.3, t satisfies

0≤ Im s2

= sin(β − θ)

·
sin(α+β) sinφx+sin(θ+φ) sin(α+β−θ)ux−sin θ sin(α+β−θ−φ)u

sin(θ+φ) sinαx−sin(α−φ) sin θ
,

and since by (18) the denominator must be strictly negative, then the numerator
must be negative.

But since the two numerators coincide, then they must both equal 0. This means
that the point we are considering must be also in S(R−1

1 ) and in S(R2), which
means that we are on edge γ5,13. �

Remark 3.8. The proof relies on Lemma 3.4. As we will see in Section 5E, there
are cases in which (17) is not satisfied. In term of configurations, this means that
one needs to consider a slightly different configuration of triangles (see Section 5E).
Using the new configuration one can prove an equivalent statement using the exact
same strategy of proof as in [Parker 2006; Pasquinelli 2016].

4. The polyhedron in the case of 2-fold symmetry

We will now consider the case where two of the cone points have the same cone
angle. First we will describe which sets of cone angles give a lattice, then we will
show how to use the polyhedron in Section 3 to build a fundamental domain for
them.

4A. Lattices with 2-fold symmetry. As mentioned in the introduction (Section 1),
the lattices we are considering were introduced by Deligne and Mostow starting
from a ball 5-tuple. This is equivalent to considering a cone metric on a sphere of
area 1 with prescribed cone singularities of angles (θ0, . . . , θ4), with 0< θi < 2π
and satisfying the discrete Gauss–Bonnet formula. A sphere with 5 cone points
has the structure of a two dimensional complex hyperbolic space, as proved by
Thurston [1998] and showed in Section 3.

Among these, we will consider the lattices with 2-fold symmetry, which means
that two of the five cone points will have the same cone angle. We will assume
that the 2-fold symmetry is given by θ1 = θ2. Occasionally the lattices will have an
extra symmetry and we will also have θ0 = θ3. We will use the parameters in (2) to
describe the lattices, except that now α = β.

By similarity with the 3-fold symmetry case, to each lattice we will associate
numbers p, p′, k, k ′, l, l ′, d, which are the orders of some maps in the group and
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lattice θ0 θ1 θ2 θ3 θ4

(6,6,3) 2π/3 5π/3 5π/3 2π/3 4π/3
(10,10,5) 4π/5 7π/5 7π/5 4π/5 8π/5
(12,12,6) 5π/6 4π/3 4π/3 5π/6 5π/3
(18,18,9) 8π/9 11π/9 11π/9 8π/9 16π/9

(4,4,3) 5π/6 5π/3 5π/3 5π/6 π

(4,4,5) 11π/10 7π/5 7π/5 11π/10 π

(4,4,6) 7π/6 4π/3 4π/3 7π/6 π

(3,3,4) 7π/6 3π/2 3π/2 7π/6 2π/3
(3,3,3) π 5π/3 5π/3 π 2π/3

(2,6,6) π 4π/3 4π/3 5π/3 2π/3
(2,4,3) 5π/6 5π/3 5π/3 4π/3 π/2
(2,3,3) π 5π/3 5π/3 4π/3 π/3
(3,4,4) π 3π/2 3π/2 7π/6 5π/6

Table 8. The lattices we are considering.

are defined as follows:

(19)

π

p
= θ,

π

k
= φ,

π

l
= α− θ −φ,

π

d
= π −α− θ

π

p′
= α−

π

2
,

π

k ′
= π + θ +φ− 2α,

π

l ′
= π −α−φ.

In particular, we will use (p, k, p′) to denote the configuration (α, θ, φ) and give
the other values in terms of these. Observe that in the double 2-fold symmetry
case (i.e., when we also have θ0 = θ3), we have θ = φ and so the lattice is of
the form (p, p, p′). Notice also that in the 3-fold symmetry case one would have
k = k ′, l = l ′ and p = 2p′. In fact k and k ′ will be the orders of A1(α, β, θ, φ)

for two of the different configurations we will consider (see (9)) which coincide
in the 3-fold symmetry case. A similar thing happens for l and l ′. The values
p′ and p here are the orders of R1(π + θ − α, α, 2α − π, π + θ + φ − 2α) and
R1 ◦ R1(α, π + θ −α, θ, φ) respectively (remember that the composition is done
as in (4)), and notice that they are applied to different configurations. Since in the
3-fold symmetry case the three configurations we consider coincide, p will be the
order of the square of R1, which has order p′ and hence p = 2p′.

In Table 8 we give the values of the cone angles for the lattice (p, k, p′). These are
all the lattices with 2-fold symmetry in the original list by Deligne and Mostow and
together with the 3-fold symmetry lattices form the whole list of Deligne–Mostow
lattices in dimension 2.

The following table records the values of the parameters in (19) for each of the
lattices we are considering.
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lattice p k p′ k ′ l l ′ d

(6,6,3) 6 6 3 −3 2 ∞ ∞

(10,10,5) 10 10 5 −5 2 5 5
(12,12,6) 12 12 6 −6 2 4 4
(18,18,9) 18 18 9 −9 2 3 3

(4,4,3) 4 4 3 −6 3 −12 −12
(4,4,5) 4 4 5 10 5 20 20
(4,4,6) 4 4 6 6 6 12 12
(3,3,4) 3 3 4 6 12 −12 −12
(3,6,3) 3 6 3 −6 3 ∞ −6

(2,6,6) 2 6 6 3 ∞ 6 −6
(2,4,3) 2 4 3 12 12 −12 −3
(2,3,3) 2 3 3 6 ∞ −6 −3
(3,4,4) 3 4 4 12 6 ∞ −12

Table 9. The values of the parameters for our lattices.

4B. The fundamental polyhedron.

4B1. Definition. In this section we will see how one can use the general polyhedron
described in Section 3C to build a fundamental domain for Deligne–Mostow lattices
with 2-fold symmetry. From now on we will consider a sphere with cone singularities
(θ0, θ1, θ2, θ3, θ4) in the list in Section 4A. This means that we have two equal angles
at the vertices v1 and v2. In the configurations as described in Section 3, this means
that α = β. Since the case that we treated before is when the three angles at v1, v2

and v3 were equal, by analogy we also want to consider the configurations where
the two equal angles are at v1 and v2, at v2 and v3 or at v1 and v3. We will call
these configurations of type 1©, 2© and 3© respectively. Remark that configuration
of type i© corresponds to having the cone angles satisfying θi = θi+1, for indices
i = 1, 2, 3 taken mod 3.

We will build a polyhedron for each of these cases and use their union to build a
fundamental domain for the lattices. On the parameters (α, β, θ, φ),

type 1© corresponds to (α, α, θ, φ),

type 2© corresponds to (π + θ −α, α, 2α−π, π + θ +φ− 2α),

type 3© corresponds to (α, π + θ −α, θ, φ).

For each type, we will consider the t-coordinates and s-coordinates. We will have
x-, y- and z-coordinates as t-coordinates of the configuration of type 1©, 2© and
3© respectively. We will also have u-, v- and w-coordinates, representing copies of

type 1©, 2© and 3© respectively and being the s-coordinates of one of the previous
ones. More precisely, the relation between x-, y-, z- and u-, v-, w-coordinates
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is as follows. Since P−1 acts on the copies as explained in Figure 4, then, for
example, a configuration of type 1© will be sent to one of type 2©. This means
that the coordinates defined as P−1(x) will be the v-coordinates. With a similar
argument, one gets

(20) u = P−1(z), v = P−1(x), w = P−1( y).

In other words, the u-, v- and w-coordinates will be the coordinates for the configu-
ration of type 1©, 2© and 3© respectively, obtained after applying P to the standard
configuration of type 3©, 1© and 2© respectively.

We will start from the configuration of type 3©, with its z-coordinates as the
t-coordinates of configuration (α, π + θ −α, θ, φ). The x- and y-coordinates will
be determined by the action of the moves R1 and R−1

2 respectively. See Figure 6
for more details. As mentioned, each configuration will give us a polyhedron of the
same type as D in (16).

We will first explain what is the relation between the x-, y- and z-coordinates.
Since copies of type 1© and 3© are swapped by R1, it is natural to define

(21) x = R1(α, α, θ, φ)z.

Since the w- and u-coordinates are also of type 3© and 1© respectively, one
would also want

(22) u = R1(α, π + θ −α, θ, φ)w.

Using the definition of u- and w-coordinates, together with the previous formula,
the y-coordinates are defined as

(23) z = R2(π + θ −α, α, 2α−π, π + θ +φ− 2α) y.

Using Equations (20), (21) and (23), one can also see that

(24) v = P−1x = P−1 R1z = P−1 R1 R2 y = y.

The following digram summarises the relations on the coordinates.

y z x

w u v

=

R2 R1

P

R1

P

P−1 R1 P

P
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θ

α

π+θ-α

π+φ-α

φ

π-θ-φ

π+φ-α

R1

R2

π-θ-φ

α

π+θ+φ-2α

2α-π

α

θ

α

π+θ-α

π+φ-α φ

π-θ-φ

α

π+θ-α

α

Figure 6. The representative for each configuration type.

For each coordinate type, we can define a polyhedron as in (16). This will give
us three components of our fundamental polyhedron D and we will write

(25) D = D1 ∪ D2 ∪ D3,

with


D1 = D(α, α, θ, φ)= R−1

1 (D3),

D2 = D(π + θ −α, α, 2α−π, π + θ +φ− 2α)= R2(D3),

D3 = D(α, π + θ −α, θ, φ).

In coordinates, the polyhedron D1 is defined as

D1 =

{
x = P(v) :

arg(x1) ∈ (−φ, 0), arg(x2) ∈ (0, θ),
arg(v1) ∈ (0, π + θ +φ− 2α), arg(v2) ∈ (0, 2α−π)

}
,

the polyhedron D2 is

D2 =

{
y = P(w) :

arg(y1) ∈ (−(π + θ +φ− 2α, 0), arg(y2) ∈ (0, 2α−π),
arg(w1) ∈ (0, φ), arg(w2) ∈ (0, θ)

}
and the polyhedron D3 is defined as

D3 =

{
z = P(u) : arg(z1) ∈ (−φ, 0), arg(z2) ∈ (0, θ),

arg(u1) ∈ (0, φ), arg(u2) ∈ (0, θ)

}
.

Due to the fact that the matrix for R1 is extremely simple, we will keep track
only of three sets of coordinates, namely z-, w- and y-coordinates and use the
relations in (21), (22) and (24) to give the other coordinates in term of these.
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D3

v0

v2

v1

D1=R1
-1(D3)

D2=R2(D3)

v

u
w

x

y

z S(R1)=R1
-1(S(R1

-1))

S(R2
-1)=R2(S(R2))

R2(S(P))=R1
-1(S(P1

-1))

3

1

2

3

1

2

G

Figure 7. The interaction of the polyhedra and their coordinates.

Then we can describe the polyhedron as follows.

D =

z = R2( y)= R2 P(w) :
arg(z1) ∈ (−φ, 0), arg(z2) ∈ (−θ, θ),

arg(w1) ∈ (0, φ), arg(w2) ∈ (−θ, θ),

arg(y1) ∈ (−φ
′, φ′), arg(y2) ∈ (0, θ ′)

 ,
with φ′ = π + θ +φ− 2α and θ ′ = 2α−π .

In Figure 7 one can see how the polyhedra and the coordinates interact. The
three polyhedra intersect pairwise in a side and all three have a common Giraud
disc G. Passing from t- to s-coordinates changes the type of configuration from

j©to i© within the same polyhedron D j , where i = j − 2, taken mod 3. The three
special vertices v0, v1 and v2 are the origin of one of the coordinates.

4B2. Vertices of D. The vertices of D will be of three types. Some will come from
D1 and they will be called xi , for i = 1, . . . , 14, some will be the vertices of D2

and we will denote them yi , for i = 1, . . . , 14 and finally there will be the vertices
zi ’s for i = 1, . . . , 14, coming from D3. Since the three polyhedra intersect there
will be some vertices that are repeated. Table 10 describes all the vertices. In the
first column there will be the label we choose for the vertex, in the second, third
and fourth column its name in D3, D1 and D2 respectively (if there is one), and in
the final columns we will record which coordinates have a “nice” form.

This reflects how the Di ’s glue together. In particular, the polyhedra D1 and D3

glue along

(26) {Im z2 = 0} ∩ D3 = {Im e−iθ x2 = 0} ∩ D1,

while D2 and D3 are glued along

(27) {Im e−iθu2 = 0} ∩ D3 = {Imw2 = 0} ∩ D2
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D D3 D1 D2 arg z1 arg z2 argw1 argw2 arg y1 arg y2

v0 x2 y1 y1 = 0 y2 = 0
v1 z1 x1 z1 = 0 z2 = 0
v2 z2 y2 w1 = 0 w2 = 0
v3 z3 x3 y5 0 z2 = 0 0 0 0 θ ′

v4 z4 x5 y4 0 0 0 w2 = 0 0 0
v5 z5 0 θ 0 −θ

v6 z6 x6 y13 −φ z2 = 0 0 0 0 θ ′

v7 z7 x8 y12 −φ 0 φ 0 y1 = 0 θ ′

v8 z8 y14 −φ θ w1 = 0 0 −φ′ θ ′

v9 z9 x12 z1 = 0 0 φ −θ φ′ 0
v10 z10 x13 y10 0 0 φ w2 = 0 0 0
v11 z11 x14 y9 −φ 0 φ 0 y1 = 0 0
v12 z12 z1 = 0 θ φ −θ

v13 z13 0 θ 0 −θ

v14 z14 −φ θ 0 −θ

v16 x4 y3 0 −θ 0 θ 0 y2 = 0
v17 x7 −φ −θ φ′ θ ′

v18 x9 z1 = 0 −θ φ′ 0
v19 x10 0 −θ φ′ y2 = 0
v20 x11 −φ −θ φ′ θ ′

v21 y6 0 θ −φ′ y2 = 0
v22 y7 φ θ −φ′ 0
v23 y8 w1 = 0 θ −φ′ θ ′

v24 y11 φ θ −φ′ 0

Table 10. The vertices of D.

and D1 and D2 intersect along

(28) {Im v1 = 0} ∩ D1 = {Im y1 = 0} ∩ D2.

Moreover, all three will intersect along the Giraud disc G containing the ridge
bounded by vertices v3, v4, v6, v7, v10 and v11 (see Figure 7).

Remark 4.1. Using Table 1 one can obtain the equations of the complex lines for
our three configurations and see that the following lines coincide:

(1) L∗0(α, π + θ −α, θ, φ)= L∗0(π + θ −α, α, 2α−π, π + θ +φ− 2α)

= L∗0(α, α, θ, φ),
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(2) L∗3(α, π + θ −α, θ, φ)= L∗3(π + θ −α, α, 2α−π, π + θ +φ− 2α)

= L∗2(α, α, θ, φ),

(3) L∗1(α, π + θ −α, θ, φ)= L∗2(π + θ −α, α, 2α−π, π + θ +φ− 2α)

= L∗1(α, α, θ, φ).

4B3. Sides and side pairing maps. In view of applying Poincaré polyhedron theo-
rem in Section 5, we need to analyse the sides of D and explain how we have some
maps pairing them.

Clearly, the sides of D will be the union of all sides in Di , with i = 1, 2, 3, except
for the three sides along which two of the copies glue. Some of the sides combine
to create a single larger side. Remembering (25), the sides (illustrated in Figure 8
with their side pairings) will be as follows:

S(J ), S(P), S(R1), S(R2),

S(J−1), S(P−1), S(R−1
1 ), S(R−1

2 ),

R−1
1 S(J ), R−1

1 S(P), R−1
1 S(R1), R−1

1 S(R2),

R−1
1 S(J−1), R−1

1 S(P−1), R−1
1 S(R−1

1 ), R−1
1 S(R−1

2 ),

R2S(J ), R2S(P), R2S(R1), R2S(R2),

R2S(J−1), R2S(P−1), R2S(R−1
1 ), R2S(R−1

2 ).

Now the gluing of the three polyhedra (see Equations (26), (27) and (28)) tells us
that

R−1
1 S(R−1

1 )= S(R1), R2S(R2)= S(R−1
2 ), R−1

1 S(P−1)= R2S(P),

so these sides are now internal (see Figure 7).
The side pairings will be obtained by adapting to the union of the three polyhedra

the equivalent on each Di of the side pairings in previous works (see [Parker 2006,
Section 4.3; Boadi and Parker 2015, Section 5.3; Pasquinelli 2016, Section 8.3.1]).
In other words, in each copy we need to consider R1, R2, P and J and adapt them
to act on the sides of D. We will describe all of them treating the z-coordinates
as the main coordinates. In other words, we will give the matrix as applied to the
z-coordinates of the point.

First consider R1 and R2. Since applying R2(α, α, θ, φ) to a point in its x-
coordinates is equivalent to applying R1(π + θ −α, α, 2α−π, π + θ +φ− 2α) to
its v = y-coordinates, these combine to a single side pairing

R1(π + θ −α, α, 2α−π, π + θ +φ− 2α)=

1 0 0
0 −e2iα 0
0 0 1

.
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S(K) S(K-1)

S(R0) S(R0
-1)

S(Q) S(Q-1)

 

Im y2=0 Im e-iθ'y2=0

Im w1=0Im z1=0

Im eiφz1=0 Im e-iφw1=0

S(B1) S(B1
-1)Im eiθz2=0 Im e-iθz2=0

S(B2) S(B2
-1)Im eiθw2=0 Im e-iθw2=0

S(A0) S(A0
-1)Im eiφ'y1=0 Im e-iφ'y1=0
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Figure 8. The sides of D.
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This is the side pairing as applied on the y-coordinates. We will hence consider

R0 = R2 R1 R−1
2

= R2(π + θ −α, α, 2α−π, π + θ +φ− 2α)

◦ R1(π + θ −α, α, 2α−π, π + θ +φ− 2α) ◦ R−1
2 (α, π + θ −α, θ, φ),

which includes the change of coordinates.
Now consider R1(α, α, θ, φ) and R1(α, π + θ −α, θ, φ). The target side of the

former coincides with the source side of the latter and is the (now internal) side
D1 ∩ D3. This means that we can compose the two maps and have a new side
pairing

B1 = R1(α, π + θ −α, θ, φ)R1(α, α, θ, φ)=

1 0 0
0 e2iθ 0
0 0 1

.
Remark that even though it looks like this is the matrix we use when applying the
map to a point in its x-coordinates, composing it with the change of coordinates
from our coordinates (the z-coordinates) one gets that in terms of matrices

B1(α, π + θ −α, θ, φ)= R−1
1 (α, α, θ, φ)B1(α, α, θ, φ)R1(α, π + θ −α, θ, φ)

= B1(α, α, θ, φ).

Similarly, the target side of R2(α, π + θ − α, θ, φ) and the starting side of
R2(π + θ −α, α, 2α−π, π + θ +φ− 2α) is the common side of D2 and D3. We
can then define

B2 = R2(π + θ −α, α, 2α−π, π + θ +φ− 2α)R2(α, π + θ −α, θ, φ).

The map B2 is already defined to act on the z-coordinates. As we said for R2 and
R1, B2 acts as B1, but on the u-coordinates.

The side pairings P and J related the t- and s-coordinates of the polyhedron, but
the side pairing property relied on the fact that the source and target configurations
were of the same type. Adapting this to our case means that we want to consider the
maps relating z- and w-coordinates, x- and u-coordinates and y- and v-coordinates.
The map relating y- and v-coordinates is the identity and it indeed maps the common
side between D1 and D2 to itself. Since this side is in the interior of D, we can
ignore it. Composing the map obtained with A1(π+θ−α, α, 2α−π, π+θ+φ−2α)
to compute the equivalent of J and applying the change of coordinates to our main
coordinates, we obtain the side pairing

A0 = R2 A1 R−1
2 .

Now, we have
w = P−1 y = P−1 R−1

2 z = Q−1z
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and

u = R−1
2 R−1

1 R−1
1 x,

which translates to the z-coordinates as Q−1 again. Then Q = R1 R2 R1 will be our
new side pairing. Moreover, we will consider K = Q A1.

Putting all this information together and remarking that J 3
= Id, one gets that

the side pairings are

K = J R1 = R2 J : R−1
1 S(J )∪ S(J ) 7→ S(J−1)∪ R2S(J−1),

Q = P R1 = R2 P : R−1
1 S(P)∪ S(P) 7→ S(P−1)∪ R2S(P),

R0 = R−1
1 R2 R1 = R2 R1 R−1

2 : R
−1
1 S(R2)∪ R2S(R1) 7→ R−1

1 S(R−1
2 )∪ R2S(R−1

1 ),

B1 = R1 R1 : R−1
1 S(R1) 7→ S(R−1

1 ),

B2 = R2 R2 : S(R2) 7→ R2S(R−1
2 ),

A0 = R−1
1 J−1 J−1 R−1

2 : R2S(J ) 7→ R−1
1 S(J−1).

As mentioned for the general case, the sides are contained in bisectors. One
can rewrite Lemma 3.3 for each copy and eliminate the inequalities related to the
sides along which the polyhedra glue. Translating the inequalities on the right
hand side into z-coordinates and giving all the n∗i in terms of the configuration
(α, π + θ −α, θ, φ) (using Remark 4.1), we get the following lemma.

Lemma 4.2. We have:

Im(z1)≤ 0 if and only if |〈z, n∗1〉| ≤ |〈z, P−1(n∗3)〉|,

Im(eiφz1)≥ 0 if and only if |〈z, n∗0〉| ≤ |〈z, K−1(n∗0)〉|,

Im(e−iθ z2)≤ 0 if and only if |〈z, n∗3〉| ≤ |〈z, B1(n∗3)〉|,

Im(eiθ z2)≥ 0 if and only if |〈z, n∗3〉| ≤ |〈z, B−1
1 (n∗3)〉|,

Im(eiφ′ y1)≥ 0 if and only if |〈z, n∗0〉| ≤ |〈z, K 2(n∗0)〉|,

Im(y2)≥ 0 if and only if |〈z, n∗1〉| ≤ |〈z, Q−1 B1(n∗3)〉|,

Im(e−iθ ′ y2)≤ 0 if and only if |〈z, n∗3〉| ≤ |〈z, B−1
1 Q(n∗1)〉|,

Im(e−iφ′ y1)≤ 0 if and only if |〈z, n∗0〉| ≤ |〈z, K−2(n∗0)〉|,

Im(w1)≥ 0 if and only if |〈z, n∗3〉| ≤ |〈z, Q(n∗1)〉|,

Im(e−iφw1)≤ 0 if and only if |〈z, n∗0〉| ≤ |〈z, K (n∗0)〉|,

Im(e−iθw2)≤ 0 if and only if |〈z, n∗1〉| ≤ |〈z, B2(n∗1)〉|,

Im(eiθw2)≥ 0 if and only if |〈z, n∗1〉| ≤ |〈z, B−1
2 (n∗1)〉|.
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5. Main theorem

In this section we will state and prove that D (or a suitable modification of D)
is a fundamental domain for Deligne–Mostow lattices with 2-fold symmetry as
parametrised in Section 4A. To do this we will use the Poincaré polyhedron theorem,
in the form given in [Parker 2006; Boadi and Parker 2015; Pasquinelli 2016]. It
states that if one had a polyhedron D and a set of side pairing maps {Ti } satisfying
certain conditions, then D is a fundamental domain for the action of 0 = 〈Ti 〉. The
main condition to check in this case is that suitable images of the polyhedron under
the side pairing maps tessellate around the ridges. The theorem also provides a
presentation for the group, with the side pairings as generators and relations coming
from the tessellation conditions.

5A. Main theorem. We can now state that D just defined or a suitable modification
of it is a fundamental domain for the lattices we are considering.

Theorem 5.1. Let 0 be one of the Deligne–Mostow lattices with 2-fold symmetry
(see Table 8). Then a suitable modification of the polyhedron D defined in Section 4B
is a fundamental domain for 0. More precisely the fundamental domain is D up to
collapsing some ridges to a point when some parameters are degenerate (negative
of infinite) according to Table 11.

Moreover, a presentation for 0 is given by

0 =

〈
K , Q, B1,

B2, R0, A0
:

B p
1 = B p

2 = R p′

0 = Ak′
0 = (Q

−1K )k = (R0K )l = I,
(A0 B2 B1)

l ′
= Q2d

= I, Q = B1 R0 = R0 B2 = B−1
2 Q B1,

R−1
0 A0 R0 = A0 = K−2, B2K = K B1

〉
,

where each of the relations involving k ′, l, l ′ and d hold as long as the corresponding
parameter is finite and positive.

The reason for the ridges to collapse to a point (except for k ′, which is treated in
Section 5E) relies on the combinatorial structure of the polyhedron as explained in
Section 3D. More precisely:

• First consider the case when d < 0 or d =∞. By definition (see (19)), this
is equivalent to say that π − α− θ ≤ 0. Remembering Proposition 3.5 and
using the notation of Remark 4.1, one can see that the vertices on L∗0 collapse
when π − α− θ ≤ 0. Since these three vertices form the ridge F(Q, Q−1),
this ridge collapses when d < 0 or d =∞.

• Similarly, when l < 0 or l =∞, by definition, we have α− θ −φ ≤ 0. Now
the vertices on L∗3 collapse when α− θ −φ ≤ 0 and so do the ones on L∗1.
Since F(K−1, R0) is formed of the vertices contained in L∗3 and F(K , R−1

0 )

of the ones contained in L∗1, they degenerate when l < 0 or l =∞.
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lattice deg. par. ridges collapsing

(4,4,6), (4,4,5)

(3,4,4), (2,4,3), (3,3,4) l ′, d F(A0, B−1
2 ), F(B2, B−1

1 ), F(A−1
0 , B1),

F(Q, Q−1)

(2,6,6) l, d F(Q, Q−1), F(K , R−1
0 ), F(K−1, R0)

(2,3,3) l, l ′, d F(Q, Q−1), F(K , R−1
0 ), F(K−1, R0),

F(A0, B−1
2 ), F(B2, B−1

1 ), F(A−1
0 , B1)

(3,6,3), (4,4,3), (6,6,3) k ′, l ′, d F(A0, A−1
0 ), F(Q, Q−1), F(B2, B−1

1 ),
F(A−1

0 , B1)

(2,3,3) k ′ F(A0, A−1
0 )

Table 11. Table for Theorem 5.1.

• Now assume l ′ < 0 or l ′ =∞, i.e., π − α− φ ≤ 0. By Proposition 3.5, the
vertices on L∗1(π + θ −α, 2α−π, π + θ +φ− 2α), L∗2(α, π + θ −α, θ, φ),
and L∗3(α, α, θ, φ) all degenerate when π −α−φ ≤ 0. Then the claim of the
theorem follows from the fact that F(B1, A−1

0 ), F(B−1
1 , B2) and F(B−1

2 , A0)

are bounded by the vertices contained in L∗3(α, α, θ, φ), L∗2(α, π+θ−α, θ, φ)
and L∗1(π + θ −α, 2α−π, π + θ +φ− 2α) respectively.

• Finally, the case of k ′ negative is treated in Section 5E.

An alternative presentation for the lattices can be obtained by remembering
that K = Q A1 and substituting Q = B1 R0, K = B1 R0 A1, B2 = R−1

0 B1 R0 and
A0 = (B1 R0 A1)

−2. Then

0 =

〈
B1, R0, A1 :

B p
1 = R p′

0 = (B1 R0 A1)
2k′
= Ak

1 = (R0 B1 R0 A1)
l
= I,

(A1 R0)
2l ′
= (B1 R0)

2d
= I, br4(B1, R0),

br2((B1 R0 A1)
−2, R0), br2(A1, B1)

〉
,

where, following [Deraux et al. 2016], bri (T, S) is the braid relation of length i on
T and S, i.e., (T S)n/2 = (ST )n/2, where the power n/2 with n odd means that the
product has n factor (e.g., (T S)3/2 = T ST ).

5B. Volume. The volume of the quotient is a multiple of the orbifold Euler charac-
teristic χ(H2

C
/0). This multiple is 8π2/3 when the holomorphic sectional curvature

is normalised to -1 (see, for example, Section 8 of [McMullen 2017]). The orbifold
Euler characteristic is calculated by taking the alternating sum of the reciprocal of
the order or the stabilisers of each orbit of cell.



236 IRENE PASQUINELLI

In Table 12 we list the orbits of facets by dimension, calculate the stabiliser of
the first element in the orbit and give its order. Later, we will explain how the table
changes when considering the degenerations of D.

orbit of the facet stabiliser order

v1, v2 〈A1, B1〉 kp
v3, v4 〈Q2, B1〉 pd
v16, v5 〈Q2, R0〉 p′d
v6, v10 〈R0K , B1〉 pl
v7, v11 〈R0K , A0〉 k ′l

v8, v9, v17, v24 〈QK−1, R0K 〉 kl
v18, v14, v20, v22, v23, v12 〈A0 B2 B1, A1〉 l ′k

v19, v13, z21 〈A0 B2 B1, R0〉 p′l ′

v0 〈R0, A0〉 k ′ p′

γ1,3, γ2,4 〈B1〉 p
γ1,6, γ2,10 〈B1〉 p

γ1,12, γ2,23, γ2,14, γ1,18 〈A1〉 k
γ3,5, γ4,16, γ4,5, γ3,16 〈Q2

〉 d
γ3,6, γ4,10 〈B1〉 p

γ5,13, γ16,19, γ16,21 〈R0〉 p′

γ6,8, γ10,24, γ9,10, γ6,17 〈R0K 〉 l
γ7,8, γ11,24, γ9,11, γ7,17 〈R0K 〉 l

γ7,11 〈K 〉 2k ′

γ7,15, γ11,15 〈A0〉 k ′

γ8,14, γ22,24, γ17,20, γ9,18, γ23,8, γ9,12 〈A1〉 k
γ12,13, γ21,22, γ18,19, γ21,23, γ19,20, γ13,14 〈B1 A0 B2〉 l ′

γ12,14, γ22,23, γ18,20 〈B−1
2 K 〉 2l ′

γ15,19, γ15,21 〈R0〉 p′

F(K , Q), F(K−1, Q−1) 〈A1〉 k
F(K−1, R0), F(K , R−1

0 ) 〈K R0〉 l
F(R0, R−1

0 ) 〈R0〉 p′

F(Q, Q−1) 〈Q〉 2d
F(B1, A−1

0 ), F(B−1
1 , B2), F(B−1

2 , A0) 〈B1 A0 B2〉 l ′

F(B1, B−1
1 ) 〈B1〉 p

F(B2, B−1
2 ) 〈B2〉 p

F(A0, A−1
0 ) 〈A′1〉 k ′

Table 12. The stabilisers when all values are positive and finite
(continued on the next page).
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F(K , B1), F(K , B−1
1 ), F(K−1, B−1

2 ), F(K−1, B2) 1 1
F(B1, Q), F(B2, Q−1), F(B−1

2 , Q−1), F(B−1
1 , Q) 1 1

F(A0, R0), F(A−1
0 , R0), F(A−1

0 , R−1
0 ), F(A0, R−1

0 ) 1 1
F(K , K−1), F(K−1, A0), F(K , A−1

0 ) 1 1
F(B1, R−1

0 ), F(B−1
1 , Q−1), F(Q, R0) 1 1

F(R−1
0 , Q−1), F(Q, B2), F(B−1

2 , R0) 1 1

S(K ), S(K−1) 1 1
S(Q), S(Q−1) 1 1
S(B2), S(B−1

2 ) 1 1
S(B1), S(B−1

1 ) 1 1
S(R0), S(R−1

0 ) 1 1
S(A0), S(A−1

0 ) 1 1

D 1 1

Table 12. (continued).

Then the orbifold Euler characteristic of D is given by

(29) χ(H2
C/0)=

1
kp
+

1
pd
+

1
dp′
+

1
pl
+

1
k ′l
+

1
kl
+

1
l ′k
+

1
p′l ′
+

1
k ′ p′

−
1
p
−

1
p
−

1
k
−

1
d
−

1
p
−

1
p′
−

1
l
−

1
l
−

1
2k ′
−

1
k ′

−
1
k
−

1
l ′
−

1
2l ′
−

1
p′
+

1
k
+

1
l
+

1
p′
+

1
2d
+

1
l ′
+

1
p

+
1
p
+

1
k ′
+ 1+ 1+ 1+ 1+ 1+ 1− 1− 1− 1− 1− 1− 1+ 1

and the volume is (8π2/3)χ(H2
C
/0).

While it is easy to see that the stabiliser of each facet contains the group in the
second column of the table, the converse inclusion required slightly more work and
it follows from the cycles in the Poincaré polyhedron theorem. More specifically,
to find the stabiliser, one needs to consider all the cycles of the cycle transformation
and keep track of each facet. Then one considers all the transformations inside
cycles that stabilise the facet and finds the map or maps that generate all of them.
Since the cycles are composed of the side pairings, which are generators for the
group, then this is the stabiliser required. Using this procedure, one can find the
stabilisers in the second column of Table 12.

Now we need to explain how to modify the table when calculating the orbifold
Euler characteristic for one of the degenerations of D.
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• First consider the case when d is negative or infinite. Then the vertices v3, v4,
v5 and v16 collapse to a single point. This means that the two orbits containing
them will collapse to only one orbit. The new vertex is stabilised by 〈B1, R0〉 and
we need to calculate its order. This is similar to the proof of Proposition 2.3 of
[Deraux et al. 2016] (adapting the argument to complex reflections with different
orders) and to proof of Propositions 4.4, 4.5 and 4.6 in [Parker 2009]. Now,
R0 has eigenvalues eiθ ′, 1, 1, while B1 has eigenvalues e2iθ , 1, 1. In other words,
remembering θ ′= 2π/p′ and θ =π/p, R0 and B1 have eigenvalues e2iπ/p′ , 1, 1 and
e2iπ/p, 1, 1 respectively. Now consider B1 R0. It has eigenvalues 1, ei(α+θ),−ei(α+θ),
which we can write as 1, ei(π/p′+π/p+π/2), ei(π/p′+π/p−π/2) because θ ′ = 2α− π .
In this way the part acting on the sphere orthogonal to the common eigenspace is
in SU(2). This means that 〈R0, B1〉 is a central extension of a (2, p, p′)-triangle
group. Remembering that a (2, a, b)-triangle group has order 4ab/(2a+ 2b− ab)
and the definition of the parameters (19), the order of the triangle group is −2d.
Since π −α− θ = π/d, the eigenvalues of (R0 A1)

2 are e2π/d , e2π/d , 1 and hence
the order of the centre is −d. So the order of the stabiliser is 2d2. Moreover, the
line of the table corresponding to the edges between these three points (so the line
of the orbit of γ3,5) needs to be eliminated and so does the line corresponding to
the ridge F(Q, Q−1). When d is∞, the single point is on the boundary and the
stabiliser has infinite order and the same lines of the table disappear.

• Now consider the case of l ′ negative or infinite. We have three triples of vertices
collapsing to the three vertices v12,13,14, v18,19,20 and v21,22,23, where vi, j,k is ob-
tained collapsing vertices vi , v j and vk . They are in a unique orbit and v18,19,20

is stabilised by 〈R0, Q−1K 〉 = 〈R0, A1〉. We need to calculate its order. Now,
R0 has eigenvalues eiθ ′, 1, 1, while A1 has eigenvalues e2iφ, 1, 1. In other words,
remembering θ ′ = 2π/p′ and φ = π/k, R0 and A1 have eigenvalues e2iπ/p′, 1, 1
and e2iπ/k, 1, 1 respectively. Now consider R0 A1. It has eigenvalues 1, ei(α+φ),
−ei(α+φ), which we can write as 1, ei(π/p′+π/k+π/2), ei(π/p′+π/k−π/2). This means
that 〈R0, A1〉 is a central extension of a (2, p′, k)-triangle group, which has order
4p′k/(2p′+2k− p′k)=−2l ′. Since α+φ−π = π/l ′, the eigenvalues of (R0 A1)

2

are e2π/l ′ , e2π/l ′ , 1 and hence the order of the centre is −l ′. This means that the
order of 〈R0, A1〉 is 2l ′2. Moreover, the two lines of the table corresponding to
edges between the three collapsing points need to be eliminated. In other words,
the lines of the orbits of γ12,13 and γ12,14 disappear from the table, together with the
orbit of the three ridges that collapse. Again, when l ′ is∞, the vertices v12,13,14,
v18,19,20 and v21,22,23 are on the boundary, the stabilisers have infinite order and the
same lines of the table disappear.

• Now let us consider the parameter l. From Table 9 one can see that it is never
negative. The only degeneration hence comes when it is infinite. This means that
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the two vertices obtained by triples collapsing are on the boundary and hence their
stabiliser will have infinite order. So the orbit of these two vertices disappears in the
calculation of the orbifold Euler characteristic. Similarly, the two orbits of edges
between collapsing vertices disappear from the calculation (the orbits of γ6,8 and
γ7,8) and so does the orbit containing the two ridges that collapse to the two new
points on the boundary.

• When k ′ is negative, the vertices v0, v7 and v11 collapse to a point (see Section 5E).
This means that the two orbits of these three points collapse to a single one. It
is easy to see that the new point is stabilised by K , A0 and R0, so the stabiliser
is 〈R0, K 〉. We now need to calculate the order of this group. Since K 2

= A−1
0

and A0 commutes with R0, the centre is generated by K 2, which has order −k ′.
Now, we know that R0K has order l, so 〈R0, K 〉 modulo the centre would is a
(2, p′, l)-triangle group, which has order −2k ′. So the order of 〈R0, K 〉 is 2k ′2.
Moreover, the lines of the table corresponding to the two orbits of edges between
these three points (i.e., the orbit of γ7,11 and γ7,0) disappear in the calculation and
so does the line relative to F(A0, A−1

0 ). When k ′ is∞, the vertices v0, v7 and v11

collapse to a point on the boundary, the stabiliser has infinite order and the same
lines of the table disappear.

Remark 5.2. We remark that the calculation of the Euler orbifold characteristic
is done for lattices with 2-fold symmetry but forgetting that some of them have
2-2-fold symmetry. These are the lattices in the first class of Table 8. In other
words, we are calculating the volume of 0µ61 , with 61 = 〈(3, 4)〉 ∼= Z2, rather than
0µ62 , with 62 = 〈(1, 2), (3, 4)〉 ∼=Z2×Z2, which is the full symmetry group of the
ball 5-tuple. When we have the extra symmetry, our polyhedron will contain two
copies of a fundamental domain for the lattices. The Euler orbifold characteristic
of the fundamental domain for 0µ6 , with 6 being the full symmetry group of the
ball 5-tuple as usual, will hence be half the one found with the formulae.

The orbifold Euler characteristic χ calculated with the modification of Table 12 is
consistent with the commensurability theorems we know between Deligne–Mostow
lattices in PU(2, 1). Table 13 summarises the values found in relation with the ones
previously known. The top left quadrant contains lattices that are commensurable
according to Corollary 3.9 in [Parker 2009], which is Corollary 10.18 of [Deligne
and Mostow 1993] and have index 3, because the theorem from which one deduces
the corollary does not take into account the 3-fold symmetry. The top right quadrant
correspond to commensurability stated in Theorem 3.10 in [Parker 2009] and they
also have index 3. The bottom right quadrant of the table contains lattices which are
commensurable according to Theorem 3.8 in [Parker 2009], which is Theorem 10.6
in [Deligne and Mostow 1993]. They have index 2 even though the theorem says
they are isomorphic because here we only take into account the 2-fold symmetry
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lattice χ χ lattice

(6,6,3) 1
3·22

↔
1

32 ·23
(6,2)

(10,10,5) 3
23 ·5

↔
1

23 ·5
(10,2)

(12,12,6) 7
25 ·3

↔
7

25 ·32
(12,2)

(18,18,9) 13
23 ·33

↔
13

23 ·34
(18,2)

(3,4,4) 17
3·25

↔
17
25

T (4, E2)

lattice χ χ lattice

(4,4,3) 1
3·23

↔
1

32 ·23
(4,3)

(4,4,5) 11·32

25 ·52
↔

11·3
25 ·52

(4,5)

(4,4,6) 13
25 ·3

↔
13

25 ·32
(4,6)

(2,6,6) 1
23

↔
1

3·22
(6,6)

(2,3,3) 1
3·23

↔
1

3·22
(3,6,3)

(3,3,4) 7
24 ·3

↔
7

25 ·3
(2,4,3)

Table 13. Values of χ found in relation with the ones previously known.

and ignore the 2-2-fold symmetry (see Remark 5.2). An exception is given by the
first one in the list, where the extra term in the index is given by the fact that the
theorem does not consider the 3-fold symmetry of the lattice. Finally, in the bottom
left quadrant, Proposition 7.10 of [Deraux et al. 2016] shows that the Thompson
group E2 when p= 4 is (conjugate to) a subgroup of index 3 in the Deligne–Mostow
group where µ= (3, 3, 5, 6, 7)/12, which is exactly our (3, 4, 4).

5C. Cycles. The cycles given by the Poincaré polyhedron theorem are:

F(K , Q)
K
−→ F(K−1, Q−1)

Q−1

−−→ F(K , Q),

F(K−1, R0)
R0
−→ F(K , R−1

0 )
K
−→ F(K−1, R0),

F(B1, A−1
0 )

B1
−→ F(B−1

1 , B2)
B2
−→ F(B−1

2 , A0)
A0
−→ F(B1, A−1

0 ),

F(R0, R−1
0 )

R0
−→ F(R0, R−1

0 ),

F(Q, Q−1)
Q
−→ F(Q, Q−1),

F(B1, B−1
1 )

B1
−→ F(B1, B−1

1 ),

F(B2, B−1
2 )

B2
−→ F(B2, B−1

2 ),

F(A0, A−1
0 )

A0
−→ F(A0, A−1

0 ),

F(K , B1)
B1
−→ F(K , B−1

1 )
K
−→ F(K−1, B−1

2 )
B−1

2
−−→ F(K−1, B2)

K−1

−−→ F(K , B1),

F(B1, Q)
Q
−→ F(B2, Q−1)

B2
−→ F(B−1

2 , Q−1)
Q−1

−−→ F(B−1
1 , Q)

B−1
1
−−→ F(B1, Q),
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F(A0, R0)
A0
−→ F(A−1

0 , R0)
R0
−→ F(A−1

0 , R−1
0 )

A−1
0
−−→ F(A0, R−1

0 )
R−1

0
−−→ F(A0, R0),

F(K , K−1)
K
−→ F(K−1, A0)

A0
−→ F(K , A−1

0 )
K
−→ F(K , K−1),

F(B1, R−1
0 )

B1
−→ F(B−1

1 , Q−1)
Q−1

−−→ F(Q, R0)
R0
−→ F(B1, R−1

0 ),

F(R−1
0 , Q−1)

Q−1

−−→ F(Q, B2)
B2
−→ F(B−1

2 , R0)
R0
−→ F(R−1

0 , Q−1).

The cycles give the transformations in Table 14, where ` determines the power
of T which fixes the ridge pointwise and `m is the order of T . Note that for all of
the 2-fold symmetry values that we are considering, k, k ′, p, p′, l, l ′ and d are all
integers (positive or negative).

When the order of a cycle transformation is negative, the corresponding ridge
collapses to a point and so the transformation is a complex reflection to a point.
When the order is∞, the cycle transformation is parabolic.

5D. Disjointness and tessellation. The proof of Theorem 5.1 consists in proving
that D and our side pairings satisfy the hypothesis of the Poincaré polyhedron
theorem. This is done in the same way as in [Parker 2006; Boadi and Parker 2015;
Pasquinelli 2016]. The only conditions that are not obvious in our case are the
disjointness of D and its images under the side pairings and the tessellation condition.
We will include some proofs of the disjointness and tessellation conditions, since
they are the hardest to prove. We will divide the ridges in three groups. Looking at
the structure of sides in Figure 5, one can see that the ridges are contained in either
a Giraud disc, a Lagrangian plane or a complex line. We will include the proofs for
one ridge from each type.

Ridges contained in a Giraud disc. The ridges contained in a Giraud disc are
F(K , K−1), F(K , A−1

0 ), F(A0, K−1), F(B1, R−1
0 ), F(B−1

1 , Q−1), F(Q, R0),
F(R−1

0 , Q−1), F(Q, B2) and F(B−1
2 , R0). To prove the tessellation condition for

them, we will use Lemma 4.2. The proof follows proofs of Propositions 4.5 and 4.7

cycle transformation T ` m cycle transformation T ` m

Q−1K 1 k A0 1 k ′

R0 1 p′ B1 A0 B2 = (B−1
2 K )2 1 l ′

B2 1 p B1 1 p
Q 2 d R0K 1 l

R0 Q−1 B1 = Id 1 1 B2 Q−1 R0 = Id 1 1
B1K−1 B−1

2 K = Id 1 1 B−1
1 Q−1 B2 Q = Id 1 1

A0 R−1
0 A−1

0 R0 = Id 1 1 K A0K = Id 1 1

Table 14. The cycle transformations and their orders.
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of [Parker 2006], Proposition 5.3 (first part of the proof) in [Boadi and Parker 2015]
and Proposition 8.7 of [Pasquinelli 2016].

Proposition 5.3. The polyhedra D, K (D) and K A0(D) = K−1(D) are disjoint
and tessellate around the ridge F(K , K−1).

Proof. Take z ∈ D. By the second point of Lemma 4.2, z is closer to n∗0 than
to K−1(n∗0). By the tenth point of the lemma, it is closer to n∗0 than to K (n∗0).
Similarly, take a point z ∈ K (D). This means that K−1(z) ∈ D. By the second
point of the lemma applied to K−1(z), z is closer to K (n∗0) than to n∗0. By the
eighth point of the lemma, it is closer to K (n∗0) than to K−1(n∗0). Finally, take
a point z ∈ K−1(D). This means that K (z) ∈ D. By the fifth point of the lemma
applied to K (z), z is closer to K−1(n∗0) than to K (n∗0). By the tenth point of the
lemma, it is closer to K−1(n∗0) than to n∗0.

This clearly implies that the three images are disjoint and since F(K , K−1) is
defined by Im(eiφz1)= 0 and Im(e−iφw1)= 0, a small enough neighbourhood of
the ridge is covered by the three images. �

Ridges contained in a Lagrangian plane. The ones contained in a Lagrangian
plane are ridges F(K , B1), F(K−1, B−1

2 ), F(K−1, B2), F(K , B−1
1 ), F(B1, Q),

F(B2, Q−1), F(B−1
2 , Q−1), F(B−1

1 , Q), F(A−1
0 R0), F(A−1

0 , R−1
0 ), F(A0, R−1

0 )

and F(A0, R0). The proof is done by studying the sign of some of the coordinates
and it follows proofs of Proposition 4.8 of [Parker 2006], Proposition 5.3 (end of
the proof) of [Boadi and Parker 2015] and Proposition 8.8 of [Pasquinelli 2016].
We will prove the property for the first ridge mentioned. The others are done in a
similar way.

Proposition 5.4. The polyhedra D, B−1
1 (D), K−1(D) and B−1

1 K−1(D) are dis-
joint and tessellate around the ridge F(K , B1).

Proof. Let us consider points in D, B−1
1 (D), K−1(D) and B−1

1 K−1(D) and record
the sign of the values of Im(z1), Im(eiφz1), Im(eiθ z2) and Im(e−iθ z2) for them.
They are shown in the following table.

Im(z1) Im(eiφz1) Im(eiθ z2) Im(e−iθ z2)

D - + + -
B−1

1 (D) - + - -
K−1(D) - - + -

B−1
1 K−1(D) - - - -

The first row can be deduced using the definition of D in terms of the arguments
of the coordinates. The second row can be deduced by considering that the action
of B1 only consists in multiplying the coordinate z2 by e2iθ . The third row can
be deduced by the fact that applying K corresponds to first applying A1, which
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multiplies the coordinate z1 by e2iφ and then applying Q, which relates the z
coordinates to the w coordinates.

The ridge F(K , B1) is defined by Im(eiφz1) = 0 and Im(eiθ z2) = 0 and in a
neighbourhood of the ridge the images considered coincide with the sectors where
the values are either positive or negative. Combining the information of the table
one gets the tessellation as required. Moreover, since each pair of polyhedra has at
least one value with opposite sign, they will always be separated by the subspace
where that value is zero and hence they will be pairwise disjoint. �

Ridges contained in complex lines. The ridges contained in complex lines are
F(K , Q), F(K−1, Q−1), F(K , R−1

0 ), F(K−1, R0), F(R0, R0), F(Q, Q−1),
F(B2, A−1

0 ), F(B−1
1 , B2), F(B−1

1 , A0), F(B1, B−1
1 ), F(B2, B−1

2 ) and F(A0, A−1
0 ).

The strategy consists in showing that the polyhedron (and suitable images) cover
a sector of amplitude ψ and that the cycle transformation acts on the orthogonal
of the complex line as a rotation through angle ψ . Then each power of the cycle
transformation covers a sector and since ψ is always 2π/a with a integer, we
cover the whole space around the ridge. The proofs are similar to the ones of
Proposition 4.11 of [Parker 2006], Proposition 5.3 of [Boadi and Parker 2015] (the
middle part of the proof) and Proposition 8.10 of [Pasquinelli 2016].

The cases of F(B1, A−1
0 ), F(Q, Q−1) and F(K−1, R0) (and the ones in their

cycles) are an exception because the procedure is the same but after applying a
suitable change of coordinates.

The proofs for these cases are along the line of proof of Proposition 4.13 of
[Parker 2006] and of Proposition 8.11 of [Pasquinelli 2016]. For completeness, we
will include the proof of one of these ridges.

Proposition 5.5. The polyhedra D, A0(D) and A0 B2(D) and their images under
A0 B2 B1 are disjoint and tessellate around the ridge F(B1, A−1

0 ).

Proof. The ridge F(B1, A−1
0 ) is contained in L∗3(α, α, θ, φ), and e−2i(θ−α)A0 B2 B1

fixes the ridge pointwise and rotates its normal vector n∗3(α, α, θ, φ) by e2i(α+φ−π).
The proof consists in changing the coordinates to have a similar situation as for

the other ridges contained in a complex line. The new coordinates will be in terms
of two vectors spanning the complex line and the vector normal to it, since the
complex line is the mirror of the transformation A0 B2 B1. More precisely, writing

(30)

x1

x2

1

= sinφ sin(α− θ)− sinα sin(θ +φ)x2

sin θ sin(α+φ)

 0
−1
−1

+ x1

1
0
0


+

1− x2

sin θ sin(α+φ)

 0
sinφ sin(α− θ)
sin(θ +φ) sinα

,
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F(B2
-1,B1)

S(B
1)S(B

2
-1 )

D

B1

B1
(S
(B 2
-1 ))

S(B1
-1 )

B1(
D)

D

F(A0,B1
-1)

A 0
(B
1
(S
(B
2
-1 ))
)

A 0
(B
1
(D
))

D

A0(
S(B

1
-1 ))

A0(D
)

S(
A 0
)

S(A0
-1)

F(B2,A0
-1)

S(B2)

A0

Figure 9. The polyhedra around F(A−1
0 , B2).

the new coordinates are

(31)
ξ1 =

sinφ sin(α− θ)− sinα sin(θ +φ)x2

1− x2
,

ξ2 =
sin θ sin(α+φ)x1

1− x2
.

This means that A0 B2 B1 acts on the new coordinates by sending (ξ1, ξ2) to the
point (e2i(α+φ−π)ξ1, ξ2). Since the configurations are as in Figure 9, if we prove
that D, A0(D) and A0 B2(D) cover the sector defined by the argument of ξ1 being
between 0 and 2(α+φ−π), then the appropriate images under A0 B2 B1 will cover
a neighbourhood of F(A−1

0 , B2).
First notice that if we are in S(B1), then x2 ∈ R and so arg ξ1 = 0. Moreover, if

we take a point in z ∈ S(B−1 ), then z2 = eiθu with u ∈ R and the coordinate ξ1 of
A0 B2z is

ξ1 = e2i(α+φ−π) sin(θ +φ)u+ sinφ
sin(α− θ)u− sinα

and so arg ξ1 = 2(α+φ−π).
The last thing we need to prove is that such images are disjoint. Now the pairs

D, A0 D and A0 D, B2 A0 D are disjoint because of tessellation property around
F(A0, A−1

0 ) and F(B2, B−1
2 ). To prove that D and B2 A0 D are disjoint, it is enough

to prove that the argument of the coordinate ξ1 of points in D is smaller than
α+φ−π , while the one of points in B2 A0 D is bigger than α+φ−π .

If one writes the coordinate ξ1 in terms of the v-coordinates, then a point in
S(A0) has coordinate v1= eiφ′u, with R3 u≤− sin(2α)/sin(θ +φ) by Lemma 3.4
and

ξ1 = ei(α+φ−π) sinφ sin(α− θ)(− sin(2α)− sin(θ +φ)u)
sin(α− θ)u− sin(α+φ)v2+ sin(α−φ)

.

Then

Im ei(α+φ−π)ξ1 = sinφ sin(α− θ)(− sin(2α)− sin(θ +φ)u) sin(α+φ) Im v2 ≥ 0.
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v0

v2
v3

v*

v1
T3T-3

T-1

T-2

T1

T2

v-1

v0

v1

v2

v3

v*
v-2

v-3

t1

t2

t3

-φ-φ

t1

t2

t3

∏

Figure 10. The configuration of triangles when k ′ is negative.

Similarly, for a point z∈ S(B−1
2 )we havew2=e−iθv with R3v≤sinφ/sin(θ+φ)

and the coordinate ξ1 of A0z is

ξ1 = e−i(α+φ−π) sinφ
sinα

·
sin(θ +φ)u− sinφ

sin(α+φ)e−iφw1+ sin(α− θ)u− sinα
and

Im ei(α+φ−π)ξ1 =
sinφ
sinα

(sinφ− sin(θ +φ)u) sin(α+φ) Im e−iφw2 ≤ 0.

Observe that we are using the fact that sin(α+φ) > 0, which is always the case
when the ridge does not collapse (i.e., l ′ > 0 and finite). �

5E. The case k′ negative. When k ′ is negative, after applying P−1 to the configu-
ration (α, α, θ, φ) we obtain a configuration where the last angle is negative. This
means that we cannot describe the configuration with the same coordinates and
triangles as before. This doesn’t stop us from doing everything in the same way,
up to taking a slightly different configuration of triangles. By construction (see
Figure 1), once we developed the cone metric on the plane, φ was the angle between
the line passing through v∗ and v0 and the line passing through v1 and v2 on the
side of v0 and v1. When this angle is negative, we will take −φ to be the angle
between the same two lines, but on the side of v2 and v∗ (see Figure 10).
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The area of the cone metric is the area of the shaded region 5. Using the
coordinates as in the figure, this is

Area=
− sinφ sinα
sin(α−φ)

|t1|2−
sin θ sinβ
sin(β − θ)

|t2|2−
− sinφ sin θ
sin(θ +φ)

|t3|2.

Remembering that − sinφ is positive, this is still a Hermitian form of the same
signature, except that the roles of t1 and t3 are exchanged. This makes sense, since
now the triangles T2 and T3 are “inside” the triangle T1

When looking at the vertices, this tells us that the we cannot have the line L01,
since to make v0 and v1 collapse, one should take x1 = 0 and the whole figure
would collapse. We will hence have a new vertex v∗23 obtained by taking t1= t3= 0
and so by making v∗ ≡ v2 ≡ v3 instead of the three vertices y1, y9, y12. In terms of
our polyhedron D, this means that v0, v7 and v11 collapse to this new point v∗23,
which is on the boundary (i.e., it makes the area be 0) if k ′ is infinite. All the
other vertices remain the same and everything else in the study of the combinatorial
structure of the polyhedron can be done in the exact same way. In particular, as in
Proposition 3.5, we still have that the vertices on L∗0 collapse to a single vertex if
π −α′− θ ′ ≤ 0 (i.e., if d ≤ 0) and the vertices on L∗1 collapse to a single vertex if
α′−θ ′−φ′ ≤ 0 (i.e., if l ′ ≤ 0). Note that the vertices on L∗2 and L∗3 never collapse,
as l > 0 in all our cases. This analysis gives the remaining cases in Theorem 5.1.
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BINARY QUARTIC FORMS WITH BOUNDED INVARIANTS
AND SMALL GALOIS GROUPS
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We consider integral and irreducible binary quartic forms whose Galois
group is isomorphic to a subgroup of the dihedral group of order eight. We
first show that the set of all such forms is a union of families indexed by
integral binary quadratic forms f (x, y) of nonzero discriminant. Then, we
shall enumerate the GL2(Z)-equivalence classes of all such forms associated
to a fixed f (x, y).
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1. Introduction

The problem of enumerating GL2(Z)-equivalence classes of integral and irreducible
binary forms of a fixed degree has a long history. The quadratic and cubic cases were
solved in [Gauss 1801; Siegel 1944] and [Davenport 1951b; 1951c], respectively,
where the forms are ordered by the natural height, namely the discriminant 1(−).
The quartic case turns out to be more challenging. This is because the ring of
polynomial invariants of quartic forms have two independent generators, usually
denoted I (−) and J (−). For

(1-1) F(x, y)= a4x4
+ a3x3 y+ a2x2 y2

+ a1xy3
+ a0 y4,

they are given by the explicit formulae

I (F)= 12a4a0− 3a3a1+ a2
2,

J (F)= 72a4a2a0+ 9a3a2a1− 27a4a2
1 − 27a2

3a0− 2a3
2,
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which are of degrees two and three, respectively. Bhargava and Shankar [2015],
instead of using the discriminant, introduced the height function

(1-2) HBS(F)=max{|I (F)|3, J (F)2/4}.

For X > 0, let us define

NZ(X)= #
{
[F] : integral and irreducible binary quartic forms F

such that HBS(F)≤ X
}
,

where [−] denotes GL2(Z)-equivalence class. In [loc. cit.], they proved that

(1-3) NZ(X)=
44ζ(2)

135
X

5
6 + Oε(X

3
4+ε) for any ε > 0.

This is the first result ever obtained, and as far as we know, the only known result
in the literature, for the quartic case.

1A. Set-up and notation. In this paper, we shall also be interested in the quartic
case, but only the integral and irreducible binary quartic forms F with small Galois
group Gal(F), which is defined to be the Galois group of the splitting field of
F(x, 1) over Q. We know that Gal(F) is isomorphic to one of the following:

S4 = the symmetric group on four letters,
A4 = the alternating group on four letters,
D4 = the dihedral group of order eight,
C4 = the cyclic group of order four,
V4 = the Klein-four group.

We shall say that Gal(F) is small if it is isomorphic to D4,C4, or V4. Recall that
the cubic resolvent of F is defined by

QF (x)= x3
− 3I (F)x + J (F).

Then, equivalently, we have the classical characterization that for irreducible F

Gal(F) is small if and only if QF (x) is reducible.

It turns out that whether Gal(F) is small or not may also be characterized in terms
of binary quadratic forms and the following so-called twisted action of GL2(R).

Given a complex binary form ξ(x, y), let GL2(R) act on it via

ξT (x, y)=
1

det(T )deg ξ/2 ξ(t1x + t2 y, t3x + t4 y) for T =
(

t1 t2
t3 t4

)
.

Observe that this is only an action up to sign when deg ξ is odd, in the sense that
for T1, T2 ∈ GL2(R), we only have ξT1T2 =±(ξT1)T2 in general. Now, given a real
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binary quadratic form f (x, y)= αx2
+βxy+ γ y2 with 1( f ) 6= 0, write

M f =

(
β 2γ
−2α −β

)
for its associated matrix in GL2(R). Its action on binary quartic forms clearly
remains unchanged if we scale f (x, y) by a constant in R×. The second author,
Xiao, proved [2019] that for any real binary quartic form F with1(F) 6=0, elements
of

{T ∈ GL2(R) : T is not a scalar multiple of I2×2 and FT = F}

all arise from binary quadratic forms in this way; see Proposition 2.1. Recall that
an integral binary quadratic form is called primitive if its coefficients are coprime.
Using this result from [Xiao 2019], in Section 2, we shall first show:

Theorem 1.1. Let F be an integral binary quartic form with 1(F) 6= 0. Then, the
following are equivalent.

(1) QF (x) is reducible.

(2) FT = F for some T ∈ GL2(Q) which is not a scalar multiple of I2×2.

(3) FM f = F for an integral and primitive binary quadratic form f with1( f ) 6= 0.

Moreover, in the case that QF (x) is reducible:

(a) If 1(F) 6=�, then there is a unique such f up to sign.

(b) If 1(F)=�, then there are exactly three such f up to sign, among which one
is definite and two are indefinite.

Given a real binary quadratic form f (x, y) with 1( f ) 6= 0, let us further make
the following definitions. First put

VR, f = {real binary quartic forms F such that FM f = F},

VZ, f = {integral binary quartic forms F such that FM f = F}.

Clearly VR, f is a vector space over R and VZ, f a lattice over Z. A straightforward
calculation shows that dimR VR, f is three; see (3-1) and (3-2) below. Also, put

V 0
R, f = {F ∈ VR, f :1(F) 6= 0} and V 0

Z, f = {F ∈ VZ, f :1(F) 6= 0}.

For F ∈V 0
R, f , we shall define two new invariants as follows. As we shall see in (2-3),

there is a unique root ω f (F) of QF (x) corresponding to f . Let ω′f (F), ω
′′

f (F)
denote the other two roots of QF (x) and define

(1-4) L f (F)= ω f (F) and K f (F)=−ω′f (F)ω
′′

f (F).
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By Proposition 3.2 below, they have degrees one and two, respectively, in the
coefficients of F . Following (1-2), let us define the height of F associated to f by

H f (F)=max{L f (F)2, |K f (F)|}.

This is comparable to the height (1-2) because by comparing coefficients in

x3
− I (F)x + J (F)= (x −ω f (F))(x −ω′f (F))(x −ω

′′

f (F)),

we easily deduce the relations

(1-5) 3I (F)= L f (F)2+ K f (F) and J (F)= L f (F)K f (F),

which in turn imply that

(1-6) (H f (F)/10)3 ≤ HBS(F)≤ H f (F)3.

Let us note that

(1-7) 1(F)=
4I (F)3− J (F)2

27

=

(
L f (F)2+ 4K f (F)

9

)(
2L f (F)2− K f (F)

9

)2

,

where the first equality is well-known, and the second equality holds by (1-5). Also,
our height H f (−) is an invariant in the sense that for any T ∈ GL2(R), we have

H fT (FT )= H f (F),

as shown in Proposition 3.1 below. This implies that the map

(1-8) VR, f → VR, fT , F 7→ FT ,

which is a well-defined bijection because M fT = T−1 M f T , is height-preserving
when restricted to the forms of nonzero discriminant.

Now, let us return to the integral and irreducible binary quartic forms with small
Galois group. Write V sm

Z for the set of all such forms and set

V sm,†
Z = {F ∈ V sm

Z : Gal(F) 6' V4}.

By Theorem 1.1, we know that

(1-9)

V sm
Z =

⋃
f ∈F∗
{F ∈ V 0

Z, f : F is irreducible},

V sm,†
Z =

⊔
f ∈F∗
{F ∈ V 0

Z, f : F is irreducible and Gal(F) 6' V4},
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where F∗ denotes the set of all integral and primitive binary quadratic forms of
nonzero discriminant, up to sign. In particular, given F ∈ V sm,†

Z , there is a unique
f ∈ F∗ such that F ∈ V 0

Z, f , and we may define the height of F by setting

H(F)= H f (F).

For X > 0, let us define

N †
Z(X)= #{[F] : F ∈ V sm,†

Z such that H(F)≤ X},

N †
Z, f (X)= #{[F] : F ∈ V sm,†

Z ∩ V 0
Z, f such that H(F)≤ X}.

Then, by (1-8) and (1-9), we have

N †
Z(X)=

∑
f ∈F

N †
Z, f (X),

where F denotes a set of representatives of the GL2(Z)-equivalence classes on
F∗. In Theorem 1.2, which is our main result, for f ∈ F∗, we shall determine the
asymptotic formula for N †

Z, f (X). In fact, we shall consider the finer counts

N (D4)
Z, f (X)= #{[F] : F ∈ V sm

Z ∩ V 0
Z, f such that Gal(F)' D4 and H(F)≤ X},

N (C4)
Z, f (X)= #{[F] : F ∈ V sm

Z ∩ V 0
Z, f such that Gal(F)' C4 and H(F)≤ X},

N (V4)
Z, f (X)= #{[F] : F ∈ V sm

Z ∩ V 0
Z, f such that Gal(F)' V4 and H f (F)≤ X},

and show that the latter two are negligible compared to N (D4)
Z, f (X). This means that

most of the forms in V sm
Z ∩V 0

Z, f have Galois group isomorphic to D4. However, all
of our error estimates depend upon f . Currently, we do not know how to control
them in a uniform way, and so we are unable to obtain an asymptotic formula for
N †

Z(X) by summing over f ∈ F.
Finally, let us explain, for each f ∈ F∗, how counting forms in V sm

Z ∩ V 0
Z, f may

be reduced to counting lattice points. Write f (x, y) = αx2
+ βxy + γ y2 with

α, β, γ ∈ Z. By (3-1) and (3-2), the set VR, f is a vector space isomorphic to R3 via

21 : a4x4
+a3x3 y+a2x2 y2

+a1xy3
+a0 y4

7→ (a4, a3, a2) if α 6= 0,

22 : a4x4
+a3x3 y+a2x2 y2

+a1xy3
+a0 y4

7→ (a4, a2, a0) if β, β2
+4αγ 6= 0.

Recall that the subset VZ, f has the structure of a rank-three Z-lattice, which may
be identified with the lattices

(1-10) 3 f,1 =21(VZ, f ) and 3 f,2 =22(VZ, f )

in Z3. Let us mention here that we shall use the isomorphism

2w( f ), where w( f )=
{

1 if f is irreducible,
2 if f is reducible.
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Thus, the problem is reduced to counting points in 3 f,1 or 3 f,2, and then sieving
out those which come from reducible forms. In turn, counting lattice points amounts
to computing certain volumes by a result of Davenport [1951a]; see Proposition 5.1.

1B. Statement of the main theorem. It is clear that we may choose the set F of
representatives to be such that for all f ∈ F, the x2-coefficient is positive, and

(1-11) f (x, y)= αx2
+βxy, where gcd(α, β)= 1 and 0< α ≤ β

when f is reducible. Let ∼ denote GL2(Z)-equivalence. Then, our main result is:

Theorem 1.2. Let f (x, y) be an integral and primitive binary quadratic form of
nonzero discriminant and with positive x2-coefficient. Write Df = |1( f )|, and put

s f =

{
8 if Df is odd,
1 if Df is even.

(a) Suppose that f is positive definite. Then, we have

N (D4)
Z, f (X)=

1
s f r f

13π
27D3/2

f

X3/2
+ Of (X1+ε) for any ε > 0,

where

r f =


6 if f (x, y)∼ x2

+ xy+ y2,

2 if f (x, y)∼ ax2
+ cy2 or f (x, y)∼ ax2

+ bxy+ ay2 with a 6= b,
1 otherwise.

(b) Suppose that f is reducible and that f has the shape (1-11). Then, we have

N (D4)
Z, f (X)=

1
s f r f

8
9β3/2 X3/2 log X + Of (X3/2),

where
r f =

{
1 if β - α2

+ 1 and β - α2
− 1,

2 otherwise.

(c) Suppose that f is indefinite and irreducible. Define tDf ∈ R to be such that
etDf is the fundamental unit of the quadratic order Z[(Df +

√
Df )/2], or

equivalently
tDf = log((u Df + vDf

√
Df )/2),

where (u Df , vDf ) ∈N2 is the least solution to x2
−Df y2

=±4. Then, we have

N (D4)
Z, f (X)=

1
s f r f

32tDf

9D3/2
f

X3/2
+ Of (X1+ε) for any ε > 0,

where

r f =


2 if f (x, y)∼ ax2

+ bxy− ay2

or f (x, y)∼ ax2
+ bxy+ cy2 with a | b,

1 otherwise.
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(d) In all three cases, for any ε > 0, we have

N (V4)
Z, f (X)= Of,ε(X1+ε),

and also

N (C4)
Z, f (X)=

{
Of,ε(X1/2+ε) if −1( f ) 6=�,

Of (X) if −1( f )=�.

Notice that the error terms in Theorem 1.2 depend upon f . Hence, we are unable
to obtain an asymptotic formula for N †

Z(X) by summing over f ∈ F. However,
there are only three f ∈ F that need to be considered if we restrict to the forms in

V sm,∗
Z = {F ∈ V sm

Z : FT = F for some T ∈ GL2(Z) \ {±I2×2}}.

This is because by Proposition 2.1 below, such a matrix T must be of the shape
M f or M f /2 up to sign, where f ∈ F∗. From (1-9), we then deduce that

V sm,∗
Z =

⋃
f ∈F∗

1( f )∈{−4,1,4}

{F ∈ V 0
Z, f : F is irreducible},

V sm,∗,†
Z =

⊔
f ∈F∗

1( f )∈{−4,1,4}

{F ∈ V 0
Z, f : F is irreducible and Gal(F) 6' V4}.

For X > 0, let us put

N ∗,†Z (X)= #{[F] : F ∈ V sm,∗,†
Z such that H(F)≤ X}.

Then, by (1-8) and the above discussion, we have

N ∗,†Z (X)= N ∗,†
Z, f (1)(X)+ N ∗,†

Z, f (2)(X)+ N ∗,†
Z, f (3)(X),

where we may take

f (1)(x, y)= x2
+ y2, f (2)(x, y)= x2

+ xy, f (3)(x, y)= x2
+ 2xy,

whose discriminants are −4, 1, and 4, respectively. We have:

Corollary 1.3. We have

N ∗,†Z (X)= 1
9 X3/2 log X + O(X3/2).

Proof. Theorem 1.2 implies that

N †
Z, f (1)(X)=O(X3/2) and N †

Z, f (i)(X)=
1

18 X3/2 log X+O(X3/2) for i = 2, 3.

Summing these terms up then yields the claim. �

Finally, as a consequence of the proof of Theorem 1.2, we also have:
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Theorem 1.4. Let D=β2
+4α2, where α, β ∈N are coprime and D is not a square.

Then, the negative Pell’s equation x2
− Dy2

=−4 has integer solutions if and only
if the integral binary quadratic form αx2

+ βxy− αy2 is GL2(Z)-equivalent to a
form of the shape ax2

+ bxy+ cy2 with a dividing b.

We now discuss some potential applications of our Theorem 1.2 and Corollary 1.3.
First, it is natural to ask whether the asymptotic formula (1-3), which was proven

using Proposition 5.1, admits a secondary main term. From the arguments in
[Bhargava and Shankar 2015], we see that the error term arising from volumes
of the lower dimensional projections in Proposition 5.1 is only of order O(X3/4).
Thus, possibly X3/4 is the order of a second main term, but it is dominated by
another error term coming from

N ∗Z,BS(X)= #{[F] : F ∈ V sm,∗
Z such that HBS(F)≤ X}.

In particular, it was shown in [Bhargava and Shankar 2015, Lemma 2.4] that

N ∗Z,BS(X)= Oε(X3/4+ε) for any ε > 0.

Our Corollary 1.3 removes this obstacle, because

N ∗,†Z (X1/3)≤ N ∗Z,BS(X)≤ N ∗,†Z (10X1/3)+ Oε(X1/3+ε)

by (1-6) and Theorem 1.2(d), whence we have

N ∗Z,BS(X)� X1/2 log X.

This improvement potentially allows one to prove a secondary main term for (1-3)
by using similar methods from [Bhargava et al. 2013], where it was shown that
the counting theorem in [Davenport and Heilbronn 1971] for cubic fields has a
secondary main term of order X5/6; this latter fact was proven independently in
[Taniguchi and Thorne 2013] as well.

Next, integral binary quartic forms are closely related to quartic orders, and
maximal irreducible quartic orders may be regarded as quartic fields. More generally,
by the construction of Birch and Merriman [1972] or Nakagawa [1989], any integral
binary form F gives rise to a Z-order QF whose rank is the degree of F , where
GL2(Z)-equivalence class of F corresponds to isomorphism class of QF . By
[Delone and Faddeev 1964], it is well-known that all cubic orders come from
integral binary cubic forms, which enabled the enumeration of cubic orders having a
nontrivial automorphism as well as cubic fields by their discriminant; see [Bhargava
and Shnidman 2014] and [Davenport and Heilbronn 1971], respectively. But this is
not true for orders of higher rank. Parametrizations of quartic and quintic orders
were given by Bhargava in his seminal work [2004; 2008]. Wood [2012] further
showed that the quartic orders arising from integral binary quartic forms are exactly
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those having a monogenic cubic resolvent; see [Bhargava 2004] for the definition.
This implies that the forms in

V sm,?
Z = {F ∈ V sm

Z : QF is maximal}

correspond to quartic D4-, C4-, and V4-fields whose ring of integers has a monogenic
cubic resolvent. In our upcoming paper [Tsang and Xiao 2017], we shall enumerate
GL2(Z)-equivalence classes of forms in V sm,?

Z with respect to a height corresponding
to the conductor of fields, as motivated by [Altuğ et al. 2017]. In fact, we shall that
show that

for all f ∈ F∗ : F ∈ V sm,?
Z ∩ V 0

Z, f 6=∅ if and only if 1( f ) ∈ {−4, 1, 4}.

Thus, our counting theorem in [Tsang and Xiao 2017] may be regarded as a
refinement and an extension of Corollary 1.3 above.

Last but not least, binary quartic forms are connected to elliptic curves as well.
In particular, any integral binary quartic form F gives rise to an elliptic curve

EF : y2
= x3
−

I (F)
3

x − J (F)
27

defined over Q. Bhargava and Shankar [2015] applied (1-3) as well as a parametriza-
tion of 2-Selmer groups due to Birch and Swinnerton-Dyer to show that the average
rank of elliptic curves over Q, when ordered by a naive height analogous to (1-2),
is at most 3

2 . This result is remarkable in that it is the first to show, unconditional
on the BSD-conjecture and the Grand Riemann Hypothesis, boundedness of the
average rank of large families of elliptic curves over Q. Conditional bounds were
obtained by Brumer [1992], Heath-Brown [2004], and Young [2006] previously.
Now, the relations in (1-5) imply that for F ∈ V sm

Z ∩ V 0
Z, f with f ∈ F∗, we have

EF : y2
=

(
x +

L f (F)
3

)(
x2
−

L f (F)
3

x −
K f (F)

9

)
,

which has a rational 2-torsion point. Hence, our Theorem 1.2 potentially allows
one to study arithmetic properties of elliptic curves with 2-torsion over Q. Let
us remark that unlike a large family of elliptic curves over Q, in the sense of
[Bhargava and Shankar 2015, Section 3], the family consisting of those curves
with a rational 2-torsion exhibits a rather peculiar behavior. Indeed, Klagsbrun and
Lemke Oliver [2014] proved that the average size of the 2-Selmer groups in this
family is unbounded, and they conjectured an asymptotic growth rate. One might
be able to obtain such an asymptotic growth rate using our Theorem 1.2 and a sieve
that detects local solubility; this line of inquiry is pursued in an upcoming paper
due to D. Kane and Z. Klagsbrun.
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2. Characterization of forms with small Galois groups

2A. Cremona covariants. Let F be a real binary quartic form with 1(F) 6= 0. As
Cremona defined [1999], we have three quadratic covariants CF,ω(x, y), each of
which is associated to a root ω of QF (x); see [Xiao 2019, Subsection 4.2] for the
explicit definition. They satisfy the syzygy

(2-1) CF,ω(x, y)2 = 1
3(F4(x, y)+ 4ωF(x, y)),

where F4 is the Hessian covariant of F and is given by

F4(x, y)= 3(a2
3−8a4a2)x4

+4(a3a2−6a4a1)x3 y+2(2a2
2−24a4a0−3a3a1)x2 y2

+ 4(a2a1− 6a3a0)xy3
+ (3a2

1 − 8a2a0)y4.

We shall label the roots ω1(F), ω2(F), ω3(F) of QF (x) such that

CF,ωi (F)(x, y)= CF,i (x, y) for all i = 1, 2, 3,

where CF,i (x, y) is defined as in [Xiao 2019, (4.6)]. Then, from (2-1) and the
explicit expressions for CF,ω(x, y) given in [Xiao 2019], we have the following
observations:

(1) For ω = ω1(F), the binary quadratic form CF,ω(x, y) has real coefficients.

(2) For ω = ω2(F), ω3(F), we have:
• If 1(F) > 0, then λω · CF,ω(x, y) has real coefficients for some λω ∈
{1,
√
−1}.

• If 1(F) < 0, then λ · CF,ω(x, y) does not have real coefficients for all
λ ∈ C×.

Also, it is easy to check that

(2-2) 1(CF,ω1(F)),1(CF,ω3(F)) > 0 and 1(CF,ω2(F)) < 0.

We shall require the following result by Xiao [2019].

Proposition 2.1. Let F be a real binary quartic form with 1(F) 6= 0. Then, a set
of representatives for the quotient group

{T ∈ GL2(R) : FT = F}/{λ · I2×2 : λ ∈ R×}

is given by{{
I2×2,M f : f ∈ {CF,ω1(F), λω2(F) ·CF,ω2(F), λω3(F) ·CF,ω3(F)}

}
if 1(F) > 0,{

I2×2,M f : f ∈ {CF,ω1(F)}
}

if 1(F) < 0.

Furthermore, the quadratic forms CF,ω1(F)(x, y),CF,ω2(F)(x, y), and CF,ω3(F)(x, y),
are pairwise nonproportional over C×.
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Proof. For the first statement, see [Xiao 2019, Proposition 4.6]. As for the second
statement, since CF,ωi (F)(x, y) are covariants, replacing F by a GL2(R)-translate
if necessary, we may assume that

F(x, y)= a4x4
+ a2x2 y2

± a4 y4.

In this special case, it is not hard to verify the claim using the explicit expressions
for CF,ωi (F)(x, y) in [Xiao 2019, (4.6)]. �

Let F be a real binary quartic form with 1(F) 6= 0. Proposition 2.1 implies
that for any real binary quadratic form f with 1( f ) 6= 0, we have F ∈ VR, f if and
only if

(2-3) f (x, y) is proportional to CF,ω(x, y) for a root ω of QF (x).

Moreover, this root ω is unique, and we shall denote it by ω f (F). This was required
in order to define the L f - and K f -invariants in (1-4).

2B. Proof of Theorem 1.1. The key is the following lemma.

Lemma 2.2. Let F be an integral binary quartic form with 1(F) 6= 0 and let ω be
a root of QF (x). Then, the quadratic form CF,ω(x, y) is proportional over C× to a
form with integer coefficients if and only if ω ∈ Z.

Proof. If ω ∈ Z, then we easily see from (2-1) that λ · CF,ω(x, y) has integer
coefficients for some λ ∈ C×. Conversely, if λ ·CF,ω(x, y) has integer coefficients
for some λ ∈ C×, then consider the action of an element σ ∈ Gal(Q/Q), where Q

is an algebraic closure of Q. It is clear from the definition of CF,ω(x, y) that λ ∈Q.
From (2-1), we have

4
3(ω−σ(ω))F(x, y)= CF,ω(x, y)2−σ(CF,ω(x, y)2)=

(
1− λ2

σ(λ)2

)
CF,ω(x, y)2,

and this last binary quartic form has zero discriminant. This shows that ω−σ(ω)=0
for all σ ∈Gal(Q/Q). Thus, we have ω∈Q, and so ω∈Z since QF (x) is monic. �

The first claim in Theorem 1.1 now follows from Proposition 2.1, Lemma 2.2,
and (2-3). Note that

1(F)= 2721(QF ),

which means that QF (x) has three integer roots if and only if QF (x) is reducible
and 1(F)=�. The second claim then follows from this fact and (2-2).
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3. Basic properties of forms in VR, f of nonzero discriminant

Throughout this section, let f (x, y)= αx2
+βxy+ γ y2 be a real binary quadratic

form with 1( f ) 6= 0. It is not hard to check, by a direct calculation, that

(3-1) VR, f =

{
Ax4
+Bx3 y+Cx2 y2

+

(
4βγ A− (β2

+ 2αγ )B+ 2αβC
2α2

)
xy3

+

(
4γ (β2

+2αγ )A−β(β2
+4αγ )B+2αβ2C

8α3

)
y4
: A, B,C ∈ R

}
if α 6= 0, and similarly that

(3-2) VR, f =

{
Ax4
+

(
γ (4β2

+ 8αγ )A+ 2αβ2 B− 8α3C
β(β2+ 4αγ )

)
x3 y+ Bx2 y2

−

(
8γ 3 A−2β2γ B−α(4β2

+8αγ )C
β(β2+4αγ )

)
xy3
+Cy4

: A, B,C ∈ R

}

if β, β2
+ 4αγ 6= 0. Below, we shall give some basic properties of V 0

R, f and V 0
Z, f .

3A. The two new invariants. Recall the definitions of the L f - and K f -invariants
given in (1-4). First, we shall show that they are indeed invariants under the twisted
action of GL2(R) in the following sense.

Proposition 3.1. For all F ∈ V 0
R, f and T ∈ GL2(R), we have

L fT (FT )= L f (F) and K fT (FT )= K f (F).

Proof. Notice that QF (x)=QFT (x). For any root ω of QF (x), because CF,ω(x, y)
is a covariant up to sign by (2-1), if CF,ω(x, y) is proportional to f (x, y), then
CFT ,ω(x, y) is proportional to fT (x, y). It then follows from the definition that
L fT (FT )= L f (F). Since I (FT )= I (F), we also have K fT (FT )= K f (F) by the
first equality in (1-5). �

We shall give explicit formulae for L f (−) and K f (−) in two special cases.

Proposition 3.2. The following holds.

(a) Assume that α 6= 0. Then, for all F ∈ V 0
R, f as in (3-1), we have

L f (F)=−(12γ A− 3βB+ 2αC)/(2α),

K f (F)= (72β2γ A2
+ 9α(β2

+ 4αγ )B2
+ 8α3C2

− 18β(β2
+ 4αγ )AB+ 12α(3β2

− 4αγ )AC − 24α2βBC)/(4α3).
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Moreover, we have

4(L f (F)2+ 4K f (F))
9

=
L f,1(F)2−1( f )L f,2(F)2

α4 ,

where

L f,1(F)= 4(β2
−αγ )A− 3αβB+ 2α2C and L f,2(F)= 2(2βA−αB).

(b) Assume that γ = 0. Then, for all F ∈ V 0
R, f as in (3-2), we have

L f (F)= (2β2 B− 12α2C)/β2,

K f (F)= (−β4 B2
+ 144α4C2

+ 36β4 AC − 24α2β2 BC)/β4.

Moreover, we have

4(L f (F)2+ 4K f (F))
9

=
8C
β2

(
8β2 A− 8α2 B+ 40α4

β2 C
)
.

Proof. This may be verified by explicit computation. �

We shall also need the following observation.

Proposition 3.3. Assume that f is integral. Then, for all F ∈ V 0
Z, f , we have

L f (F), K f (F), (L f (F)2+ 4K f (F))/9, (2L f (F)2− K f (F))/9 ∈ Z.

Moreover, when f is primitive in addition, we have

4(2L f (F)2− K f (F))/(91( f )) ∈ Z.

Proof. We have L f (F) ∈ Z by Lemma 2.2. Since I (F) ∈ Z, we deduce from the
first equality in (1-5) that K f (F) ∈ Z holds as well. Observe that

I (F)+ K f (F)= (L f (F)2+ 4K f (F))/3,

2I (F)− K f (F)= (2L f (F)2− K f (F))/3,

both of which are integers. Since 1(F) ∈ Z, we deduce from (1-7) that at least one
of the above expressions is divisible by 3. But again by (1-5), we have

3I (F)= (L f (F)2+ 4K f (F))/3+ (2L f (F)2− K f (F))/3,

so in fact both expressions are divisible by 3. This proves the first claim.
Next, assume that f is primitive in addition. In view of Proposition 3.1, by

applying a GL2(Z)-action on f if necessary, we may assume that α 6= 0 and that α
is coprime to 1( f ). Using Proposition 3.2(a), we then compute that

4(2L f (F)2− K f (F))
9

=1( f )
(
α(B2

− 4AC)+ 2A(βB− 4γ A)
α3

)
.
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This expression is an integer by the first claim, and hence must be divisible by
1( f ), because α is taken to be coprime to 1( f ). This proves the second claim. �

3B. Determinants of the two lattices. In this subsection, assume that f is integral
and primitive. Let 3 f,1 and 3 f,2 denote the lattices defined in (1-10). Below, we
shall compute their determinants in terms of the number s f as in Theorem 1.2.

Proposition 3.4. We have det(3 f,1)= s f |α|
3 and det(3 f,2)= s f |β(β

2
+4αγ )|/8.

Proof. Observe that the linear transformation defined by the matrix1 0 0
0 0 1
∗ −B ∗

, where B =
β(β2

+ 4αγ )
8α3 ,

has determinant B, and it sends 3 f,1 to 3 f,2. Thus, it suffices to prove the first
claim. Recall from (3-1) that 3 f,1 is the set of tuples (A, B,C) ∈ Z3 satisfying

4βγ A− (β2
+ 2αγ )B+ 2αβC ≡ 0 (mod 2α2),

4γ (β2
+ 2αγ )A−β(β2

+ 4αγ )B+ 2αβ2C ≡ 0 (mod 8α3).

If βγ = 0, then it is easy to check that det(3 f,1)= s f |α|
3. If βγ 6= 0, then we shall

use the fact that

det(3 f,1)=
∏

p

det(3(p)f,1)=
∏
p|2α

det(3(p)f,1), where 3(p)f,1 = Zp⊗Z3 f,1,

and so det(3 f,1)= s f |α|
3 indeed holds by Lemma 3.5 below. �

Lemma 3.5. Let p be a prime dividing 2α and let pk
‖α. Then, we have

det(3(p)f,1)= sεp
f p3k, where εp =

{
1 if p = 2,
0 if p ≥ 3.

Proof. For brevity, write

α = pka and β = p`b, where k, `, a, b ∈ Z with k, `≥ 0 and p - a, b.

Then, the claim may be restated as

det(3(p)f,1)=

{
p3k+3εp if `= 0,
p3k if `≥ 1.

By definition, the lattice 3(p)f,1 is the set (A, B,C) ∈ Z3
p of tuples satisfying

T1(A, B,C)≡ 0 (mod p2k+εp) and T2(A, B,C)≡ 0 (mod p3k+3εp),

where
T1(A, B,C)= p`b(4γ A− p`bB)− 2pkaγ B+ 2pk+`abC,

T2(A, B,C)= (p2`b2
+ 4pkaγ )(4γ A− p`bB)− 8pkaγ 2 A+ 2pk+2`ab2C.
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Observe that we have the relation

(3-3) T2(A, B,C)− p`bT1(A, B,C)= 2pkaγ (4γ A− p`bB).

For `= 0, we deduce from (3-3) that 3(p)f,1 is defined solely by

T2(A, B,C)≡ 0 (mod p3k+3εp).

For `≥ 1 and `≥ k+ 2εp, it is easy to see that 3(p)f,1 is in fact defined by

A ≡ 0 (mod p2k) and B ≡ 0 (mod pk).

For `≥ 1 and `≤ k+ εp, we shall first show that 3(p)f,1 is also defined by

(3-4)


A ≡ 0 (mod p2`−2εp),

B ≡ 0 (mod p`−εp),

(4γ A− p`bB)/p2`−εp ≡ 0 (mod pk−`+εp),

T2(A, B,C)/pk+2`+εp ≡ 0 (mod p2k−2`+2εp).

If (3-4) is satisfied, then from (3-3), it is easy to see that (A, B,C) ∈3(p)f,1. Con-
versely, if (A, B,C) ∈3(p)f,1, then the assumption `≤ k+ εp implies that

T1(A, B,C)≡ 0 (mod pk+`) and T2(A, B,C)≡ 0 (mod pk+2`+εp),

while reducing (3-3) mod p2k+`+εp also yields

4γ A− p`bB ≡ 0 (mod pk+`).

From these three congruence equations, it follows that (3-4) is indeed satisfied. In
all cases, we then see that det(3(p)f,1) is as claimed. �

3C. Forms with abelian Galois groups. In this subsection, assume that f is inte-
gral. Consider an irreducible form F ∈V 0

Z, f . By Theorem 1.1, we have Gal(F)'D4,
C4, or V4. To distinguish among these three possibilities, note that the cubic
resolvent polynomial of F , defined by

RF (x)= a3
4 X3
− a2

4a2 X2
+ a4(a3a1− 4a4a0)X − (a2

3a0+ a4a2
1 − 4a4a2a0)

when F has the shape (1-1), is reducible since Gal(F) is small. Also, it has a unique
root rF ∈Q precisely when 1(F) 6=�, in which case we define

θ1(F)= (a2
3 − 4a4(a2− rF a4))1(F) and θ2(F)= a4(r2

F a4− 4a0)1(F).

Then, we have the well-known criterion

Gal(F)' V4⇐⇒1(F)=�,

Gal(F)' C4⇐⇒1(F) 6=� and θ1(F), θ2(F)=� in Q.
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See [Conrad 2012], for example. We then deduce:

Proposition 3.6. Let F ∈ V 0
Z, f be an irreducible form. Then, we have

Gal(F)' V4⇐⇒ L f (F)2+ 4K f (F)=�,

as well as

Gal(F)' C4⇐⇒

{
L f (F)2+ 4K f (F) 6=�,

(L f (F)2+ 4K f (F))(2L f (F)2− K f (F))/1( f )=�.

Proof. Observe that by (1-7), we have

1(F)=� if and only if L f (F)2+ 4K f (F)=�.

The first claim is then clear. Next, suppose that 1(F) 6=�. By Proposition 3.1, we
may assume that α 6= 0. For F in the shape as in (3-1), a direct computation yields

rF = (−4γ A+βB)/(2αA).

Using Proposition 3.2 (a), we further compute that

θ1(F)= 4α2(2L f (F)2− K f (F))1(F)/(91( f )),

θ2(F)= β2(2L f (F)2− K f (F))1(F)/(91( f )).

By (1-7) and the criterion above, it follows that θ1(F), θ2(F) are squares if and
only if (L f (F)2+ 4K f (F))(2L f (F)2− K f (F))/1( f ) is a square, as desired. �

3D. Reducible forms. In this subsection, assume that f is integral. We shall study
the reducible forms in V 0

Z, f . Let us first make a definition and an observation.

Definition 3.7. Let F ∈ V 0
Z, f be a reducible form.

(1) We say that F is of type 1 if F = m · ppM f for some m ∈ Q× and integral
binary quadratic form p.

(2) We say that F is of type 2 if F = pq for some integral binary quadratic forms
p and q satisfying pM f =−p and qM f =−q.

Lemma 3.8. For all reducible forms F ∈ V 0
Z, f of type 1, we have

L f (F)2+ 4K f (F)=�.

Proof. This may be verified by a direct computation. �

Below, we shall show that the two reducibility types in Definition 3.7 are in fact
the only possibilities. We shall require two further lemmas.
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Lemma 3.9. Let `(x, y)= `1x+`0 y be a nonzero complex binary linear form, and
suppose that `M f = λ · ` for some λ ∈ C×. Then, we have λ=±

√
−1, with

λ=

{
−
√
−1 if and only if `0 = (β +

√
1( f ))`1/(2α),

√
−1 if and only if `0 = (β −

√
1( f ))`1/(2α),

in the case that α 6= 0.

Proof. The hypothesis implies that

1
√
−1( f )

(
β −2α

2γ −β

)(
`1

`0

)
= λ

(
`1

`0

)
.

Then, by computing the eigenvalues and eigenspaces of the 2× 2 matrix above, we
see that the claim holds. �

Lemma 3.10. Let p(x, y) = p2x2
+ p1xy + p0 y2 be a nonzero complex binary

quadratic form, and suppose that pM f = λ · p for some λ ∈ C×. Then, we have
λ=±1, with

λ=

{
−1 if and only if p0 = (βp1− 2γ p2)/(2α),

1 if and only if p = (p2/α) f ,

in the case that α 6= 0.

Proof. The hypothesis implies that

1
−1( f )

 β2
−2α 4α2

4βγ −(β2
+ 4αγ ) 4αβ

4γ 2
−2βγ β2

p2

p1

p0

= λ
p2

p1

p0

.
Then, by computing the eigenvalues and eigenspaces of the 3× 3 matrix above, it
is not hard to check that the claim holds. �

Proposition 3.11. Any reducible form F ∈ V 0
Z, f is either of type 1 or of type 2.

Proof. Write F = g(1)g(2)g(3)g(4), where the g(k) are complex binary linear forms,
and are pairwise nonproportional because 1(F) 6= 0. Since F is reducible, by
renumbering if necessary, we may assume that

g(1), g(2)g(3)g(4) when F has exactly one rational linear factor,

g(1), g(2), g(3)g(4) when F has exactly two rational linear factors,

g(1)g(2), g(3)g(4) when F has no rational linear factor,

g(1), g(2), g(3), g(4) when F has four rational linear factors,

have integer coefficients and are irreducible. We have M2
f = 1( f ) · I2×2 and

FM f = F by definition. Hence, up to scaling, the matrix M f acts on the g(k) via a
permutation σ on four letters of order dividing two. This has two consequences.
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By (1-8), without loss of generality, we may assume that α 6= 0. First, the form
F cannot have exactly one rational linear factor, for otherwise

σ(1)= 1 and σ(k0)= k0 for at least one k0 ∈ {2, 3, 4}.

From Lemma 3.9, it would follow that1( f ) is a square and that g(k0) is proportional
to a form with integer coefficients, which is a contradiction. Second, when F has
four rational linear factors, by further renumbering if necessary, we may assume
that

σ ∈ {(1), (12), (12)(34)}.

Now, in all three of the possible cases for the factorization of F , define

p = g(1)g(2) and q = g(3)g(4),

which are integral binary quadratic forms by definition. We then deduce that

(pM f , qM f )= (λ · q, λ
−1
· p) or (pM f , qM f )= (λ · p, λ

−1
· q)

for some λ∈Q×. In the former case, it is clear that F is of type 1. In the latter case,
we have λ=−1 by Lemma 3.10 and the fact that 1(F) 6= 0, so F is of type 2. �

4. Parametrizing forms in VR, f of nonzero discriminant

Throughout this section, let f (x, y)= αx2
+βxy+ γ y2 be a real binary quadratic

form with1( f ) 6= 0 and α> 0. We shall give an alternative parametrization of V 0
R, f ,

different from (3-1) and (3-2), in terms of the regions

(4-1)


�0
= {(L , K ) ∈ R2

: L2
+ 4K 6= 0 and 2L2

− K 6= 0},

�+ = {(L , K ) ∈ R2
: L2
+ 4K > 0 and 2L2

− K 6= 0},

�− = {(L , K ) ∈ R2
: L2
+ 4K < 0 and 2L2

− K > 0},

corresponding to the L f - and K f -invariants, as well as a parameter t ∈ R arising
from the orthogonal group of f , defined by

Of (R)= {T ∈ GL2(R) : det(T )=±1 and fT =± f }.

Note that by (1-7), for any F ∈ V 0
R, f , we have

(L f (F), K f (F)) ∈�+⇐⇒1(F) > 0,

(L f (F), K f (F)) ∈�−⇐⇒1(F) < 0.

First, we shall show that it suffices to consider x2
+ y2 and x2

− y2. It shall be
helpful to recall (1-8) as well as the isomorphisms21 and22 defined in Section 1A.
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Lemma 4.1. Define a matrix

T f =

(
δ
−1/4
f 0
0 δ

1/4
f

)
·

1
2
√
α

(
2α β

0 2

)
, where δf =

|1( f )|
4

.

Then, we have a well-defined bijective linear map{
9 f : VR,x2+y2 → VR, f , 9 f (F)= FT f if f is positive definite,
9 f : VR,x2−y2 → VR, f , 9 f (F)= FT f if f is indefinite,

and we have det(9 f )= 8α3
|1( f )|−3/2.

Proof. The first claim holds by (1-8) and the fact

δ
−1/2
f · f =

{
(x2
+ y2)T f if f is positive definite,

(x2
− y2)T f if f is indefinite.

Identifying VR,x2±y2 and VR, f with R3 via 21, we see from (3-1) that

(4-2) 9 f :

a4

a3

a2

 7→
 α2/δf 0 0

2αβ/δf α/
√
δf 0

3β2/2δf 3β/(2
√
δf ) 1


a4

a3

a2

,
from which the second claim follows. �

In the subsequent subsections, we shall prove the following propositions.

Proposition 4.2. There exists an explicit bijection

8 :�+×[−π/4, π/4)→ V 0
R,x2+y2,

defined as in (4-4), such that

(a) we have L x2+y2(8(L , K , t))= L and Kx2+y2(8(L , K , t))= K ,

(b) the Jacobian matrix of 21 ◦8 has determinant − 1
18 .

Proposition 4.3. There exist explicit injections

8(1),8(2) :�+×R→ V 0
R,x2−y2 and 8(3),8(4) :�−×R→ V 0

R,x2−y2,

defined as in (4-6), with

V 0
R,x2−y2 =8

(1)(�+×R)t8(2)(�+×R)t8(3)(�−×R)t8(4)(�−×R)

such that, for all i = 1, 2, 3, 4,

(a) we have L x2−y2(8(i)(L , K , t))= L and Kx2−y2(8(i)(L , K , t))= K ,

(b) the Jacobian matrix of 21 ◦8
(i) has determinant − 1

18 .

In view of (1-11), we shall give another parametrization of VR, f when γ = 0,
which does not require reducing to the form x2

− y2 via Lemma 4.1.
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Proposition 4.4. Suppose that γ = 0. Then, there exist explicit injections

8
(1)
f ,8

(2)
f :�

0
×R→ V 0

R, f ,

defined as in (4-9), with

V 0
R, f =8

(1)
f (�

0
×R)t8

(2)
f (�

0
×R)

such that, for both i = 1, 2,

(a) we have L f (8
(i)(L , K , t))= L and K f (8

(i)(L , K , t))= K ,

(b) the Jacobian matrix of 22 ◦8
(i)
f has determinant − 1

18 .

For t ∈ R, we shall use the notation

(4-3) T+(t)=
(

cos t sin t
− sin t cos t

)
and T−(t)=

(
cosh t sinh t
sinh t cosh t

)
,

which is an element of Ox2+y2(R) and Ox2−y2(R), respectively.

4A. Positive definite case. Define

(4-4) 8 :�+×[−π/4, π/4)→ V 0
R,x2+y2, 8(L , K , t)= (F(L ,K ))T+(t),

where

F(L ,K )(x, y)

=
−3L +

√
L2+ 4K

24
x4
+
−L −

√
L2+ 4K
4

x2 y2
+
−3L +

√
L2+ 4K

24
y4.

The image of8 lies in VR,x2+y2 by (3-1) and (1-8). Using Propositions 3.1 and 3.2(a),
it is easy to check that Proposition 4.2(a) holds.

Now, by (3-1), an arbitrary F ∈ V 0
R,x2+y2 has the shape

F(x, y)= a4x4
+ a3x3 y+ a2x2 y2

− a3xy3
+ a4 y4.

Write L = L x2+y2(F) and K = Kx2+y2(F). Note that (L , K ) ∈ �+ because
1(F) > 0 by (1-7). For t ∈ R, a direct computation yields

FT+(t)(x, y)= A(t)x4
+ B(t)x3 y+C(t)x2 y2

− B(t)xy3
+ A(t)y4,

where 
A(t)= 6a4+a2

8
+

2a4−a2
8

cos(4t)− a3
4

sin(4t),

B(t)= a3 cos(4t)+ 2a4−a2
2

sin(4t),

C(t)= 6a4+a2
4
−

3(2a4−a2)

4
cos(4t)+ 3a3

2
sin(4t).
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It is not hard to show that there exists a unique t0 ∈ (−π/4, π/4] such that B(t0)= 0
and 2A(t0)−C(t0) > 0. Put (A,C)= (A(t0),C(t0)). Then, we have

(L , K )=
(
L x2+y2(FT+(t0)), Kx2+y2(FT+(t0))

)
= (−6A−C,−2C(6A−C))

by Propositions 3.1 and 3.2(a). We solve that FT+(t0) = F(L ,K ), or equivalently

F = (F(L ,K ))T+(−t0) =8(L , K ,−t0).

Since −t0 ∈ [−π/4, π/4) is uniquely determined by F , this shows that 8 is a
bijection.

Finally, the above calculation also yields

(21 ◦8)(L , K , t)=
(
81(L , K , t),82(L , K , t),83(L , K , t)

)
,

where

(4-5)



81(L , K , t)=−
L
8
+

√
L2+ 4K

24
cos(4t),

82(L , K , t)=

√
L2+ 4K

6
sin(4t),

83(L , K , t)=−
L
4
−

√
L2+ 4K

4
cos(4t).

By a direct computation, we then see that Proposition 4.2(b) holds.

4B. Indefinite case. Define

(4-6)

{
8(i)
:�+×R→ V 0

R,x2−y2 , 8(i)(L , K , t)= (F (i)
(L ,K ))T−(t) for i = 1, 2,

8(i)
:�−×R→ V 0

R,x2−y2 , 8(i)(L , K , t)= (F (i)
(L ,K ))T−(t) for i = 3, 4,

where

F (i)(L ,K )(x, y)=
3L + (−1)i

√
L2+ 4K

24
x4
+
−L + (−1)i

√
L2+ 4K

4
x2 y2

+
3L + (−1)i

√
L2+ 4K

24
y4

for i = 1, 2, and

F (i)(L ,K )(x, y)=
(−1)i

√
2L2− K
3

x3 y− Lx2 y2
+
(−1)i

√
2L2− K
3

xy3

for i = 3, 4. The images of 8(1),8(2),8(3),8(4) lie in VR,x2−y2 by (3-1) and (1-8).
Using Propositions 3.1 and 3.2(a), it is easy to check that Proposition 4.3(a) holds.

Now, by (3-1), an arbitrary F ∈ V 0
R,x2−y2 has the shape

F(x, y)= a4x4
+ a3x3 y+ a2x2 y2

+ a3xy3
+ a4 y4.



270 CINDY (SIN YI) TSANG AND STANLEY YAO XIAO

Write L = L x2−y2(F) and K = Kx2−y2(F). For t ∈ R, a direct computation yields

FT−(t)(x, y)= A(t)x4
+ B(t)x3 y+C(t)x2 y2

+ B(t)xy3
+ A(t)y4,

where 
A(t)=

6a4− a2

8
+

2a4+ a2

8
cosh(4t)+

a3

4
sinh(4t),

B(t)= a3 cosh(4t)+
2a4+ a2

2
sinh(4t),

C(t)=−
6a4− a2

4
+

3(2a4+ a2)

4
cosh(4t)+

3a3

2
sinh(4t).

Note that d
dt A(t)= 1

2 B(t). It is not hard to check that:

• If 1(F) > 0, then there is a unique t0 ∈ R such that B(t0)= 0.

• If 1(F) < 0, then B(t) 6= 0 for all t ∈R, and there is a unique t0 ∈R such that
A(t0)= 0.

Put (A, B,C)= (A(t0), B(t0),C(t0)). Then, we have

(L , K )= (L x2−y2(FT−(t0)), Kx2−y2(FT−(t0)))

=

{
(6A−C, 2C(6A+C)) if 1(F) > 0,
(−C,−9B2

+ 2C2) if 1(F) < 0.

by Propositions 3.1 and 3.2(a). We solve that FT−(t0) = F (i)(L ,K ), or equivalently

F = (F (i)(L ,K ))T−(−t0) =8
(i)(L , K ,−t0), for exactly one i ∈ {1, 2, 3, 4}.

Since t0 is uniquely determined by F , this shows that 8(1),8(2),8(3),8(4) are all
injections, and that the stated disjoint union holds.

Finally, the above calculation also yields

(21 ◦8
(i))(L , K , t)=

(
8
(i)
1 (L , K , t),8(i)2 (L , K , t),8(i)3 (L , K , t)

)
,

where

(4-7)



8
(i)
1 (L , K , t)= L

8
+
(−1)i

√
L2+4K

24
cosh(4t),

8
(i)
2 (L , K , t)= (−1)i

√
L2+4K
6

sinh(4t),

8
(i)
3 (L , K , t)=−L

4
+
(−1)i

√
L2+4K
4

cosh(4t),
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for i = 1, 2, and

(4-8)



8
(i)
1 (L , K , t)= L

8
−

L
8

cosh(4t)+ (−1)i
√

2L2−K
12

sinh(4t),

8
(i)
2 (L , K , t)= (−1)i

√
2L2−K
3

cosh(4t)− L
2

sinh(4t),

8
(i)
3 (L , K , t)=−L

4
−

3L
4

cosh(4t)+ (−1)i
√

2L2−K
2

sinh(4t),

for i = 3, 4. By a direct computation, we then see that Proposition 4.3(b) holds.

4C. Reducible case. Suppose γ = 0. For t ∈ R, put

T (t)=

(
e−t 0

2α sinh t
β

et

)
,

which is an element of Of (R). Define

(4-9) 8
(i)
f :�

0
×R→ V 0

R, f , 8
(i)
f (L , K , t)= (F (i)f,(L ,K ))T (t) for i = 1, 2,

where

F (i)f,(L ,K )(x, y)=
(

L2
+ (−1)i 72α2L + 4K + 144α4

(−1)i 144β2

)
x4
+

(
αL + (−1)i 4α3

β

)
x3 y

+

(
L + (−1)i 12α2

2

)
x2 y2
+ (−1)i 4αβxy3

+ (−1)iβ2 y4.

The images of 8(1)f ,8
(2)
f lie in VR, f by (3-2) and (1-8). Using Propositions 3.1

and 3.2(b), it is easy to check that Proposition 4.4(a) holds.
Now, by (3-2), an arbitrary F ∈ V 0

R, f has the shape

(4-10) F(x, y)=a4x4
+

(
2α(β2a2− 4α2a0)

β3

)
x3 y+a2x2 y2

+

(4αa0
β

)
xy3
+a0 y4.

Write L = L f (F) and K = K f (F). For t ∈ R, a direct computation yields

FT (t)(x, y)= A(t)x4
+ (∗)x3 y+ B(t)x2 y2

+ (∗)xy3
+C(t)y4,

where
A(t)= e−4t a4+

α2

β2 (e
4t
− 1)e−4t a2+

α4

β4 (e
4t
− 1)(e4t

− 5)e−4t a0,

B(t)= a2+
6α2

β2 (e
4t
− 1)a0,

C(t)= e4t a0.
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Since 1(F) 6= 0, we have (−1)i a0 > 0 for a unique i ∈ {1, 2}, and there is a unique
t0 ∈ R such that C(t0)= (−1)iβ2. Put (A, B)= (A(t0), B(t0)). Then, we have

(L , K )= (L f (FT (t0)), K f (FT (t0)))

=
(
2B− (−1)i 12α2,−B2

+ (−1)i 36β2 A− (−1)i 24α2 B+ 144α4),
by Propositions 3.1 and 3.2(b). We solve that FT (t0) = F (i)f,(L ,K ), or equivalently

F = (F (i)f,(L ,K ))T (−t0) =8
(i)
f (L , K ,−t0).

Since t0 and i are uniquely determined by F , this shows that 8(1)f and 8(2)f are both
injections, and that the stated disjoint union holds.

Finally, the above calculation also yields

(22 ◦8
(i)
f )(L , K , t)=

(
8
(i)
f,1(L , K , t),8(i)f,2(L , K , t),8(i)f,3(L , K , t)

)
,

where

(4-11)


8
(i)
f,1(L , K , t)= (−1)i e−4t

144β2 (L2
+ 4K )+ α2

2β2 L + (−1)iα4e4t

β2 ,

8
(i)
f,2(L , K , t)= L

2
+ (−1)i 6α2e4t ,

8
(i)
f,3(L , K , t)= (−1)iβ2e4t .

By a direct computation, we then see that Proposition 4.4(b) holds.

5. Definition of a bounded semialgebraic set

Throughout this section, let f (x, y)=αx2
+βxy+γ y2 be an integral and primitive

binary quadratic form with 1( f ) 6= 0 and α > 0, in the shape (1-11) whenever f is
reducible. As we have already explained in Section 1A, the proof of Theorem 1.2
is reduced to counting points in the lattices in (1-10), which in turn amounts to
certain volume computations, by the result below.

Proposition 5.1 (Davenport’s lemma). Let R be a bounded semialgebraic multiset
in Rn having maximum multiplicity m and which is defined by at most k polynomial
inequalities, each having degree at most `. Then, the number of integral lattice
points (counted with multiplicity) contained in the region R is

Vol(R)+ O(max{Vol(R), 1}),

where Vol(R) denotes the greatest d-dimensional volume of any projection of R
onto a coordinate subspace by equating n−d coordinates to zero, with 1≤ d ≤ n−1.
The implied constant in the second summand depends only on n,m, k, `.

Proof. This is a result of Davenport [1951a], and the above formulation is due to
Bhargava and Shankar [2015, Proposition 2.6]. �
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For X > 0, define

V 0
R, f (X)= {F ∈ V 0

R, f : H f (F)≤ X} and V 0
Z, f (X)= {F ∈ V 0

Z, f : H f (F)≤ X}.

However, to prove Theorem 1.2, we cannot apply Proposition 5.1 directly to

2w( f )(V 0
R, f (X)), where w( f )=

{
1 if f is irreducible,
2 if f is reducible,

as in Section 1A, to count the lattice points in 2w( f )(V 0
Z, f (X))⊂3 f,w( f ) because

(1) the set 2w( f )(V 0
R, f (X)) is unbounded when f is indefinite,

(2) distinct forms in V 0
Z, f (X) might be GL2(Z)-equivalent.

Recall (4-1) and define

�∗(X)= {(L , K ) ∈�∗ : max{L2, |K |} ≤ X} for ∗ ∈ {0,+,−}.

In the notation of Lemma 4.1 as well as Propositions 4.2, 4.3, and 4.4, we have

(5-1) V 0
R, f (X)=



(9 f ◦8)(�
+(X)×[−π/4, π/4)),

2⊔
i=1
(9 f ◦8

(i))(�+(X)×R)t
4⊔

i=3
(9 f ◦8

(i))(�−(X)×R),

2⊔
i=1
8
(i)
f (�

0(X)×R),

respectively, if f is positive definite, indefinite, and reducible. We shall overcome
the two issues above by restricting the values for t ∈ R.

For brevity, in this section, write

Df = |1( f )| and δf = Df /4,

as in Theorem 1.2 and Lemma 4.1, respectively.

Definition 5.2. If f is positive definite, define

S f (X)= (9 f ◦8)(�
+(X)×[−π/4, π/4)).

If f is reducible, define

S f (X)=
2⊔

i=1

8
(i)
f (�

0(X)×[t f,1, t f,2]) for t f,1 =−
log 8

4
and t f,2 =

log(5X/18)
4

.

If f is indefinite and irreducible, define

S f (X)=
2⊔

i=1

(9 f ◦8
(i))(�+(X)×[0, tDf ))t

4⊔
i=3

(9 f ◦8
(i))(�−(X)×[0, tDf )),

where tDf is defined as in Theorem 1.2(c).
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The goal of this section to prove the following preliminary results and estimates:

Proposition 5.3. The set 2w( f )(S f (X)) is bounded, semialgebraic, and definable
by an absolutely bounded number of polynomial inequalities whose degrees are
absolutely bounded.

Proposition 5.4. The following statements hold.

(a) A form in V 0
Z, f (X) is GL2(Z)-equivalent to at least one form in S f (X).

(b) A form in V 0
Z, f (X) for which 1(F) 6= � is GL2(Z)-equivalent to exactly r f

forms in S f (X), where r f is defined as in Theorem 1.2.

5A. Alternative description. First, we shall give an alternative description of the
set S f (X) in terms of the coefficients of the forms in V 0

R, f (X).

Lemma 5.5. If f is positive definite, then S f (X)= V 0
R, f (X).

Proof. This is clear from (5-1). �

Lemma 5.6. If f is reducible, then

S f (X)= {F ∈ V 0
R, f (X) :β

2/8≤ |CF | ≤ 5β2 X/18},

where CF denotes the y4-coefficient of F.

Proof. For i = 1, 2 and for any F =8(i)f (L , K , t), we have CF = (−1)iβ2e4t by
(4-11), and the claim is then clear from (5-1). �

Lemma 5.7. If f is an indefinite and irreducible, then

S f (X)= {F ∈ V 0
R, f (X) : 1≤ E f,1(F)Z f (F)/E f,2(F) < e8tDf },

where in the notation of Proposition 3.2(a), we define

E f,1(F)= L f,1(F)−
√

Df L f,2(F) and E f,2(F)= L f,1(F)+
√

Df L f,2(F),

and for F in the image of 9 f ◦8
(i), we define

Z f (F)=

 1 for i = 1, 2,
L f (F)2+4K f (F)

(4L f (F)−(−1)i 2
√

2L f (F)2−K f (F))2
for i = 3, 4.

Proof. For i = 1, 2, 3, 4, consider F = (9 f ◦8
(i))(L , K , t). For k = 1, 2, we have

E f,k(F)=

{
(−1)i 2α2

√
L f (F)2+ 4K f (F)e(−1)k+14t/3 if i = 1, 2,

−2α2(3L f (F)+ (−1)k+i 2
√

2L f (F)2− K f (F))e(−1)k+14t/3 if i = 3, 4,

by a direct computation using (4-2), (4-7), and (4-8). We then see that

E f,1(F)Z f (F)/E f,2(F)= e8t ,

from which the claim follows. �
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5B. Proof of Proposition 5.3. From (4-5), (4-7), (4-8), and (4-11), it is clear that
the set S f (X) is bounded. Thus, it remains to show that S f (X) is a semialgebraic
set definable by an absolutely bounded number of polynomial inequalities whose
degrees are absolutely bounded.

5B1. The case when f is positive definite or reducible. The claim follows immedi-
ately from Lemmas 5.5 and 5.6 as well as Proposition 3.2.

5B2. The case when f is indefinite and irreducible. The only problem is that, for
F in the image of 9 f ◦8

(i) for i = 3, 4, the expression Z f (F) is not a polynomial
in the x4, x3 y, and x2 y2-coefficients of F . We shall resolve this issue in Lemma 5.8
below. The claim then follows from Lemma 5.7 and Proposition 3.2.

Lemma 5.8. For i = 3, 4, let F ∈ (9 f ◦8
(i))(�−×R). Then, the condition

1≤ E f,1(F)Z f (F)/E f,2(F) < e8tDf

is equivalent to an absolutely bounded number of polynomial inequalities in the
variables L f (F), K f (F), E f,1(F), E f,2(F) whose degrees are absolutely bounded.

Proof. For brevity, define

Y f,1(F)=−E f,1(F)(L f (F)2+4K (F))+E f,2(F)(17L f (F)2−4K f (F)),

Y f,2(F)=−E f,1(F)(L f (F)2+4K f (F))+e8tDf E f,2(F)(17L f (F)2−4K f (F)),

as well as write

(L , K , E1, E2, Z , Y1, Y2)

= (L f (F), K f (F), E f,1(F), E f,2(F), Z f (F), Y f,1(F), Y f,2(F)).

Note that L2
+4K < 0 by (1-7) because 1(F) < 0. This implies that Z < 0 and so

the stated condition may be rewritten as{
E2 ≤ E1 Z < e8tDf E2 if E2 > 0, which is equivalent to i = 3,
E2 ≥ E1 Z > e8tDf E2 if E2 < 0, which is equivalent to i = 4.

By rearranging, we may further rewrite the above as

12E2L
√

2L2− K ≤ (−1)i Y1 and 12e8tDf E2L
√

2L2− K > (−1)i Y2.

From here, we shall consider the different possibilities for the signs of E2, L , Y1, Y2.
For example, when E2 > 0 and L ≥ 0, the above is equivalent to Y1 ≤ 0 and{

(12E2L)2(2L2
− K )≤ Y 2

1 if Y2 > 0,
(12E2L)2(2L2

− K )≤ Y 2
1 and (12e8tDf E2L)2(2L2

− K ) > Y 2
2 if Y2 ≤ 0.

The other cases are analogous. We then see that the claim holds. �
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5C. Integral orthogonal groups. We shall require an explicit description of

Of (Z)= Of (R)∩GL2(Z).

In the notation of Lemma 4.1, observe that

(5-2) Of (R)=

{
T−1

f (Ox2+y2(R))T f if f is positive definite,
T−1

f (Ox2−y2(R))T f if f is indefinite.

Moreover, it is well-known that

Ox2+y2(R)= {Jk T+(t) : k ∈ {1, 4} and t ∈ R},

Ox2−y2(R)= {±Jk T−(t) : k ∈ {1, 2, 3, 4} and t ∈ R},

where T+(t) and T−(t) are defined as in (4-3), and

(5-3) J1 =

(
1 0
0 1

)
, J2 =

(
0 1
1 0

)
, J3 =

(
0 1
−1 0

)
, J4 =

(
1 0
0 −1

)
.

We shall need the following lemma.

Lemma 5.9. Suppose that T ∈ Of (Z) \ {±I2×2} has finite order. Then, the form f
is GL2(Z)-equivalent to a form of the shape{

x2
+ y2, x2

+ xy+ y2, or ax2
+ bxy− ay2 if det(T )= 1,

xy, x2
− y2, ax2

+ cy2, or ax2
+ bxy+ ay2 if det(T )=−1,

for some integers a, b, and c.

Proof. By [Newman 1972, Chapter IX], for example, a finite cyclic subgroup of
GL2(Z) not contained in {±I2×2} is conjugate to the subgroup generated by one of
the following: (

0 1
−1 −1

)
,

(
0 1
−1 0

)
,

(
0 −1
1 1

)
,

(
1 0
0 −1

)
,

(
0 1
1 0

)
.

We then deduce that there exists P ∈ GL2(Z) such that Q = P−1T P is equal to
one of the following matrices up to sign:(

0 1
−1 −1

)
,

(
−1 −1
1 0

)
,

(
0 1
−1 0

)
,

(
1 0
0 −1

)
,

(
0 1
1 0

)
.

Since f is primitive with α > 0 by assumption and ( fP)Q =± fP , we then check
that fP must have one of the stated shapes. �

Proposition 5.10. Suppose that f is positive definite. Then, we have

Of (Z)= {±I2×2}
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if f is not GL2(Z)-equivalent to the forms below, and the group Of (Z) is equal to

{
±I2×2,±

(
0 1
−1 0

)
,±
(

1 0
0 −1

)
,±
(

0 1
1 0

)}
if f (x, y)= x2

+ y2,{
±I2×2,±

(
1 1
−1 0

)
,±
(

0 −1
1 1

)
,±
(

1 1
0 −1

)
,±
(

0 1
1 0

)
,±
(
−1 0
1 1

)}
if f (x, y)= x2

+ xy+ y2,{
±I2×2,±

(
1 0
0 −1

)}
if f (x, y)= αx2

+ γ y2 for α 6= γ ,{
±I2×2,±

(
0 1
1 0

)}
if f (x, y)= αx2

+βxy+αy2 for β /∈ {0, α}.

Proof. Elements in Of (Z) have finite order by (5-2) and so the first claim follows
from Lemma 5.9. Using (5-2), we compute that elements in Of (R) are of the formsφt +

βψt

2
√
δf

γψt√
δf

−
αψt√
δf

φt −
βψt

2
√
δf

 and

φt −
βψt

2
√
δf

β

α

(
φt −

βψt

2
√
δf

)
+
γψt√
δf

αψt√
δf

−φt −
βψt

2
√
δf

,
where t ∈ R and (φt , ψt)= (cos t, sin t). With the help of the proof of Lemma 5.9,
it is not hard to check that Of (Z) is as claimed. �

Proposition 5.11. Suppose that f is reducible. Then, the group Of (Z) is equal to

{±I2×2} if β - α2
+ 1 and β - α2

− 1,{
±I2×2,±

( α β

−(α2
+1)/β −α

)}
if β | α2

+ 1 and β - α2
− 1,{

±I2×2,±
( α β

−(α2
−1)/β −α

)}
if β - α2

+ 1 and β | α2
− 1,{

±I2×2,±
(
−1 0
2 1

)
,±
(

1 1
−2 −1

)
,±
(

1 1
0 −1

)}
if f (x, y)= x2

+ xy,{
±I2×2,±

(
−1 0
1 1

)
,±
(

1 2
−1 −1

)
,
(

1 2
0 −1

)}
if f (x, y)= x2

+ 2xy.

Proof. Using (5-2), we compute that elements in Of (R) are of the forms

±

(
φt −ψt 0
2αψt/β φt +ψt

)
and ±

(
φt +ψt (β/α)(φt +ψt)

−2αψt/β −φt −ψt

)
,

where t ∈ R and (φt , ψt) ∈ {(cosh t, sinh t), (sinh t, cosh t)}. For the matrix on the
left to have integer entries, necessarily

2 cosh t, 2 sinh t ∈ Z, so (2 cosh t, 2 sinh t)= (2, 0).

Similarly, for the matrix on the right to have integer entries, necessarily

2α cosh t, 2α sinh t, (cosh t + sinh t)/α ∈ Z,

so (2α cosh t, 2α sinh t)= (α2
+ 1, α2

− 1).
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We then deduce that

Of (Z)=
{
±I2×2,±

(
−1 0

2α/β 1
)
,
( α β

−(α2
±1)/β −α

)}
∩GL2(Z).

Since f has the shape (1-11) by assumption, we have

β | α2
+ 1 and β | α2

− 1⇐⇒ α = 1 and β ∈ {1, 2},

and we see that the claim indeed holds. �

Proposition 5.12. Suppose that f is indefinite and irreducible. Define

G f (Z)= {±T n
Df
: n ∈ Z}, where TDf =

(1
2(u Df −βvDf ) −γ vDf

αvDf
1
2(u Df +βvDf )

)
and (u Df , vDf ) ∈ N2 is the least solution to x2

− Df y2
=±4. Then, we have

Of (Z)= G f (Z)

if f is not GL2(Z)-equivalent to the forms below, and the group Of (Z) is equal to{
G f (Z)tG f (Z)

( 1 β/α
0 −1

)
if f (x, y)= αx2

+βxy+ γ y2 with α |β,
G f (Z)tG f (Z)

(
0 1
−1 0

)
if f (x, y)= αx2

+βxy−αy2.

Proof. By (5-2), elements in Of (R) of infinite order are of the shape

±

(
φt −βψt/(2

√
δf ) −γψt/

√
δf

αψt/
√
δf φt +βψt/(2

√
δf )

)
,

where t ∈ R and (φt , ψt) ∈ {(cosh t, sinh t), (sinh t, cosh t)}. We then see that

G f (Z)= {±I2×2} t {T ∈ Of (Z) : T has infinite order}.

Hence, the first claim follows from Lemma 5.9 and the fact that ax2
+ bxy+ ay2

is GL2(Z)-equivalent to the form

(5-4) (2a− b)x2
+ (2a− b)xy+ ay2 via

(
−1 −1

1 0

)
.

Now, again by (5-2), elements in Of (R) of finite order have the shape

(5-5)


−β√

Df
−

2γ√
Df

2α√
Df

β√
Df

 and

φt +
βψt

2
√
δf

β

α
(φt +

βψt

2
√
δf
)−

γψt√
δf

−
αψt√
δf

−φt −
βψt

2
√
δf
,


where t ∈ R and (φt , ψt) ∈ {(cosh t, sinh t), (sinh t, cosh t)}. Notice that the ma-
trix on the left cannot lie in GL2(Z) because Df is not square when f is irre-
ducible. Using the description of Ox2−y2(R), it is then not hard to check that
[Of (Z) :G f (Z)] ≤ 2, from which the second claim follows. �
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5D. Proof of Theorem 1.4. Suppose that f (x, y)= αx2
+βxy−αy2 and that Df

is not a square. In the notation of Proposition 5.12, we have

x2
− Df y2

=−4 has integer solutions if and only if det(TDf )=−1

by definition. But Proposition 5.12 also implies that det(TDf )=−1 is equivalent to

Of (Z) has an element of finite order and negative determinant.

The theorem now follows from Lemma 5.9 and (5-4).

5E. Proof of Proposition 5.4. We shall need the following lemma.

Lemma 5.13. For all F ∈ V 0
Z, f with 1(F) 6= � and T ∈ GL2(Z) \ {±I2×2}, we

have

(a) FT ∈ V 0
Z, f if and only if T ∈ Of (Z),

(b) FT = F if and only if T =±D−1/2
f M f .

Proof. Note that FT ∈ V 0
Z, fT

by (1-8). By Theorem 1.1(a), we then have FT ∈V 0
Z, f if

and only if fT =± f , whence part (a) holds. By Theorem 1.1(a) and Proposition 2.1,
we have FT = F if and only if T is proportional to M f , from which part (b) follows
since det(T )=±1. �

5E1. The case when f is positive definite or reducible. Let us first observe that:

Lemma 5.14. We have V 0
Z, f (X)⊂ S f (X).

Proof. Let F ∈ V 0
Z, f (X) be given. If f is positive definite, then clearly F ∈ S f (X)

by Lemma 5.5. If f is reducible, then recall Lemma 5.6, and we have F ∈ S f (X)
since

8CF

β2 ∈ Z and
∣∣∣∣8CF

β2

∣∣∣∣≤ ∣∣∣∣4(L f (F)2+ 4K f (F))
9

∣∣∣∣≤ 20X
9

by (4-10) and Proposition 3.2(b), respectively. �

Lemma 5.14 implies that part (a) holds. Together with Lemma 5.13(a), it further
implies that for F ∈ V 0

Z, f (X) with1(F) 6=�, the number of forms in S f (X) which
are GL2(Z)-equivalent to F is equal to

[Of (Z) : StabOf (Z)(F)].

By Lemma 5.13(b), we in turn have

[Of (Z) : StabOf (Z)(F)] = [Of (Z) : Of (Z)∩ {±I2×2,±D−1/2
f M f }],

which may be verified to be equal to r f using Propositions 5.10 and 5.11.
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5E2. The case when f is indefinite and irreducible. We shall use the notation from
Lemma 4.1, Proposition 5.12, (4-3), and (5-3). Then, by definition, we have

TDf = T−1
f Jk( f )T−(tDf )T f , where k( f )=

{
1 if u2

Df
− Df v

2
Df
=−4,

2 if u2
Df
− Df v

2
Df
= 4.

Now, by (5-1) and (4-6), a form in V 0
Z, f (X) is of the shape

F = (F (i)(L ,K ))T−(t)T f , where (L , K , t) ∈�0(X)×R and i ∈ {1, 2, 3, 4}.

Observe that J1 and J2 commute with T−(t) as well as fix the forms in VR,x2−y2 .
For any n ∈ Z, we then deduce that

FT n
Df
= (F (i)(L ,K ))T−(t)J n

k( f )T
−(ntDf )T f = (F

(i)
(L ,K ))T−(t+ntDf )T f .

Let n1 ∈ Z be the unique integer such that 0≤ t + n1tDf < tDf . The existence of n1

then implies part (a).
Next, suppose that 1(F) 6=�, in which case

for T ∈ GL2(Z) : FT ∈ V 0
Z, f if and only if T ∈ Of (Z)

by Lemma 5.13(a). If Of (Z)= G f (Z), then part (b) holds by the uniqueness of n1.
If Of (Z) 6= G f (Z), then recall from Proposition 5.12 that

Of (Z)= G f (Z)tG f (Z)M, where M has finite order.

From (5-2), we see that

M =±T−1
f Jk0 T−(t0)T f , where t0 ∈ R and k0 ∈ {3, 4}.

Then, for any n ∈ Z, it is straightforward to verify that

FT n
Df

M = (F
(i)
(L ,K ))T−(t+ntDf )Jk0 T−(t0)T f

=

{
(F (i)(L ,K ))T−(−(t+ntDf )+t0)T f for i ∈ {1, 2},

(F ( j)
(L ,K ))T−(−(t+ntDf )+t0)T f for i ∈ {3, 4}, where j ∈ {3, 4} \ {i}.

There is a unique n2 ∈ Z such that 0≤−(t + n2tDf )+ t0 < tDf . Observe that

FT
n1
Df
= FT

n2
Df

M would imply FT
n1
Df
= (FT

n1
Df
)T n2−n1

Df
M .

But T n2−n1
Df

M has finite order, and so it cannot proportional to M f by (5-5), which
is a contradiction by Lemma 5.13(b). Then, we conclude from Proposition 5.12
that part (b) indeed holds.
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6. Error estimates and the main theorem

Throughout this section, let f (x, y)=αx2
+βxy+γ y2 be an integral and primitive

binary quadratic form with 1( f ) 6= 0 and α > 0, in the shape (1-11) whenever f is
reducible. Let Df , r f and s f be as in Theorem 1.2.

In Subsections 6A and 6B, respectively, we shall first prove:

Proposition 6.1. For any ε > 0, we have

#
{

F ∈ S f (X)∩ V 0
Z, f : L f (F)2+ 4K f (F)=�

}
= Of,ε(X1+ε),

and

#
{

F ∈ S f (X)∩ V 0
Z, f :

(L f (F)2+ 4K f (F))(2L f (F)− K f (F))/1( f )=� and L f (F) 6= 0
}

= Of (X1/2+ε).

Further, the number

#
{

F ∈ S f (X)∩ V 0
Z, f : − 4K f (F)2/1( f )=� and L f (F)= 0

}
is equal to zero if −1( f ) 6=�, and is bounded by Of (X) otherwise.

Propositions 6.1, 3.6, and 5.4 then imply part (d) of Theorem 1.2.

Proposition 6.2. We have

#{F ∈ S f (X)∩ V 0
Z, f : F is reducible} =

{
Of (X (log X)2) if f is irreducible,
Of (X (log X)3) if f is reducible.

Now, from Propositions 5.4, 6.1, and 6.2, we also easily see that

(6-1) N (D4)
Z, f (X)=

1
r f

#(S f (X)∩ V 0
Z, f )+ Of,ε(X1+ε) for any ε > 0.

Let L f,w( f ) be a linear transformation on R3 which takes 3 f,w( f ) to Z3, and define

R f (X)= (L f,w( f ) ◦2w( f ))(S f (X)), where w( f )=
{

1 if f is irreducible,
2 if f is reducible,

as before. Observe that then

#(S f (X)∩ V 0
Z, f )= #(2w( f )(S f (X))∩3 f,w( f ))= #(R f (X)∩Z3).
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By Proposition 5.3, we may apply Proposition 5.1 to obtain

(6-2) #(S f (X)∩ V 0
Z, f )

= Vol(R f (X))+ O(max{Vol(R f (X)), 1})

=
1

det(3 f,w( f ))
Vol(2w( f )(S f (X)))+ Of (max{Vol(2w( f )(S f (X)), 1}),

where by Proposition 3.4, we know that

det(3 f,w( f ))=

{
s f α

3 if f is irreducible,
s f β

3/8 if f is reducible.

Hence, it remains to compute the above volumes, which we shall do in Section 6C.

6A. Proof of Proposition 6.1. Recall the notation from Proposition 3.2. By defi-
nition and Proposition 3.3, we then have a well-defined map

ι : V 0
Z, f → Z3, ι(F)= (L f (F), L f,1(F), L f,2(F)).

Using Proposition 3.2, it is easy to verify that ι is in fact injective. We shall also
need the following result.

Lemma 6.3 [Heath-Brown 2002, Corollary 2]. Let ξ(x1, x2, x3) be a ternary qua-
dratic form such that its corresponding matrix Mξ has nonzero determinant. For
B1, B2, B3 > 0, let Nξ (B1, B2, B3) denote the number of tuples (x1, x2, x3) ∈ Z3

such that

|x1| ≤ B1, |x2| ≤ B2, |x3| ≤ B3, gcd(x1, x2, x3)= 1, ξ(x1, x2, x3)= 0.

Then, we have

Nξ (B1, B2, B3)�ε

(
1+

(
B1 B2 B3 ·

det0(Mξ )
2

| det(Mξ )|

)1/3+ε)
d3(| det(Mξ )|),

where det0(Mξ ) denotes the greatest common divisor of the 2× 2 minors of Mξ ,
and d3(| det(Mξ )|) is the number of ways to write | det(Mξ )| as a product of three
positive integers.

In what follows, consider F ∈ S f (X)∩ V 0
Z, f , and for brevity, write

(L , K , L1, L2)= (L f (F), K f (F), L f,1(F), L f,2(F)).

Since ι is injective, it is enough to estimate the number of choices for (L , L1, L2).
To that end, let us put Df =1( f ). Recall from Propositions 3.2 and 3.3 that

L , K , L1, L2 ∈ Z, as well as L2
1−Df L2

2 = 4α4(L2
+ 4K )/9,
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which is nonzero by (1-7). By the definition of our height, we also have

(6-3)
{

L = Of (X1/2) and K = Of (X) in all cases,
L1 = Of (X1/2) and L2 = Of (X1/2) if f is irreducible.

The latter estimate holds by{
(4-5), (4-2) if f is positive definite,
(4-7), (4-8), (4-2), and 0≤ t < tDf if f is indefinite and irreducible,

as well as the fact that L1 and L2 are linear in the coefficients of F . Finally, we
shall write d(−) for the divisor function.

Proof of Proposition 6.1: first claim. Suppose that L2
+ 4K =�. Then, we have

L2
1−Df L2

2 =U 2, where U ∈ N is such that U = Of (X1/2).

If f is reducible, then Df =� and so clearly there are

Of

(X1/2∑
U=1

d(U 2)

)
= Of,ε

(X1/2∑
U=1

X ε

)
= Of,ε(X1/2+ε)

choices for the pair (L1, L2). If f is irreducible, then note that

(L1/n)2−Df (L2/n)2 = (U/n)2, where n = gcd(L1, L2,U ),

and applying Lemma 6.3 to the ternary quadratic form ξ with matrix

Mξ =

1 0 0
0 −Df 0
0 0 −1

, with
{

det(Mξ )= Df ,

det0(Mξ )= 1,

we deduce from (6-3) that there are

Of

(X1/2∑
n=1

Nξ
(X1/2

n
,

X1/2

n
,

X1/2

n

))
= Of,ε

(X1/2∑
n=1

(
1+ X1/2+ε

n1+ε

))
= Of,ε(X1/2+ε)

choices for the pair (L1, L2). In both cases, we see that there are

Of (X1/2) · Of,ε(X1/2+ε)= Of,ε(X1+ε)

choices for (L , L1, L2) in total, whence the claim. �

Proof of Proposition 6.1: second claim. Suppose that (L2
+4K )(2L2

−K )/Df =�.
By Proposition 3.3, we may write

gcd(L2
+ 4K , 4(2L2

− K )/Df )= 9ma2, where m, a ∈ N and m is square-free.
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From the hypothesis, we then easily see that

L2
+ 4K = 9mU 2 and 4(2L2

− K )/Df = 9mV 2, where U, V ∈ N,

as well as that m divides L . In particular, a simple calculation yields

L2
=m(U 2

+Df V 2), whence mW 2
=U 2

+Df V 2, where W ∈Z with L=mW.

Now, suppose also that L 6= 0, in which case m = Of (X1/2) by (6-3). Note also
that

m(W/n)2 = (U/n)2+Df (V/n)2, where n = gcd(W,U, V ).

Applying Lemma 6.3 to the ternary quadratic form ξm with matrix

Mξm =

m 0 0
0 −1 0
0 0 −Df

, with
{

det(Mξm )= mDf ,

det0(Mξm )= gcd(m,Df )≤ |Df |,

we then see from (6-3) that there are

Of

(X1/2/m∑
n=1

Nξm

( X1/2

mn
,

X1/2

m1/2n
,

X1/2

m1/2n

))
= Of,ε

(X1/2/m∑
n=1

(
1+ X1/2+ε

(mn)1+ε
)

mε

)
= Of,ε

( X1/2

m1−ε +
X1/2+ε

m

)
choices for (x, u, v) when m is fixed. It follows that we have

Of,ε

(X1/2∑
m=1

( X1/2

m1−ε +
X1/2+ε

m

))
= Of,ε(X1/2+ε)

choices for (m, x, u, v) and hence for (L , K ).
Next, regard (L , K ) as being fixed, and recall that

L2
1−Df L2

2 = T, where T = 4α4(L2
+ 4K )/9.

We claim that there are Of (d(T )) choices for (L1, L2). If f is positive definite
or if f is reducible, then this is clear. If f is indefinite and irreducible, then by
Definition 5.2 as well as Propositions 3.1 and 4.3, we have

F = (9 f ◦8
(i))(L , K , t), where 0≤ t < tDf and i ∈ {1, 2, 3, 4}.

Since Df > 0, we must have L2
+4K > 0 by the hypothesis, and so in fact i ∈ {1, 2}.

From the proof of Lemma 5.7, we know that

L1−
√

Df L2 = (−1)i
√

T e4t and L1+
√

Df L2 = (−1)i
√

T e−4t ,
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which implies that

L1 = (−1)i
√

T cosh(4t) and L2 = (−1)i
√

T sinh(4t)/
√

Df .

Since t = Of (1), we then deduce that indeed there are Of (d(T )) choices for
(L1, L2). Using the bound d(T )= Oε(T ε)= Of,ε(X ε), we conclude that there are

Of,ε(X1/2+ε) · Of,ε(X ε)= Of,ε(X1/2+ε)

choices for (L , L1, L2) in total, whence the claim. �

Proof of Proposition 6.1: third claim. Suppose that L = 0 and that F is in the shape
as in (3-1). Using Proposition 3.2, we then deduce that

C= (−12γ A+3βB)/(2α), and so K =−9Df (αB2
−4βAB+16γ A2)/(4α3).

Clearly −4K 2/1( f )=� if and only if −1( f )=�.
We now suppose that −1( f ) = �, so in particular f is positive definite. The

form F is then determined by (A, B) ∈ Z2, and that |K | ≤ X implies∣∣∣∣(B−
2β
α

A
)2

−
4Df

α2 A2
∣∣∣∣� f X.

Hence there are Of (X) choices for (A, B). It follows that the claim holds. �

6B. Proof of Proposition 6.2. By Lemma 3.8 and Proposition 6.1, we have

(6-4) #
{

F ∈ S f (X)∩ V 0
Z, f : F is reducible of type 1

}
= Of,ε(X1+ε),

whence it is enough to consider the reducible forms in S f (X) ∩ V 0
Z, f of type 2;

recall Definition 3.7. By definition, such a form has the shape

F(x, y)= p2q2x4
+(p2q1+p1q2)x3 y+(p2q0+p1q1+p0q2)x2 y2

+(∗)xy3
+(∗)y4,

where p2, p1, p0, q2, q1, q0 ∈ Z, and we have

p0 = (βp1− 2γ p2)/(2α) and q0 = (βq1− 2γ q2)/(2α)

by Lemma 3.10. We have the condition

(6-5) |(αp2
1 − 2βp1 p2+ 4γ p2

2)/α|, |(αq2
1 − 2βq1q2+ 4γ q2

2 )/α|, |p2|,

|αp1−βp2|, |q2|, |αq1−βq2| ≥ 1

since the above numbers are all integers. Using Proposition 3.2(a), we compute that

L f (F)2+ 4K f (F)
9

=
αp2

1 − 2βp1 p2+ 4γ p2
2

α
·
αq2

1 − 2βq1q2+ 4γ q2
2

α
.

Now, by the definition of our height, we clearly have

(6-6) |(αp2
1 − 2βp1 p2+ 4γ p2

2)/α|, |(αq2
1 − 2βq1q2+ 4γ q2

2 )/α| ≤ X.
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Observe also that

(6-7) p2q2, p2q1+ p1q2, p1q1 = Of (X1/2) if f is indefinite and irreducible

by (4-7), (4-8), (4-2), and the bound 0≤ t < tDf . We then deduce that

(6-8) #{F ∈ S f (X)∩ V 0
Z, f : F is reducible of type 2} ≤ #(R′f (X)∩Z4),

where we define

R′f (X)= {(p2, p1, q2, q1) ∈ R4
: (6-5), (6-6), and (6-7)}.

It is clear that this set is bounded and semialgebraic. Hence, we may apply
Proposition 5.1 to estimate the number of integral points it contains.

6B1. The case when f is irreducible. Let us define

R′′f (X)= LDf (R
′

f (X)), where LDf =

√Df 0 0 0
−β α 0 0
0 0
√

Df 0
0 0 −β α

.
Applying Proposition 5.1, we then obtain

#(R′f (X)∩Z4)= Vol(R′f (X))+ O(max{Vol(R f (X), 1})

=
1

det(LDf )
Vol(R′′f (X))+ Of (max{Vol(R′′f (X)), 1})

For any (u2, u1, v2, v1) ∈R′′f (X), from (6-5) and (6-6), we deduce that

|u2|, |u1|, |v2|, |v1| ≥ 1

as well as that

(6-9)
{

1≤ |u2
1+ u2

2|, |v
2
1 + v

2
2| ≤ α

4 X if f is positive definite,
1≤ |u2

1− u2
2|, |v

2
1 − v

2
2| ≤ α

4 X if f is indefinite.

This, together with (6-7), implies that in fact

1≤ |u2|, |u1|, |v2|, |v1|, |u2v2|, |u1v1| � f X1/2.

We then compute that

Vol(R′′f (X))= Of

( 2∏
i=1

∫ X1/2/vi

1
dui dvi

)
= Of (X (log X)2),

Vol(R′′f (X))= Of (X log X).

The claim now follows from (6-4) and (6-8).
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6B2. The case when f is reducible. Let us define

R′′f (X)= L0,Df (R
′

f (X)), where L0,Df =

 1 1 0 0
−1 1 0 0
0 0 1 1
0 0 −1 1

√Df 0 0 0
−β α 0 0
0 0
√

Df 0
0 0 −β α

.
Since Df =� in this case, we see that

L0,Df (R
′

f (X)∩Z4)⊂R′′f (X)∩Z4 and so #(R′f (X)∩Z4)≤ #(R′′f (X)∩Z4).

Now, applying Proposition 5.1, we have

#(R′′f (X)∩Z4)= Vol(R′′f (X))+ O(max{Vol(R′′f (X)), 1}).

For any (z1, z2, z3, z4) ∈R′′f (X), the conditions (6-5) and (6-6) imply that

|z1|, |z2|, |z3|, |z4| ≥ 1 and |z1z2z3z4| ≤ α
4 X,

which is analogous to (6-9). We then compute that

Vol(R′′f (X))= Of

(∫ X

1

∫ X/z4

1

∫ X/(z3z4)

1

∫ X/(z2z3z4)

1
dz1 dz2 dz3 dz4

)
= Of (X (log X)3),

Vol(R′′f (X))= Of (X (log X)2).

The claim now follows from (6-4) and (6-8).

6C. Proof of Theorem 1.2. We have already proven part (d). To prove parts (a)
through (c), it remains to compute the volumes in (6-2).

6C1. The case when f is positive definite. We have

Vol(21(S f (X)))=
8α3

D3/2
f

·
1
18
·Vol(�+(X)×[−π/4, π/4))

by Lemma 4.1 and Proposition 4.2(b), as well as

Vol
(
�+(X)×[−π/4, π/4)

)
=

∫ X1/2

−X1/2

∫ X

−L2/4

π

2
dK dL = 13π

12
X3/2.

Observe also that
Vol(21(S f (X)))= Of (X)

because 21(S f (X)) lies in the cube centered at the origin of side length Of (X1/2)

by (4-5) and (4-2). We then deduce part (a) from (6-1) and (6-2).
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6C2. The case when f is reducible. We have

Vol(22(S f (X)))= 1
18 · 2 ·Vol(�0(X)×[t f,1, t f,2])

by Proposition 4.4, as well as

Vol(�0(X)×[t f,1, t f,2])=

∫ X1/2

−X1/2

∫ X

−X

1
4

log
(20X

9

)
dK dL = X3/2 log(20X/9).

We then deduce part (b) from Lemma 6.4 below as well as (6-1) and (6-2).

Lemma 6.4. We have Vol(22(S f (X)))= Of (X3/2).

Proof. By Definition 5.2, an element in 22(S f (X)) takes the form

(A, B,C)= (22 ◦8 f )(L , K , t), where (L , K , t) ∈�0(X)×[t f,1, t f,2].

Let us recall that

(6-10) |L| ≤ X1/2, |K | ≤ X, 4t f,1 =− log 8, 4t f,2 = log(5X/18).

Then, from (4-11), we see that 1-dimensional projections of 22(S f (X)) have
lengths of order Of (X). As for the 2-dimensional projections, note that (5-1) and
(6-10) yield

|C | = β2e4t and 1� f |C | � f X,

as well as the estimates∣∣∣B− 6α2C
β2

∣∣∣≤ 1
2 X1/2 and

∣∣∣A− α4C
β4

∣∣∣≤ 5
144|C |

X + α2

2β2 X1/2.

Hence, the projections of22(S f (X)) onto the BC-plane and AC-plane, respectively,
have areas bounded by

Of

(∫ X

1
X1/2 dC

)
and Of

(∫ X

1

( 1
C

X + X1/2
)

dC
)
.

Similarly, from (5-1) and (6-10), we deduce that

|2B− L| = 12α2e4t , 1� f |2B− L| � f X, |B| � f X,

as well as the estimate∣∣∣A− α2 B
6β2

∣∣∣≤ 5α2

12β2

( 1
|2B−L|

X + X1/2
)
.
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Note that |L| ≤ X1/2 also implies that

|2B− L| ≥ |2|B| − |L|| ≥ 2|B| − X1/2 when |B| ≥ X1/2/2.

Hence, the projection of 22(S f (X)) onto the AB-plane has area bounded by

Of

(∫ 1+X1/2/2

0
(X + X1/2) dB+

∫ X

1+X1/2/2

( 1
2B− X1/2 X + X1/2

)
dB
)
.

It follows that all of the 2-dimensional projections of 22(S f (X)) have areas of
order Of (X3/2), and this proves the lemma. �

6C3. The case when f is indefinite and irreducible. We have

Vol(21(S f (X)))=
8α3

D3/2
f

·
1

18
·2 ·
(
Vol(�+(X)×[0, tDf ))+Vol(�−(X)×[0, tDf ))

)
by Lemma 4.1 and Proposition 4.3, as well as

Vol
(
�+(X)×[0, tDf )

)
=

∫ X1/2

−X1/2

∫ X

−L2/4
tDf dK dL =

13tDf

6
X3/2,

Vol
(
�−(X)×[0, tDf )

)
=

∫ X1/2

−X1/2

∫
−L2/4

−X
tDf dK dL =

11tDf

6
X3/2,

Observe also that
Vol(21(S f (X)))= Of (X)

because 21(S f (X)) lies in the cube centered at the origin of side length Of (X1/2)

by (4-7), (4-8), (4-2), and the bound on t . We then deduce part (c) from (6-1) and
(6-2).
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OBSTRUCTIONS TO LIFTING
ABELIAN SUBALGEBRAS OF CORONA ALGEBRAS

ANDREA VACCARO

Let A be a noncommutative, nonunital C∗-algebra. Given a set of commut-
ing positive elements in the corona algebra Q(A), we study some obstruc-
tions to the existence of a commutative lifting of such a set to the multiplier
algebra M(A). Our focus is on the obstructions caused by the size of the
collection we want to lift. It is known that no obstacles show up when lifting
a countable family of commuting projections, or of pairwise orthogonal pos-
itive elements. However, this is not the case for larger collections. We prove
in fact that for every primitive, nonunital, σ -unital C∗-algebra A, there ex-
ists an uncountable set of pairwise orthogonal positive elements in Q(A)
such that no uncountable subset of it can be lifted to a set of commuting
elements of M(A). Moreover, the positive elements in Q(A) can be chosen
to be projections if A has real rank zero.

1. Introduction

Let A be a nonunital C∗-algebra, denote its multiplier algebra by M(A), its corona
algebra (namely M(A)/A) by Q(A), and the quotient map from M(A) onto Q(A)
by π . A lifting in M(A) of a set B ⊆ Q(A) is a set C ⊆ M(A) such that π [C] = B.
The study of which properties of B ⊆ Q(A) can be preserved in a lifting, as well
as the analysis of the relations between B and its preimage π−1

[B], has produced
a rich theory with strong connections to the study of stable relations in C∗-algebras.
A general introduction to this subject can be found in [Loring 1997].

This note focuses on liftings of abelian subalgebras of corona algebras. This topic
has been widely studied, for instance, as a means to producing interesting examples
of ∗-algebras, and in the investigation of the masas (maximal abelian subalgebras)
of the Calkin algebra Q(H). In [Akemann and Doner 1979], for example, the
authors produce, by means of a lifting, a nonseparable C∗-algebra whose abelian
subalgebras are all separable. Their proof assumes the continuum hypothesis, which
was later shown to not be necessary; see [Popa 1983, Corollary 6.7; Bice and
Koszmider 2017]. Another application of the continuum hypothesis to liftings of

MSC2010: primary 47C15; secondary 03E75.
Keywords: corona algebra, commuting self-adjoint elements, lifting.
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abelian subalgebras of corona algebras can be found in [Anderson 1979]. The
author builds a masa of Q(H) which is generated by its projections and does not lift
to a masa in B(H). In this case it is not known whether the continuum hypothesis
can be dropped; see [Shelah and Steprāns 2011]. More recently, the study of liftings
led to the first example of an amenable nonseparable Banach algebra which is not
isomorphic to a C∗-algebra; see [Choi et al. 2014; Vignati 2015].

In this paper we focus on the following problem. Let A be a noncommutative,
nonunital C∗-algebra, and let B be a commutative family in Q(A). What kind of
obstructions could prevent the existence of a commutative lifting of B in M(A)?
We consider collections with various properties, but our main concern and focus is
the role played by the cardinality of the set that we want to lift. The following table
summarizes all the cases that we are going to analyze. The symbols “X” and “×”
indicate whether it is possible or not to have a lifting for collections on the left
column whose size is the cardinal in the top line.

Q(A)→ M(A) < ℵ0 ℵ0 ℵ1

Commuting self-adjoint→ Commuting self-adjoint × × ×

Commuting projections→ Commuting projections X in Q(H) X in Q(H) ×
Commuting projections→ Commuting positive X X ×

Orthogonal positive→ Orthogonal positive X X ×

Orthogonal positive→ Commuting positive X X ×

It is clear from the table that starting with an uncountable collection is a fatal
obstruction. We also remark that the two columns in the middle, representing the
lifting problem for finite and countable collections, have the same values. One
reason for this phenomenon is that the only obstructions in this scenario are of
K-theoretic nature and involve only a finite number of elements, as we shall see in
the next paragraph; see also [Davidson 1985]. This situation also relates to other
compactness phenomena (at least at the countable level) that corona algebras of σ -
unital algebras satisfy, due to their partial countable saturation; see [Farah and Hart
2013]. Most of the results in the table about finite and countable families are already
known; see [Farah and Wofsey 2012, Lemma 5.34; Loring 1997, Lemma 10.1.12].
The main contribution of this paper concerns the right column, for which some
theorems about projections in the Calkin algebra have already been proved; see
[Farah and Wofsey 2012, Theorem 5.35; Bice and Koszmider 2017].

Let A be K (H), the algebra of the compact operators on a separable Hilbert
space H, so that M(A)= B(H) and Q(A)= Q(H). By a well-known K-theoretic
obstruction, the unilateral shift is a normal element in Q(H) which does not
necessarily lift to a normal element in B(H) (more on this in [Brown et al. 1977]
and [Davidson 2010]). An element is normal if and only if its real and imaginary part
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commute. This proves that it is not always possible to lift a couple of commuting
self-adjoint elements in a corona algebra to commuting self-adjoint elements in the
multiplier algebra.

In order to bypass this obstruction, we add some conditions to the collection
which we want to lift. In [Farah and Wofsey 2012, Lemma 5.34] it is proved that
any countable family of commuting projections in the Calkin algebra can be lifted to
a family of commuting projections in B(H). Moreover, the authors provide a lifting
of simultaneously diagonalizable projections. Proving a more general statement
about liftings, in Section 2 we show that any countable collection of commuting
projections in a corona algebra can be lifted to a commutative family of positive
elements in the multiplier algebra.1

Two elements in a C∗-algebra are orthogonal if their product is zero. Any
countable family of orthogonal positive elements in a corona algebra admits a
commutative lifting. This is a consequence of the more general result [Loring 1997,
Lemma 10.1.12], which is relayed in this paper as Proposition 2.2.

In general, we cannot expect to be able to generalize verbatim the above result
for uncountable families of orthogonal positive elements. This is the case since,
by a cardinality obstruction, a multiplier algebra M(A) which can be faithfully
represented on a separable Hilbert space H, cannot contain an uncountable collection
of orthogonal positive elements. The existence of such a collection in M(A) (and
thus in B(H)) would in fact imply the existence of an uncountable set of orthogonal
vectors in H, contradicting the separability of H.

We could still ask whether it is possible to lift an uncountable family of orthogonal
positive elements to a family of commuting positive elements. This leads to an
obstruction of set-theoretic nature. In Theorem 5.35 of [Farah and Wofsey 2012], it is
shown that there exists an ℵ1-sized collection of orthogonal projections in the Calkin
algebra whose uncountable subsets cannot be lifted to families of simultaneously
diagonalizable projections in B(H). This result is refined in Theorem 7 of [Bice
and Koszmider 2017], where the authors provide an ℵ1-sized set of orthogonal
projections in Q(H) which contains no uncountable subset that lifts to a collection
of commuting operators in B(H). The main result of this paper is a generalization
of this theorem. A C∗-algebra is σ -unital if it has a countable approximate unit,
and it is primitive if it admits a faithful irreducible representation.

Theorem 1.1. Assume A is a primitive, nonunital, σ -unital C∗-algebra. Then there
is a collection of ℵ1 pairwise orthogonal positive elements of Q(A) containing no
uncountable subset that simultaneously lifts to commuting elements in M(A).

1We remark that it is not always possible to lift projections in a corona algebra to projections in
the multiplier algebra. Such lifting is not possible for instance when Q(A) has real rank zero but
M(A) has not, which is the case for A = Q(H)⊗ K (H) (see [Zhang 1992, Example 2.7(iii)]) or
A = Z ⊗ K (H), where Z is the Jiang–Su algebra (see [Lin and Ng 2016]).
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Corollary 1.2. Assume A is a primitive, real rank zero, nonunital, σ -unital C∗-
algebra. Then there is a collection of ℵ1 pairwise orthogonal projections of Q(A)
containing no uncountable subset that simultaneously lifts to commuting elements
in M(A).

The proof of Theorem 1.1 is inspired by the combinatorics used in [Bice and
Koszmider 2017] and [Farah and Wofsey 2012], which goes back to Luzin and
Hausdorff, and to the study of uncountable almost disjoint families of subsets of N

and Luzin’s families; see [Luzin 1947]. We remark that no additional set theoretic
assumption (such as the continuum hypothesis) is required in our proof.

The paper is structured as follows: in Section 2 we outline the results needed to
settle the problem of liftings of countable families of commuting projections and
of orthogonal positive elements. Section 3 is devoted to the proof of Theorem 1.1,
while concluding remarks and questions can be found in Section 4.

2. Countable collections

Denote the set of self-adjoint and of positive elements of a C∗-algebra A by Asa

and A+, respectively. Given a compact Hausdorff space X, C(X) is the C∗-algebra
of the continuous functions from X into C.

Farah and Wofsey [2012, Lemma 5.34] proved that any countable set of com-
muting projections in the Calkin algebra can be lifted to a set of simultaneously
diagonalizable projections in B(H). The thesis of the following proposition is
weaker, but it holds in a more general context.

Proposition 2.1. Let ϕ : A→ B be a surjective ∗-homomorphism between two
C∗-algebras and let {pn}n∈N be a collection of commuting projections of B. Then
there exists a set {qn}n∈N of commuting positive elements of A such that ϕ(qn)= pn .

Proof. We can assume that both A and B are unital, that ϕ(1A) = 1B and that
1B ∈ {pn}n∈N. Let C ⊆ B be the abelian C∗-algebra generated by the set {pn}n∈N.
Consider the element

b =
∑
n∈N

2pn−1
3n .

Let X be the spectrum of b in A. The algebra C is generated by b (see [Rickart 1960,
p. 293] for a proof), thus C ∼= C(X). Fix a ∈ A such that ϕ(a)= b. The element
(a+ a∗)/2 is still in the preimage of b since b is self-adjoint, thus we can assume
a ∈ Asa . If Y is the spectrum of a, we have in general that X ⊆ Y. Fix fn ∈ C(X)+
such that fn(b)= pn . Since the range of fn is contained in [0, 1] and the spaces Y
and X are compact and Hausdorff, by the Tietze extension theorem [Willard 1970,
Theorem 15.8], for every n ∈ N, there is a continuous Fn : Y → [0, 1] such that
Fn �X= fn . Set qn = Fn(a). The map ϕ acts on C(Y ) as the restriction on X
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(here we identify C∗(a) and C∗(b) with C(Y ) and C(X) respectively), therefore
ϕ(qn)= pn for every n ∈ N. �

The qn’s can be chosen to be projections if there is a self-adjoint a in the preimage
of b whose spectrum is X. By the Weyl–von Nuemann theorem, this is the case
when ϕ is the quotient map from B(H) onto the Calkin algebra; see [Davidson
1996, Theorem II.4.4].

We focus now on lifting sets of positive orthogonal elements, starting with a
set of size two. Let therefore ϕ : A → B be a surjective ∗-homomorphism of
C∗-algebras, and let b1, b2 ∈ B+ be such that b1b2 = 0. Consider the self-adjoint
b = b1− b2 and let a ∈ Asa be such that ϕ(a)= b. The positive and the negative
part of a are two orthogonal positive elements of A such that

ϕ(a+)= b1, ϕ(a−)= b2.

The situation is analogous when dealing with countable collections:

Proposition 2.2 [Loring 1997, Lemma 10.1.12]. Assume ϕ : A→ B is a surjective ∗-
homomorphism between two C∗-algebras. Let {bn}n∈N be a collection of orthogonal
positive elements in B. Then there exists a set {an}n∈N of orthogonal positive
elements in A such that ϕ(an)= bn .

3. Uncountable collections

Throughout this section, let A be a primitive, nonunital, σ -unital C∗-algebra. We
can thus assume that A is a noncommutative strongly dense C∗-subalgebra of B(H)
for a certain Hilbert space H. A sequence of operators {xn}n∈N strictly converges
to x ∈ B(H) if and only if xna→ xa and axn→ ax in norm for all a ∈ A. In this
scenario M(A) can be identified with the idealizer

{x ∈ B(H) : x A ⊆ A, Ax ⊆ A}

or with the strict closure of A in B(H). Given two elements a, b in a C∗-algebra A,
we denote the commutator ab − ba by [a, b]. From now on, let (en)n∈N be an
approximate unit of A such that:

(1) e0 = 0;

(2) ‖ei − e j‖ = 1 for i 6= j ;

(3) ei e j = ei for every i < j.

Such an approximate unit exists since A is σ -unital, as proved in Section 2 of
[Pedersen 1990].

The proof of Theorem 1.1 follows closely the one given by Bice and Koszmider
[2017, Theorem 7], and a lemma similar to their Lemma 6 is required.
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Lemma 3.1. Let A be a primitive, nonunital, σ -unital C∗-algebra. There exists a
family (aβ)β∈ℵ1 ⊆ M(A)+ \ A such that:

(1) ‖aβ‖ = 1 for all β ∈ ℵ1;

(2) aαaβ ∈ A for all distinct α, β ∈ ℵ1;

(3) given d1, d2 ∈ M(A), for all β ∈ ℵ1, all n ∈N, and all but finitely many α < β:

‖[(aα + d1en), (aβ + d2en)]‖ ≥
1
8 .

The rough idea to prove this lemma is to build, for every β <ℵ1, a strictly increas-
ing function fβ : N→ N and a norm-bounded sequence {cβk }k∈N ⊆ A+ to define

aβ =
∑
k∈N

(e fβ (2k+1)− e fβ (2k))
1
2 cβk (e fβ (2k+1)− e fβ (2k))

1
2 .

Note that this series belongs to M(A) by Theorem 4.1 in [Pedersen 1990] (see also
[Farah and Hart 2013, Item (10) p. 48]). In order to satisfy the thesis of the lemma,
we will build each cβk so that, for some α < β and some n ∈N, the following holds

‖[(aα + en), (c
β

k + en)]‖ ≥
1
8 .

The choice of fβ will guarantee orthogonality in Q(A) exploiting, for n2 < n1 <

m2 < m1, the following fact:

(em1 − em2)(en1 − en2)= 0.

The main ingredient used to build cβk is Kadison’s transitivity theorem, which we
are allowed to use since A is primitive.

Proof of Lemma 3.1. Since the C∗-algebra A is primitive, we can assume that
there is a Hilbert space H such that A ⊆ B(H) and A acts irreducibly on H. For
each n < m, denote the space (em − en)H by Sn,m . We start by building a0. Let
f : N→ N be defined as follows:

f (n)=
{

2n+1
− 1 if n is even,

2n if n is odd.

For every k ∈ N there is a unit vector ξ in the range of e f (2k+1) − e f (2k). By
the definition of the approximate unit (en)n∈N, the vector ξ is a 1-eigenvector of
e f (2k+2). This, along with the (algebraic) irreducibility of A ⊆ B(H), entails that

AS f (2k+1), f (2k) = H.

Denote the algebra (e f (2k+1)− e f (2k))A(e f (2k+1)− e f (2k)) by Ak . We have that

Ak H ⊇ S f (2k), f (2k+1).
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Let ξ 0
k , η

0
k ∈ S f (2k), f (2k+1) be two orthogonal2 norm one vectors. Since A acts

irreducibly on H and Ak is a hereditary subalgebra of A, it follows that Ak acts irre-
ducibly on B(Ak H); see [Murphy 1990, Theorem 5.5.2]. Therefore, by Kadison’s
transitivity theorem, we can find a self-adjoint c0

k ∈ Ak such that

c0
k(ξ

0
k )= ξ

0
k ,

c0
k(η

0
k)= 0,

and ‖c0
k‖ = 1. We can suppose that c0

k is positive by taking its square, doing so will
not change its norm nor the image of ξ 0

k and η0
k . Consider the function

f0(n)=
{

f (n)− 1 if n is even,
f (n)+ 1 if n is odd.

We have that
e f0(2k+1)c0

k = c0
ke f0(2k+1) = c0

k ,

e f0(2k)c0
k = c0

ke f0(2k) = 0.

This entails

(e f0(2k+1)− e f0(2k))c0
k = c0

k = c0
k(e f0(2k+1)− e f0(2k))

and therefore also

c0
k = (e f0(2k+1)− e f0(2k))

1/2c0
k(e f0(2k+1)− e f0(2k))

1/2.

The norm ‖c0
k‖ is bounded by 1 for every k ∈ N, therefore the sum

a0 =
∑
k∈N

c0
k =

∑
k∈N

(e f0(2k+1)− e f0(2k))
1/2c0

k(e f0(2k+1)− e f0(2k))
1/2

is strictly convergent (see [Pedersen 1990, Theorem 4.1] or [Farah and Hart 2013,
Item (10) p. 48]), hence a0 ∈ M(A)+. Furthermore:

‖a0‖ =
∥∥∑

k∈N

(e f0(2k+1)− e f0(2k))
1/2c0

k(e f0(2k+1)− e f0(2k))
1/2∥∥

≤
∥∥∑

k∈N

e f0(2k+1)− e f0(2k)
∥∥≤ 1.

In order to show that a0 /∈ A, first observe that

a0(ξ
0
k )=

∑
m<k

c0
m(ξ

0
k )+ c0

k(ξ
0
k )+

∑
m>k

c0
m(ξ

0
k )= c0

k(ξ
0
k )= ξ

0
k .

2 We can always assume Sn,n+1 has at least 2 linearly independent vectors for each n ∈ N by
taking, if necessary, a subsequence (ek j ) j∈N from the original approximate unit.
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The first sum is zero since ξ 0
k ∈ S f (2k), f (2k+1) implies ξ 0

k = (e f0(2k+1)−e f0(2k))(ξ
0
k ),

and for m < k

c0
m(e f0(2k+1)− e f0(2k))(ξ

0
k )= c0

me f0(2m+1)(e f0(2k+1)− e f0(2k))(ξ
0
k )= 0,

which follows by f0(2m + 1) < f0(2k) < f0(2k + 1). The second series is also
zero, indeed for m > k we have

c0
me f0(2k+1) = c0

me f0(2m)e f0(2k+1) = 0

(the same equation also holds for e f0(2k)). Using the same argument, it can be
proved that

a0(ξ)= c0
n(ξ)

for every ξ ∈ S f0(2n), f0(2n+1). Observe that ‖(a0− e f0(2m+1)a0)(ξ
0
k )‖ = 1 for k >m,

thus a0 /∈ A.
The construction proceeds by transfinite induction on ℵ1, the first uncountable

cardinal. At step β < ℵ1 we assume we have a sequence of elements (aα)α<β in
M(A)+ and functions ( fα)α<β such that:

(i) For all α < β the function fα : N→ N is strictly increasing and, given any
other γ < α, for all k ∈ N there exists N ∈ N such that for all j > N and all
i ∈ N the following holds

| fα( j)− fγ (i)|> 2k .

Furthermore, we ask that for all α < β and all k ∈ N:

fα(2(k+ 1))− fα(2k+ 1) > 22k+1.

(ii) For each α < β there exists a sequence (cαk )k∈N of positive norm 1 elements
in A such that

aα =
∑
k∈N

cαk .

Moreover we require that

e fα(2k+1)cαk = cαk e fα(2k+1) = cαk ,

e fα(2k)cαk = cαk e fα(2k) = 0,

and that there exist ξαk , η
α
k ∈ S fα(2k), fα(2k+1), two norm one orthogonal vectors,

such that cαk (ξ
α
k )= ξ

α
k and cαk (η

α
k )= 0.

(iii) Given α < β and d1, d2 ∈ M(A), for all l ∈ N, and for all but possibly l many
γ < α the following holds:

‖[(aα + d1el), (aγ + d2el)]‖ ≥
1
2 .
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It can be shown, as we already did for a0, that for all α < β:

(a) aα ∈ M(A)+ \ A;

(b) ‖aα‖ = 1;

(c) aα(ξ)= cαk (ξ) ∈ S fα(2k), fα(2k+1) for every ξ ∈ S fα(2k), fα(2k+1).

Moreover, by items (i)–(ii), along with the fact that for n2 < n1 < m2 < m1

(em1 − em2)(en1 − en2)= 0,

we have that aαaγ ∈ A for all α, γ < β.
We want to find fβ and aβ such that the families {aα}α<β+1 and { fα}α<β+1 satisfy

the three inductive hypotheses. This will be sufficient to continue the induction
and to obtain the thesis of the lemma. Since β is a countable ordinal, the sequence
(aα)α<β is either finite or can be written as (aαn )n<N, where n 7→αn is a bijection be-
tween N and β. We assume that β is infinite, since the finite case is easier. In order to
ease the notation, we shall denote aαn by an (and similarly fαn by fn , ck

αn
by ck

n , etc.).
The construction of aβ proceeds inductively on the set {(i, j) ∈ N×N : i ≤ j}

ordered along with any well-ordering of type ω such that (i, j)≤ (i ′, j ′) implies
j ≤ j ′, like for example

(i, j)≤ (i ′, j ′)⇐⇒ j ≤ j ′ or j = j ′, i ≤ i ′.

Suppose we are at step M, which corresponds to a certain couple (i, j). At step M
we provide a cβM ∈ A+ such that, for every d1, d2 ∈ M(A)

‖[(a j + d1ei ), (c
β

M + d2ei )]‖ ≥
1
2

and we define two values of fβ . Assume that fβ(n) has been defined for n≤ 2M−1.
Let m ∈ N be the smallest natural number such that

f j (2m) >max
{
i + 2, fβ(2M − 1)+ 22M−1

+ 1
}

and such that, for l ≥ 2m, the inequality | f j (l)− fk(n)| > 2M
+ 1 holds for all

k ∈ N such that αk < α j , and all n ∈ N. By inductive hypothesis there are two
norm one orthogonal vectors ξ j

m, η
j
m ∈ S f j (2m), f j (2m+1) such that c j

m(ξ
j

m)= ξ
j

m and
c j

m(η
j
m) = 0. Set ξβM =

1
√

2
(ξm

j + η
m
j ) and ηβM =

1
√

2
(ξm

j − η
m
j ). Using Kadison’s

transitivity theorem, fix a positive, norm one element

cβM ∈ (e f j (2m+1)− e f j (2m))A(e f j (2m+1)− e f j (2m))

such that
cβM(ξ

β

M)= ξ
β

M ,

cβM(η
β

M)= 0.
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Let fβ(2M)= f j (2m)−1 and fβ(2M+1)= f j (2m+1)+1. We have therefore that

e fβ (2M+1)c
β

M e fβ (2M+1) = cβM ,

e fβ (2M)c
β

M = cβM e fβ (2M) = 0.

Moreover:

(∗) ‖(a j + d1ei )(c
β

M + d2ei )(ξ
β

M)− (c
β

M + d2ei )(a j + d1ei )(ξ
β

M)‖

= ‖a j c
β

M(ξ
β

M)− cβMa j (ξ
β

M)‖ =
1

2
√

2
‖ξm

j − η
m
j ‖ =

1
2 .

This is the case since ei (ξ) = 0 for every ξ ∈ S f j (2m), f j (2m+1) (we chose m so
that f j (2m) > i + 2) and cβM(ξ

β

M), a j (ξ
β

M)= c j
m(ξ

β

M) ∈ S f j (2m), f j (2m+1). Define

aβ =
∑
n∈N

cβn =
∑
n∈N

(e fβ (2n+1)− e fβ (2n))
1
2 cβn (e fβ (2n+1)− e fβ (2n))

1
2 .

This series is strictly convergent because all cβn ’s have norm 1. The families
{ fn}n<N∪{ fβ} and {an}n<N∪{aβ} satisfy items (i)–(ii) of the inductive hypothesis.3

Finally we verify clause (iii). Notice that, by construction, for every k ∈N, given
ξ ∈ S fβ (2k), fβ (2k+1) we have

aβ(ξ)= cβk (ξ).

Let i ≤ j ∈N, denote the step corresponding to the couple (i, j) by M, and let m ∈N

be such that fβ(2M)= f j (2m)−1 (by construction we can find such m). Remember
that ξβM =

1
√

2
(ξm

j + η
m
j ) ∈ S fβ (2M), fβ (2M+1). Given d1, d2 ∈ M(A), we have that

‖(a j + d1ei )(aβ + d2ei )(ξ
β

M)− (aβ + d2ei )(a j + d1ei )(ξ
β

M)‖

= ‖a j aβ(ξ
β

M)− aβa j (ξ
β

M)‖ =
1

2
√

2
‖ξm

j − η
m
j ‖ =

1
2 .

This equation can be shown using the same arguments used to prove (∗).
Notice that if β is finite, we only obtain a finite number of cβn , therefore their

sum (which is finite) does not belong to M(A) \ A. In this case it is sufficient to
add an infinite number of addends, as we did for a0. Suppose that β is (the ordinal
corresponding to) N ∈ N, then the previous construction defines fN only up until
2N + 1. Let fN (2(N + 1)) be the smallest integer such that

• fN (2(N + 1))− fN (2N + 1) > 22N+1;

• | fN (2(N + 1))− f j (n)|> 22(N+1) for all j < N , and for all n ∈ N.

3The induction to define aβ and fβ is on the set {(i, j)∈N×N : i ≤ j} ordered with a well-ordering
of type ω such that (i, j)≤ (i ′, j ′) implies j ≤ j ′. This is used to show that fβ satisfies clause (i) of
the inductive hypothesis.
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Define fN (2(N+1)+1)= fN (2(N+1))+3 and continue inductively the definition
of fN. For each n> N we can therefore, as we did for a0 using Kadison’s transitivity
theorem, find a positive element

cN
n ∈ (e fN (2n+1)−1− e fN (2n)+1)A(e fN (2n+1)−1− e fN (2n)+1)

which moves a norm one vector ξ N
n ∈ S fN (2n), fN (2n+1) into itself, and another

orthogonal norm one vector ηN
n to zero. If we define aN to be the sum of such cN

n ’s,
it is possible to show, using the same arguments exposed when β was assumed to
be infinite, that the families { fn}n<N ∪ { fβ} and {an}n<N+1 satisfy items (i)–(iii) of
the inductive hypothesis. �

The proof of Theorem 1.1 is analogous to the one given in Theorem 7 of [Bice and
Koszmider 2017], but it uses our Lemma 3.1 instead of Lemma 6 of the same work.

Proof of Theorem 1.1. Let (en)n∈N ⊆ A be the approximate unit defined at the
beginning of this section, and let (aβ)β∈ℵ1 be the ℵ1-sized collection obtained from
Lemma 3.1. Suppose there is an uncountable U ⊆ ℵ1 and (dβ)β∈U ⊆ A such that

[(aα + dα), (aβ + dβ)] = 0

for all α, β ∈U. By using the pigeonhole principle, we can suppose that ‖dβ‖ ≤ M
for some M ∈ R, and that there is a unique n ∈ N such that ‖dβ − dβen‖ ≤

1/(64(M + 1)) for all β ∈U.
Therefore, for every β∈U and all but finitely many α∈U such that α<β, we have

0= ‖[(aα + dα), (aβ + dβ)]‖ ≥ ‖[(aα + dαen), (aβ + dβen)]‖−
1

16 ≥
1

16 .

This is a contradiction when {α ∈U : α < β} is infinite. �

Proof of Corollary 1.2. The proof follows verbatim the one given for Lemma 3.1
and Theorem 1.1. The only difference is that each time Kadison’s transitivity
theorem is invoked in Lemma 3.1, it is possible to use a stronger version of this
theorem for C∗-algebras with real rank zero (see for instance Theorem 6.5 of [Bice
2013]), which allows us to choose a projection at each step. This stronger version
of Kadison’s transitivity theorem can be used throughout the whole iteration since
hereditary subalgebras of real rank zero C∗-algebras have real rank zero. �

4. Concluding remarks and questions

If A is a commutative nonunital C∗-algebra, then the problem of lifting commuting
elements from Q(A) to M(A) is trivial, as both M(A) and Q(A) are abelian. In
Section 3 we ruled out this possibility by asking for A to be primitive.

The other important feature we required to prove Theorem 1.1 is σ -unitality. We
do not know whether this assumption could be weakened, but it certainly cannot be
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removed tout court. Indeed, there are extreme examples of primitive, non-σ -unital
C∗-algebras whose corona is finite-dimensional (see [Sakai 1971; Ghasemi and
Koszmider 2018]), for which Theorem 1.1 is trivially false. Our conjecture is that
there might be a condition on the order structure of the approximate unit of A
which is weaker than σ -unitality, but still makes Theorem 1.1 true. For instance, it
would be interesting to know whether the techniques used in Theorem 1.1 could be
applied to the algebra of the compact operators on a nonseparable Hilbert space,
or more generally to a C∗-algebra A with a projection p ∈ M(A) such that p Ap is
primitive, nonunital and σ -unital.

We remark that the proof of Theorem 1.1 we gave can be adapted to any primitive
C∗-algebra A which admits an increasing approximate unit {eα}α∈κ , for κ regular
cardinal, to produce a κ+-sized family of orthogonal positive elements in Q(A)
which cannot be lifted to a set of commuting elements in M(A).

Another lifting problem that we want to discuss is the following:

Question 4.1. Assume F ⊆ Q(A)sa is a commutative family such that any smaller
(in the sense of cardinality) subset can be lifted to a set of commuting elements in
M(A)sa . Can F be lifted to a collection of commuting elements in M(A)sa?

Theorem 1.1 and Proposition 2.2 entail that this is not true in general for prim-
itive, nonunital, σ -unital C∗-algebras if |F | = ℵ1, pointing out the set theoretic
incompactness of ℵ1 for this property.

If the family F is infinite and countable, then Question 4.1 has a positive answer
in the Calkin algebra.

Proposition 4.2. Suppose that A is a separable abelian C∗-subalgebra of Q(H)
such that every finitely generated subalgebra of A has an abelian lift. Then A has
an abelian lift.

The proof of this proposition relies on Voiculescu’s theorem [Higson and Roe
2000, Theorem 3.4.6], starting from the following lemma. Given a map ϕ :
A→Q(H), we say that8 : A→ B(H) lifts ϕ if ϕ=π◦8, where π : B(H)→Q(H)
is the quotient map.

Lemma 4.3. Let A be a separable unital abelian C∗-subalgebra of Q(H). If
there exists a unital abelian C∗-algebra B ⊆ B(H) lifting A, then there is a unital
∗-homomorphism 8 : A→ B(H) lifting the identity map on A.

Proof. Since B is abelian, there exists a masa (maximal abelian subalgebra) of B(H)
containing B. Masas in B(H) are von Neumann algebras and, as such, they are
generated by their projections. This entails that A is contained in a separable unital
abelian subalgebra C(Y ) of Q(H) which is generated by its projections. By [Brown
et al. 1977, Theorem 1.15] there exists a unital ∗-homomorphism9 :C(Y )→ B(H)
lifting the identity on C(Y ). Let 8 be the restriction of 9 to C(X). �
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Proof of Proposition 4.2. Suppose that F = {an}n∈N ⊆ Q(H)sa is an abelian family
such that every finite subset of F has a commutative lift. Without loss of generality,
we can assume that a0=1. By Lemma 4.3 we can assume that, for every k ∈N, there
is a unital ∗-homomorphism 8k : C∗({an}n≤k)→ B(H) lifting the identity map on
C∗({an}n≤k). By Voiculescu’s theorem [Higson and Roe 2000, Theorem 3.4.6] we
can moreover assume that, for every n ∈N, the sequence {8k(an)}k≥n converges to
some self-adjoint operator An in B(H) such that An−8k(an) is compact for every
k ∈ N. The family {An}n∈N is a commutative lifting of {an}n∈N. �

More general forms of Voiculescu’s theorem are known to hold for extensions of
various separable C∗-algebras other than K (H); see [Elliott and Kucerovsky 2001;
Gabe 2016; Schafhauser 2018, Section 2.2]. Such generalizations could potentially
be used to carry out the arguments exposed above for coronas of other separable
nuclear stable C∗-algebras. We note, however, the importance of being able to lift
separable abelian subalgebras of Q(H) to abelian algebras in B(H) with the same
spectrum, as guaranteed by Lemma 4.3. This is false in general in other coronas, as
it happens for instance when A = Z ⊗ K (H). In this case, projections in Q(A) do
not necessarily lift to projections in M(A), since the former has real rank zero but
the latter has not; see [Lin and Ng 2016].

The following example shows that Question 4.1 has a negative answer for finite
families with an even number of elements.

Example 4.4. Let Sn be the n-dimensional sphere. The algebra C(Sn) is generated
by n+ 1 self-adjoint elements {hi }0≤i≤n satisfying the relation

h2
0+ · · ·+ h2

n = 1.

Let F = {hi }0≤i≤n . The relation above implies that the joint spectrum of a subset
of F of size m ≤ n is the m-dimensional ball Bm. The space Bm is contractible,
therefore the group Ext(Bm) is trivial; see [Higson and Roe 2000, Sections 2.6, 2.7]
for the definition of the functor Ext and its basic properties. As a consequence, for
any [τ ] ∈ Ext(Sn), any proper subset of τ [F] can be lifted to a set of commuting
self-adjoint operators in B(H). On the other hand Ext(S2k+1)= Z for every k ∈ N.
We conclude that any nontrivial extension τ of C(S2k+1) produces, by Lemma 4.3,
a family τ [F] of size 2k + 2 in the Calkin algebra for which Question 4.1 has a
negative answer.

Since Ext(S2k)= {0} for every k ∈ N, this argument does not apply to families
of odd cardinality. However, in [Davidson 1985] (see also [Voiculescu 1981;
Loring 1988]), the author builds a set of three commuting self-adjoint elements in
the corona algebra of

⊕
n∈N Mn(C) with no commutative lifting to the multiplier

algebra, whose proper subsets of size two all admit a commutative lifting. The
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answer to Question 4.1 for larger finite families with an odd number of elements is,
to the best of our knowledge, unknown.
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SCHWARZ LEMMA AT THE BOUNDARY
ON THE CLASSICAL DOMAIN OF TYPE IV

JIANFEI WANG, TAISHUN LIU AND XIAOMIN TANG

Let RIV(n) be the classical domain of type IV in Cn with n ≥ 2. The
purpose of this paper is twofold. The first is to investigate the boundary
points of RIV(n). We give a sufficient and necessary condition such that
the boundary points of RIV(n) are smooth. The second is to establish the
boundary Schwarz lemma on the classical domain of type IV . we obtain
the optimal estimates of the eigenvalues of the Fréchet derivative for holo-
morphic self-mappings at the smooth boundary point of RIV(n).

1. Introduction

The Schwarz lemma is one of the most important results in the classical complex
analysis, which has become a crucial theme in many branches of mathematics for
over a hundred years. A great deal of work has been devoted to generalizations of
Schwarz lemma to more general settings. These results are widely applied to many
fields such as geometric function theory, harmonic analysis, complex dynamical
systems and differential geometry. We refer to [Ahlfors 1938; Elin et al. 2014;
Garnett 1981; Hua 1963; Kim and Lee 2011; Rodin 1987; Wu 1967; Xiao and Zhu
2011; Yau 1978] for a more complete insight on the Schwarz lemma.

As an elementary application of the Schwarz lemma, there is the boundary
version of the Schwarz lemma as follows.

Lemma 1.1 [Garnett 1981]. Assume a holomorphic function f (z) maps the unit
disk 4 into itself. If f is holomorphic at z = 1, with f (0)= 0 and f (1)= 1, then
f ′(1)≥ 1. Moreover, the inequality is sharp.

If the condition f (0)= 0 is removed in Lemma 1.1, then one has the following
estimate instead:

(1-1) f ′(1)≥
|1− f (0)|2

1− | f (0)|2
> 0.

Tang is the corresponding author.
MSC2010: primary 32H02; secondary 32H99, 30C80.
Keywords: holomorphic mapping, Schwarz lemma at the boundary, the classical domain of type IV .
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The Schwarz lemma at the boundary is also interesting and plays an important
role in the complex analysis. For instance, since de Branges solved the Bieberbach
conjecture, finding the exact value of the Bloch constant is the number one important
problem in the geometric function theory of one complex variable. Though the
precise value of the Bloch constant is still open, Bonk [1990] improved the Bloch
constant by using Lemma 1.1. As for the geometric function theory of several
complex variables, applying Lemma 1.1, Gong and Liu et al. [Gong and Liu 1999;
Liu and Ren 1998b; Zhang and Liu 2002] have achieved breakthroughs on the
growth, covering and distortion theorems for biholomorphic convex mappings or
quasiconvex mappings on some domains.

A lot of attention [Cartan 1931; Look 1958; Burns and Krantz 1994; Huang 1993;
1994; 1995; Krantz 2011; Tang et al. 2017] has been paid to the multidimensional
generalizations of the boundary Schwarz lemma. Recently, we first established the
Schwarz lemma at the boundary on the open unit ball of Cn [Liu et al. 2015], and
then extended the boundary Schwarz lemma to the strongly pseudoconvex domain
and the unit polydisk in Cn [Liu and Tang 2016a; Tang et al. 2015]. These lemmas
can be applied to study the distortion theorem of biholomorphic starlike mapping
in [Liu and Tang 2016b; Liu et al. 2015].

As one generalization of the unit ball, it is natural to consider the boundary
Schwarz lemma on the bounded symmetric domains of classical types which are
Hermitian symmetric spaces of noncompact type with nonsmooth boundaries. Let
us first recall the definition of the four classical domains in the sense of Hua. Details
may be found in [Hua 1963]. Let Cm×n be the set of all m× n complex matrices
with 1≤ m ≤ n.

• The classical domain of type I, RI(m, n) ⊂ Cm×n , consists of matrices Z
such that Im − Z Z ′ > 0, where Im is the unit square matrix of order m, and
the inequality sign means that the left-hand side is positive definite.

• The classical domain of type II, RII(n)⊂Cn×n , consists of matrices Z such
that Z = Z ′ and In − Z Z ′ > 0.

• The classical domain of type III, RIII(n)⊂ Cn×n , consists of matrices Z
such that Z =−Z ′ and In − Z Z ′ > 0.

• The classical domain of type IV , RIV(n)⊂Cn, is the set of Z=(z1, z2, . . . , zn)

satisfying 1− 2‖Z‖2+ |Z Z ′|2 > 0 and |Z Z ′|< 1.

The classical domain of type IV is also called the Lie ball, which has attracted
the attention of many mathematicians. Here we refer the reader to [Chu 2014;
Morimoto 1999; Wang et al. 2009], for discussions related to such studies.
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By [Liu 1989], it is easy to see that RIV(n) is a bounded convex circular domain
in Cn , the Minkowski functional

ρ(Z)=
√
‖Z‖2+

√
‖Z‖4− |Z Z ′|2

is a Banach norm of Cn , and

RIV(n)= {Z ∈ Cn
: ρ(Z) < 1}.

It is easy to verify that
RIV(1)=4

RIV(2)≈42

RIV(3)≈RII(2)

RIV(4)≈RI(2, 2)

RIV(6)≈RIII(4).

From now on, we assume that n ≥ 2 for RIV(n).
Recently, we have established the Schwarz lemma at the boundary on the classical

domain of type I [Liu and Tang 2017] and the classical domain of type II [Tang
et al. 2018]. Because the classical domain of type IV is very different from the first
three types, we will introduce a new analytic tool to deal with the Schwarz lemma
at the boundary. Also, notice that RIV(n) is a convex domain, but RIV(n) is not
a strongly pseudoconvex domain and ∂RIV(n) is not smooth. Hence, a smooth
boundary point of RIV(n)⊂ Cn is completely different from the unit ball and the
strongly pseudoconvex domain in [Liu and Tang 2016a; Liu et al. 2015].

The aim of this paper is to prove the following theorem as a generalization of
Lemma 1.1 which is concerned with the holomorphic mappings from RIV(n) to
RIV(n).

Theorem 1.2. Let f :RIV(n)→RIV(n) be a holomorphic mapping with f (0)=a,
and let Z̊ = eiθ

( 1
2(r1+ r2),

i
2(r1− r2), 0, . . . , 0

)
T be a smooth boundary point of

RIV(n), where 1 = r1 > r2 ≥ 0, θ ∈ R and T is a real orthogonal square matrix
of order n. If f is holomorphic at Z̊ and f (Z̊) = Z̊ , then all the eigenvalues λ,
µi (i = 1, . . . , n − 2) and ν of the linear transformation D f (Z̊) on Cn have the
following properties.

(1) ∇ρ(Z̊) is an eigenvector of D∗ f (Z̊) and the corresponding eigenvalue is a
real number λ that we just mentioned above. That is,

D∗ f (Z̊)(∇ρ(Z̊))= λ∇ρ(Z̊).

(2) λ≥
1− ρ(a)
1+ ρ(a)

> 0.
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(3) T 1,0
Z̊
(∂RIV(n))= M ⊕ N ,

where

N = {eiθαT : α ∈ Cn, α1− iα2 = 0, (α3, · · · , αn)= 0}

is a one-dimensional invariant subspace of D f (Z̊), and M is an (n−2)-
dimensional invariant subspace of D f (Z̊). Moreover, the eigenvalues µi

of D f (Z̊), which is a linear transformation on M , satisfy

|µi | ≤
√
λ, i = 1, . . . , n− 2;

and the eigenvalue ν of D f (Z̊), which is a linear transformation on N , satisfies

|ν| ≤ 1.

(4) | det D f (Z̊)| ≤ λn/2, | tr D f (Z̊)| ≤ λ+
√
λ(n− 2)+ 1.

Moreover, the inequalities in (2), (3) and (4) are sharp.

This paper is organized as follows. In Section 2, we investigate some properties
of the smooth boundary points of RIV(n). In Section 3, we present four lemmas
which are used to prove our main result. In Section 4, we give the complete proof
of Theorem 1.2.

2. Smooth boundary points of RIV(n)

In this section, we give some characterizations of the smooth boundary points of
RIV(n), which will not only be used in the subsequent sections but also have its
own interest.

Denote by Cn the n-dimensional complex Hilbert space with the inner product
and the norm given by

〈Z ,W 〉 =
n∑

j=1

z jw j , ‖Z‖ = (〈Z , Z〉)
1
2 ,

where Z ,W ∈ Cn . As real vectors in R2n , Z and W are orthogonal if and only if
<〈Z ,W 〉 = 0. Throughout this paper, we write a point Z ∈ Cn as a row vector in
1× n matrix form Z = (z1, z2, . . . , zn), and the symbol ′ stands for the transpose
of vectors or matrices.

Suppose that θ ∈ R and T is a real orthogonal square matrix of order n. Then

Z ∈RIV(n)⇐⇒ eiθ Z T ∈RIV(n)

and

Z ∈ ∂RIV(n)⇐⇒ eiθ Z T ∈ ∂RIV(n).
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We also get

ρ(eiθ Z T )= ρ(Z)

for each Z ∈ Cn. For Z̊ ∈ Cn , according to [Hua 1963], Z̊ has the following polar
decompositions:

Z̊ = eiθ
(r1+r2

2
, i r1−r2

2
, 0, . . . , 0

)
T,

where θ ∈ R, r1 ≥ r2 ≥ 0 and T is a real orthogonal square matrix of order n. By
an elementary calculation, we have

ρ(Z)= r1.

Theorem 2.1. Let Z̊ ∈ Cn be the polar decomposition above. Then Z̊ is a smooth
boundary point of ∂RIV(n) if and only if 1 = r1 > r2 ≥ 0. Furthermore, the
Minkowski functional ρ(Z) of RIV(n) has the following properties.

(1) ρ(Z) is holomorphic about Z and Z near Z̊ .

(2) The gradient of ρ at Z̊ is

∇ρ(Z̊)= eiθ (1, i, 0, . . . , 0)T

and ∇ρ(Z̊) is a nonzero outward normal vector to ∂RIV(n) at Z̊ .

(3) 〈Z̊ ,∇ρ(Z̊)〉 = 1.

Proof. It is clear that Z̊ ∈ ∂RIV(n) if and only if r1 = ρ(Z̊) = 1. Suppose that
1= r1 > r2 ≥ 0. Then

‖Z̊‖2 =
1+ r2

2

2
,

Z̊ Z̊ ′ = ei2θr2,√
‖Z̊‖4− |Z̊ Z̊ ′|2 =

1− r2
2

2
.

Notice that

2ρ(Z̊)
∂ρ

∂ z̄ j
(Z̊)=

∂

∂ z̄ j
[(ρ(Z))2]|Z=Z̊

=
∂

∂ z̄ j

(
‖Z‖2+

√
‖Z‖4− |Z Z ′|2

)∣∣
Z=Z̊

= z̊ j +
1
2

2‖Z̊‖2 z̊ j − 2(Z̊ Z̊ ′)z̊ j√
‖Z̊‖4− |Z̊ Z̊ ′|2

.
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This gives

∇ρ(Z̊)= Z̊ + 2
1
2(1+ r2

2 )Z̊ − r2eiθ
(1

2(1+ r2),−
i
2(1− r2), 0, . . . , 0

)
T

1− r2
2

= Z̊ +
(1+ r2

2 )Z̊ − r2eiθ
(
1+ r2,−i(1− r2), 0, . . . , 0

)
T

1− r2
2

=
2Z̊ − r2eiθ

(
1+ r2,−i(1− r2), 0, . . . , 0

)
T

1− r2
2

= eiθ

(
1+ r2, i(1− r2), 0, . . . , 0

)
−
(
r2(1+ r2),−ir2(1− r2), 0, . . . , 0

)
1− r2

2
T

= eiθ (1, i, 0, . . . , 0)T 6= 0.

Hence, Z̊ is a smooth boundary point of RIV(n). It is obvious that ρ(Z) is a
holomorphic function about Z and Z near Z̊ . Moreover,

〈Z̊ ,∇ρ(Z̊)〉 = Z̊∇ρ(Z̊)′ = 1
2(1+ r2)+

1
2(1− r2)= 1.

Conversely, suppose that Z̊ is a smooth boundary point of RIV(n). Assume

1= r1 = r2.

Then Z̊ = eiθ (1, 0, . . . , 0)T , and any two nonzero outward normal vectors to
∂RIV(n) at Z̊ have the same direction. We consider the following two different
(2n− 1)-dimensional real affine spaces through Z̊ in Cn:

61 = {Z̊ + eiθαT :α ∈ Cn, <(α1− iα2)= 0},

62 = {Z̊ + eiθαT :α ∈ Cn, <(α1+ iα2)= 0}.

Given the nonzero vector eiθ (1, i, 0, . . . , 0)T ∈ Cn , we have

<〈eiθαT, eiθ (1, i, 0, . . . , 0)T 〉 = <(α1− iα2)= 0

for any Z̊ + eiθαT ∈ 61. Thus eiθ (1, i, 0, . . . , 0)T is a normal vector to 61 at Z̊
(see figure). Similarly, eiθ (1,−i, 0, . . . , 0)T ∈ Cn is a normal vector to 62 at Z̊ .

.

eiθ(1, i, 0, · · · , 0)T

Σ1

eiθWT Z
◦

RIV(n)
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Now, we claim that |w1 ± iw2| < 1 for each W ∈ RIV(n). Write W̃ =
(w3, . . . , wn). Then

|w1± iw2|
2

= |w1|
2
+ |w2|

2
± 2<w̄1iw2

= |w1|
2
+ |w2|

2
∓ 2=w̄1w2

≤ |w1|
2
+ |w2|

2
+

√
4(=w̄1w2)2

= |w1|
2
+ |w2|

2
+

√
2<[w̄1w2(w1w̄2− w̄1w2)]

= |w1|
2
+ |w2|

2
+

√
|w1|

4
+ 2|w1|

2
|w2|

2
+ |w2|

4
− |w1|

4
− 2<w̄2

1w
2
2 − |w2|

4

= |w1|
2
+ |w2|

2
+

√
(|w1|

2
+ |w2|

2)2− |w2
1 +w

2
2|

2

≤ |w1|
2
+ |w2|

2
+‖W̃‖2+

(
(|w1|

2
+ |w2|

2)2+ 2(|w1|
2
+ |w2|

2)‖W̃‖2+‖W̃‖4

− |w2
1 +w

2
2|

2
− 2<(w2

1 +w
2
2)W̃ W̃ ′− |W̃ W̃ ′|2

)1
2

= |w1|
2
+ |w2|

2
+‖W̃‖2+

√
(|w1|

2
+ |w2|

2
+‖W̃‖2)2− |w2

1 +w
2
2 + W̃ W̃ ′|2

= ‖W‖2+
√
‖W‖4− |W W ′|2

= (ρ(W ))2

< 1.

Thus, for any eiθW T ∈RIV(n), we get

<〈Z̊ − eiθW T, eiθ (1, i, 0, . . . , 0)T 〉 = 1−<(w1− iw2) > 0.

This shows that RIV(n) is located on one side of 61. That is, 61 is an affine
tangent space to ∂RIV(n) at Z̊ . Similar to the proof above, we know that 62 is
also an affine tangent space to ∂RIV(n) at Z̊ . Since Z̊ is a smooth boundary point
of RIV(n), this contradicts with 61 6= 62. Hence, we have 1= r1 > r2 ≥ 0. The
proof is complete. �

3. Some lemmas

In this section, we exhibit some notations and collect several lemmas, which will
be used in the subsequent section.

Let f :RIV(n)→ Cn be a holomorphic mapping. The Fréchet derivative of f
at a ∈RIV(n) is defined by

(D f (a)(W ))i =

n∑
j=1

∂ fi

∂z j
(a)w j , W ∈ Cn.

It is easy to see that D f (a) is a linear transformation from Cn to Cn and d f (Z)
∣∣

Z=a=

D f (a)(d Z). Let D∗ f (a) be the adjoint transformation of D f (a) with respect to



316 JIANFEI WANG, TAISHUN LIU AND XIAOMIN TANG

the inner product 〈·,·〉. That is,

〈D∗ f (a)(Z),W 〉 = 〈Z , D f (a)(W )〉, Z ,W ∈ Cn.

D∗ f (a) is also a linear transformation from Cn to Cn . Specifically,

(D∗ f (a)(Z))i =
n∑

j=1

∂ f̄ j

∂ z̄i
(a)z j , Z ∈ Cn.

It is clear that λ is an eigenvalue of D f (a) if and only if λ is an eigenvalue of
D∗ f (a).

Lemma 3.1 [Liu 1989]. Let a = eiφ
( 1

2(l1 + l2),
i
2(l1 − l2), 0, . . . , 0

)
A ∈ RIV(n).

Write

Q = A′

 1+ l1l2 01− l1l2

0
√

(1− l2
1)(1− l2

2)In−2

A,

where 1> l1 ≥ l2 ≥ 0, φ ∈ R and A is a real orthogonal square matrix of order n.
For any Z ∈RIV(n), define

ϕa(Z)=
a+ Z Z ′ā− Z Q

1− 2Zā′+ Z Z ′aa′
.

Then the following statements hold:

(1) ϕa(Z) is a holomorphic automorphism of RIV(n), and ϕa(Z) is biholomorphic
in a neighborhood of RIV(n).

(2) ϕa(0)= a, ϕa(a)= 0, ϕ−1
a = ϕa .

(3) dϕa(Z)|Z=a =
d Z(2a′ā− Q)
(1− l2

1)(1− l2
2)
, dϕa(Z)|Z=0 = d Z(2ā′a− Q).

In what follows, we always denote by F(Z , ξ) the infinitesimal form of the
Carathéodory metric or the Kobayashi metric on RIV(n), where Z ∈RIV(n) and
ξ ∈ Cn; see [Krantz 1982] for details.

Lemma 3.2. Let ρ(Z) be the Minkowski functional of RIV(n). Then with the
notation of Lemma 3.1, for any ξ ∈ Cn ,

F(a, ξ)

=
1

(1− l2
1)(1− l2

2)

× ρ

ξ A′


(

1
2(2− l2

1 − l2
2)

i
2(l

2
1 − l2

2)

−
i
2(l

2
1 − l2

2)
1
2(2− l2

1 − l2
2)

)
0

0
√

(1− l2
1)(1− l2

2)In−2


.
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Proof. Because ϕa(Z) is a holomorphic automorphism of RIV(n), and F(Z , ξ) is
a biholomorphically invariant metric on RIV(n), we have

F(a, ξ)= F(0, Dϕa(a)(ξ)).

This, together with Dϕa(a)(d Z)= dϕa(Z)
∣∣

Z=a and Lemma 3.1, implies

F(a, ξ)= F(0, Dϕa(a)(ξ))=
F(0, ξ(2a′ā− Q))
(1− l2

1)(1− l2
2)
=

F(0, ξ(Q− 2a′ā))
(1− l2

1)(1− l2
2)

.

Hence, by Lemma 3.2 in [Gong and Liu 1999], we obtain

F(a, ξ)=
F(0, ξ(Q− 2a′ā))
(1− l2

1)(1− l2
2)
=
ρ(ξ(Q− 2a′ā))
(1− l2

1)(1− l2
2)
.

Notice that

2a′ā = 2A′



1
2(l1+ l2)
i
2(l1− l2)

0
...

0


( 1

2(l1+ l2),−
i
2(l1− l2), 0, . . . , 0

)
A

= A′


(

1
2(l

2
1 + l2

2 + 2l1l2) −
i
2(l

2
1 − l2

2)
i
2(l

2
1 − l2

2)
1
2(l

2
1 + l2

2 − 2l1l2)

)
0

0 0

 A.

Then

Q− 2a′ā = A′


(

1
2(2− l2

1 − l2
2)

i
2(l

2
1 − l2

2)

−
i
2(l

2
1 − l2

2)
1
2(2− l2

1 − l2
2)

)
0

0
√

(1− l2
1)(1− l2

2)In−2

 A.

This yields

F(a, ξ)

=
1

(1− l2
1)(1− l2

2)

× ρ

ξ A′


(

1
2(2− l2

1 − l2
2)

i
2(l

2
1 − l2

2)

−
i
2(l

2
1 − l2

2)
1
2(2− l2

1 − l2
2)

)
0

0
√

(1− l2
1)(1− l2

2)In−2


. �



318 JIANFEI WANG, TAISHUN LIU AND XIAOMIN TANG

Lemma 3.3. Let Z̊ be a smooth boundary point of RIV(n). Then for each W ∈ Cn ,

|〈W,∇ρ(Z̊)〉| ≤ ρ(W ).

Proof. Without loss of generality, we may assume W 6= 0. Then W
ρ(W )
∈ ∂RIV(n).

Since RIV(n) is a bounded convex circular domain, we have

<

〈
Z̊ − eiθ W

ρ(W )
,∇ρ(Z̊)

〉
≥ 0

for any θ ∈ R. It follows from this and Theorem 2.1 that

<
eiθ

ρ(W )
〈W,∇ρ(Z̊)〉 ≤ <〈Z̊ ,∇ρ(Z̊)〉 = 1.

This gives |〈W,∇ρ(Z̊)〉| ≤ ρ(W ). �

Lemma 3.4 [Liu and Ren 1998a]. Let f : RIV(n)→ RIV(n) be a holomorphic
mapping with f (0)= 0. Then for any Z ∈RIV(n),

ρ( f (Z))≤ ρ(Z).

4. Proof of Theorem 1.2

In this section, we will prove the Schwarz lemma at the smooth boundary point for
holomorphic self-mappings of RIV(n). Firstly, we need the following notation.

Let Z̊ = eiθ
( 1

2(r1+ r2),
i
2(r1− r2), 0, . . . , 0

)
T be a smooth boundary point of

RIV(n), where 1= r1 > r2 ≥ 0, θ ∈ R and T is a real orthogonal square matrix of
order n. Then by Theorem 2.1, we have

〈eiθαT,∇ρ(Z̊)〉 = α(1,−i, 0, . . . , 0)′ = α1− iα2

for any α ∈ Cn . Hence, the tangent space TZ̊ (∂RIV(n)) to ∂RIV(n) at Z̊ is

TZ̊ (∂RIV(n))= {β ∈Cn
: <〈β,∇ρ(Z̊)〉 = 0} = {eiθαT :α ∈Cn, <(α1− iα2)= 0},

and the holomorphic tangent space T 1,0
Z̊
(∂RIV(n)) to ∂RIV(n) at Z̊ is

T 1,0
Z̊
(∂RIV(n))= {β ∈ Cn

: 〈β,∇ρ(Z̊)〉 = 0} = {eiθαT : α ∈ Cn, α1− iα2 = 0}.

Proof of Theorem 1.2. (1) For each β ∈ TZ̊ (∂RIV(n)), we have D f (Z̊)(β) ∈
TZ̊ (∂RIV(n)). So

<〈D f (Z̊)(β),∇ρ(Z̊)〉 = <〈β, D∗ f (Z̊)(∇ρ(Z̊))〉 = 0.

Hence, there exists λ ∈ R such that

D∗ f (Z̊)(∇ρ(Z̊))= λ∇ρ(Z̊).



SCHWARZ LEMMA AT THE BOUNDARY ON THE CLASSICAL DOMAIN OF TYPE IV 319

This means that λ is an eigenvalue of D∗ f (Z̊) and ∇ρ(Z̊) is an eigenvector of
D∗ f (Z̊) with respect to λ. Since λ ∈ R, we know that λ is also an eigenvalue
of D f (Z̊). The proof of (1) is complete.

(2) The proof of (2) is divided into two cases.

Case 1. f (0)= a = 0. For each t ∈ (0, 1), by Lemma 3.4 we obtain

ρ( f (t Z̊))≤ ρ(t Z̊)= t.

This, together with Lemma 3.3, yields

(4-1) <〈 f (t Z̊),∇ρ(Z̊)〉 ≤ ρ( f (t Z̊))≤ t.

By Theorem 2.1, 〈Z̊ ,∇ρ(Z̊)〉 = 1. Thus, combine

f (t Z̊)= Z̊ − (1− t)D f (Z̊)(Z̊)+ O(|t − 1|2)

as t→ 1− and (4-1) to get

1− (1− t)<〈D f (Z̊)(Z̊),∇ρ(Z̊)〉+ O(|t − 1|2)≤ t.

This gives
<〈Z̊ , D∗ f (Z̊)(∇ρ(Z̊))〉+ O(|t − 1|)≥ 1.

It follows from D∗ f (Z̊)(∇ρ(Z̊))= λ∇ρ(Z̊) and 〈Z̊ ,∇ρ(Z̊)〉 = 1 that

λ+ O(|t − 1|)≥ 1.

Taking t→ 1−, we have λ≥ 1.

Case 2. f (0) = a 6= 0. Suppose that a = eiφ
( 1

2(l1+ l2),
i
2(l1− l2), 0, . . . , 0

)
A ∈

RIV(n) and

Q = A′

 1+ l1l2 01− l1l2

0
√

(1− l2
1)(1− l2

2)In−2

A,

where 1> l1≥ l2≥ 0, φ ∈R and A is a real orthogonal square matrix of order n. By
Lemma 3.1, g = ϕa ◦ f :RIV(n)→RIV(n) is a holomorphic mapping, g(0)= 0
and g is holomorphic at Z̊ . Moreover,

W̊ = g(Z̊)= ϕa(Z̊)=
a+ Z̊ Z̊ ′ā− Z̊ Q

1− 2Z̊ ā′+ Z̊ Z̊ ′aa′

is also a smooth boundary point of RIV(n). Because Dϕa(Z̊)(β) ∈ TW̊ (∂RIV(n))
for each β ∈ TZ̊ (∂RIV(n)), we have

<〈Dϕa(Z̊)(β),∇ρ(W̊ )〉 = 0, <〈β, D∗ϕa(Z̊)(∇ρ(W̊ ))〉 = 0.
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It follows that there is µ ∈ R such that

(4-2) D∗ϕa(Z̊)(∇ρ(W̊ ))= µ∇ρ(Z̊).

Take
h1(ζ )= 〈ϕa(ζ Z̊),∇ρ(W̊ )〉, ζ ∈ 4.

Then h1 : 4→4 is a holomorphic function, and h1 is holomorphic at ζ = 1 with
h1(1)= 〈W̊ ,∇ρ(W̊ )〉 = 1. This, together with (1-1) and (4-2), shows

µ= 〈Z̊ , µ∇ρ(Z̊)〉 = 〈Z̊ , D∗ϕa(Z̊)(∇ρ(W̊ ))〉

= 〈Dϕa(Z̊)(Z̊),∇ρ(W̊ )〉 = h′1(1) > 0.
Set

h2(ζ )= 〈g(ζ Z̊),∇ρ(W̊ )〉, ζ ∈ 4.

Then h2 : 4→4 is a holomorphic function, and h2 is holomorphic at ζ = 1 with
h2(0)= 0 and h2(1)= 1. It follows from Lemma 1.1, (4-2) and (1) that

1≤ h′2(1)= 〈Dg(Z̊)(Z̊),∇ρ(W̊ )〉 = 〈Dϕa(Z̊)(D f (Z̊)(Z̊)),∇ρ(W̊ )〉

= 〈D f (Z̊)(Z̊), D∗ϕa(Z̊)(∇ρ(W̊ ))〉 = µ〈D f (Z̊)(Z̊),∇ρ(Z̊)〉

= µ〈Z̊ , D∗ f (Z̊)(∇ρ(Z̊))〉 = λµ.
This gives

λ≥
1
µ
.

By an elementary calculation (See Remark 4.1), we obtain

µ= 〈Dϕa(Z̊)(Z̊),∇ρ(W̊ )〉 ≤ ρ(Dϕa(Z̊)(Z̊))≤
1+ ρ(a)
1− ρ(a)

.

It follows that

λ≥
1
µ
≥

1− ρ(a)
1+ ρ(a)

.

The proof of (2) is complete.

(3) It is clear that the (n− 1)-dimensional space

T 1,0
Z̊
(∂RIV(n))=

{
eiθαT :α ∈ Cn, α1− iα2 = 0

}
is an invariant subspace of D f (Z̊). That is,

(e−iθ D f (Z̊)(β)T ′)1− i(e−iθ D f (Z̊)(β)T ′)2 = 0

for any β ∈ T 1,0
Z̊
(∂RIV(n)). Now, we claim that

N =
{
eiθαT :α ∈ Cn, α1− iα2 = 0, (α3, . . . , αn)= 0

}
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is an invariant subspace of D f (Z̊). We only need to prove that for each

β = eiθ (α1,−iα1, 0, . . . , 0)T ∈ N ,

if we set ε = e−iθ D f (Z̊)(β)T ′ ∈ Cn , then ε1− iε2 = 0 and (ε3, . . . , εn)= 0.
Since D f (Z̊)(β) ∈ T 1,0

Z̊
(∂RIV(n)), we have ε1− iε2 = 0. For t ∈ (0, 1), write

the polar decompositions of t Z̊ and f (t Z̊) as

t Z̊ = eiθ( 1
2(tr1+ tr2),

i
2(tr1− tr2), 0, . . . , 0

)
T

and
f (t Z̊)= eiθ(t)( 1

2(r1(t)+ r2(t)), i
2(r1(t)− r2(t)), 0, . . . , 0

)
T (t)

respectively, where 1> r1(t) ≥ r2(t) ≥ 0, θ(t) ∈ R and T (t) is a real orthogonal
square matrix of order n. By Lemma 3.1, corresponding to a = t Z̊ and a = f (t Z̊),
take

Q = T ′

 1+ t2r2 01− t2r2

0
√

(1− t2)(1− t2r2
2 )In−2

T

and

Q(t)=T (t)′

1+ r1(t)r2(t) 01− r1(t)r2(t)

0
√

(1− r2
1 (t))(1− r2

2 (t))In−2

T (t).

Because lim
t→1−

f (t Z̊)= Z̊ , we obtain

lim
t→1−

r1(t)= 1, lim
t→1−

r2(t)= r2.

Meanwhile, we get

θ(t)= θ + O(|t − 1|), T (t)= T + O(|t − 1|),

and D f (t Z̊)(β)= D f (Z̊)(β)+ O(|t − 1|)

as t→ 1−. Moreover, it follows from f (t Z̊)= Z̊− (1− t)D f (Z̊)(Z̊)+O(|t−1|2)
that

r1(t)= ρ( f (t Z̊))= 1− (1− t)2<
∑n

j=1
∂ρ
∂z j
(Z̊)D f j (Z̊)(Z̊)+ O(|t − 1|2)

= 1− (1− t)<〈D f (Z̊)(Z̊),∇ρ(Z̊)〉+ O(|t − 1|2)

= 1− (1− t)<〈Z̊ , D∗ f (Z̊)(∇ρ(Z̊))〉+ O(|t − 1|2)

= 1− λ(1− t)+ O(|t − 1|2)
as t→ 1−. This implies

(4-3)
√

1− r2
1 (t)=

√
1− [1− λ(1− t)+ O(|t − 1|2)]2

=

√
2λ(1− t)+ O(|t − 1|2)
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as t→ 1−. By Lemma 3.2,

F(t Z̊ , β)

=
1

(1− t2)(1− t2r2
2 )

× ρ

βT ′


(

1
2(2− t2

− t2r2
2 )

i
2(t

2
− t2r2

2 )

−
i
2(t

2
− t2r2

2 )
1
2(2− t2

− t2r2
2 )

)
0

0
√

(1− t2)(1− t2r2
2 )In−2




=
1

(1− t2)(1− t2r2
2 )

× ρ

(α1,−iα1, 0, . . . , 0)

×


(

1
2(2− t2

− t2r2
2 )

i
2(t

2
− t2r2

2 )

−
i
2(t

2
− t2r2

2 )
1
2(2− t2

− t2r2
2 )

)
0

0
√

(1− t2)(1− t2r2
2 )In−2




=
|α1|

1− t2r2
2
ρ[(1,−i, 0, . . . , 0)].

This gives

(4-4) lim
t→1−

√
1− t2 F(t Z̊ , β)= 0.

Similarly, we have

F[ f (t Z̊), D f (t Z̊)(β)]

=
1

(1− r2
1 (t))(1− r2

2 (t))

× ρ

D f (t Z̊)(β)T (t)′

×


(

1
2 (2− r2

1 (t)− r2
2 (t))

i
2 (r

2
1 (t)− r2

2 (t))

−
i
2 (r

2
1 (t)− r2

2 (t))
1
2 (2− r2

1 (t)− r2
2 (t))

)
0

0
√
(1− r2

1 (t))(1− r2
2 (t))In−2


.

Notice that

D f (t Z̊)(β)T (t)′ = D f (Z̊)(β)T ′+ O(|t − 1|)= eiθε+ O(|t − 1|)
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as t→ 1− and ε2 =−iε1. This, together with (4-3), shows

lim
t→1−

√
1− r2

1 (t)F[ f (t Z̊), D f (t Z̊)(β)]

= lim
t→1−

1√
1− r2

1 (t)(1− r2
2 (t))

× ρ

(ε1+ O(|t − 1|),−iε1+ O(|t − 1|), ε3+ O(|t − 1|), . . . , εn + O(|t − 1|)
)

×


(

1
2 (2− r2

1 (t)− r2
2 (t))

i
2 (r

2
1 (t)− r2

2 (t))

−
i
2 (r

2
1 (t)− r2

2 (t))
1
2 (2− r2

1 (t)− r2
2 (t))

)
0

0
√
(1− r2

1 (t))(1− r2
2 (t))In−2




= lim
t→1−

1√
1− r2

1 (t)(1− r2
2 (t))

× ρ
[(
ε1(1− r2

1 (t))+ O(|t − 1|),−iε1(1− r2
1 (t))+ O(|t − 1|),

ε3

√
(1− r2

1 (t))(1− r2
2 (t))+ O(|t − 1|), . . . ,

εn

√
(1− r2

1 (t))(1− r2
2 (t))+ O(|t − 1|)

)]
=

1√
1− r2

2

ρ[(0, 0, ε3, . . . , εn)].

By the contraction property of the Kobayashi metric, we get

(4-5) F[ f (t Z̊), D f (t Z̊)(β)] ≤ F(t Z̊ , β).

Thus, by (4-3), (4-4) and (4-5), we obtain

ρ[(0, 0, ε3, . . . , εn)] =
√

1− r2
2 lim

t→1−

√
1− r2

1 (t)F[ f (t Z̊), D f (t Z̊)(β)]

≤

√
1− r2

2 lim
t→1−

√

1− r2
1 (t)

√

1− t2

√
1− t2 F(t Z̊ , β)

=

√
1− r2

2

√
λ lim

t→1−

√
1− t2 F(t Z̊ , β)

= 0.

That means (ε3, . . . , εn) = 0. It follows that N is a one-dimensional invariant
subspace of D f (Z̊). Hence, there is an (n−2)-dimensional invariant subspace M
of D f (Z̊) such that

T 1,0
Z̊
(∂RIV(n))= M ⊕ N .

Because M ∩ N = {0}, we have (ε3, . . . , εn) 6= 0 for any β ∈ M \ {0}.
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For each eigenvalue µi of D f (Z̊) on M , suppose that β(i) = eiθα(i)T ∈ M \ {0}
is a nonzero eigenvector with respect to µi . Here,

(α
(i)
3 , . . . , α

(i)
n ) 6= 0 and e−iθ D f (Z̊)(β(i))T ′ = µiα

(i), i = 1, . . . , (n− 2).

By Lemma 3.2, we get (omitting the dependence of r1 and r2 on t for brevity):

F(t Z̊ , β(i))

=
1

(1−t2)(1−t2r2
2 )

×ρ

β(i)T ′

(

1
2(2−t2

−t2r2
2 )

i
2(t

2
−t2r2

2 )

−
i
2(t

2
−t2r2

2 )
1
2(2−t2

−t2r2
2 )

)
0

0
√

(1−t2)(1−t2r2
2 )In−2




=
1

(1−t2)(1−t2r2
2 )
ρ

(α(i)1 ,−iα(i)1 , α
(i)
3 , . . . , α

(i)
n
)

×


(

1
2(2−t2

−t2r2
2 )

i
2(t

2
−t2r2

2 )

−
i
2(t

2
−t2r2

2 )
1
2(2−t2

−t2r2
2 )

)
0

0
√

(1−t2)(1−t2r2
2 )In−2




=
1

1−t2r2
2
ρ

[(
α
(i)
1 ,−iα(i)1 ,

√
1−t2r2

2

1−t2 α
(i)
3 , . . . ,

√
1−t2r2

2

1−t2 α(i)n

)]
.

This gives

lim
t→1−

√
1− t2 F(t Z̊ , β(i))=

1
√

1− r2
2

ρ[(0, 0, α(i)3 , . . . , α
(i)
n )] 6= 0.

On the other hand,

F[ f (t Z̊), D f (t Z̊)(β(i))]

=
1

(1−r2
1 )(1−r2

2 )

×ρ

D f (t Z̊)(β(i))T (t)′

×


(

1
2(2−r2

1−r2
2 )

i
2(r

2
1−r2

2 )

−
i
2(r

2
1−r2

2 )
1
2(2−r2

1−r2
2 )

)
0

0
√

(1−r2
1 )(1−r2

2 )In−2


 .
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Notice that

D f (t Z̊)(β(i))T (t)′ = D f (Z̊)(β(i))T ′+ O(|t − 1|)= µi eiθα(i)+ O(|t − 1|)

as t→ 1−. Therefore we have

lim
t→1−

√
1− r2

1 F[ f (t Z̊), D f (t Z̊)(β(i))]

= lim
t→1−

1
√

1− r2
1 (1− r2

2 )

× ρ

(µiα
(i)
1 + O(|t − 1|),−iµiα

(i)
1 + O(|t − 1|), µiα

(i)
3 + O(|t − 1|), . . . ,

µiα
(i)
n + O(|t − 1|)

)
×


(

1
2(2− r2

1 − r2
2 )

i
2(r

2
1 − r2

2 )

−
i
2(r

2
1 − r2

2 )
1
2(2− r2

1 − r2
2 )

)
0

0
√

(1− r2
1 )(1− r2

2 )In−2




= lim
t→1−

1
√

1− r2
1 (1− r2

2 )

× ρ
[(
µiα

(i)
1 (1− r2

1 )+ O(|t − 1|),−iµiα
(i)
1 (1− r2

1 )+ O(|t − 1|),

µiα
(i)
3

√
(1− r2

1 )(1− r2
2 )+ O(|t − 1|), . . . ,

µiα
(i)
n

√
(1− r2

1 )(1− r2
2 )+ O(|t − 1|)

)]
=
|µi |
√

1− r2
2

ρ[(0, 0, α(i)3 , . . . , α
(i)
n )]

= |µi | lim
t→1−

√
1− t2 F(t Z̊ , β(i)).

It follows from this and (4-3) that

1≥ lim
t→1−

F[ f (t Z̊), D f (t Z̊)(β(i))]

F(t Z̊ , β(i))

= lim
t→1−

√
1−t2
√

1−r2
1

√

1−r2
1

√
1−t2

F[ f (t Z̊), D f (t Z̊)(β(i))]

F(t Z̊ , β(i))
=
|µi |
√
λ
.

This implies

|µi | ≤
√
λ, i = 1, . . . , n−2.

For the only eigenvalue ν of D f (Z̊) on N , suppose that β = eiθαT ∈ N \ {0} is
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a nonzero eigenvector with respect to ν. Here, α = (α1,−iα1, 0, . . . , 0), α1 6= 0
and e−iθ D f (Z̊)(β)T ′ = να. Then by Lemma 3.2, we have

F(t Z̊ , β)

=
1

(1−t2)(1−t2r2
2 )

×ρ

βT ′


(

1
2(2−t2

−t2r2
2 )

i
2(t

2
−t2r2

2 )

−
i
2(t

2
−t2r2

2 )
1
2(2−t2

−t2r2
2 )

)
0

0
√

(1−t2)(1−t2r2
2 )In−2




=
1

(1−t2)(1−t2r2
2 )

×ρ

(α1,−iα1, 0, . . . , 0)

×


(

1
2(2−t2

−t2r2
2 )

i
2(t

2
−t2r2

2 )

−
i
2(t

2
−t2r2

2 )
1
2(2−t2

−t2r2
2 )

)
0

0
√

(1−t2)(1−t2r2
2 )In−2




=
|α1|

1−t2r2
2
ρ[(1,−i, 0, . . . , 0)].

Hence,

lim
t→1−

F(t Z̊ , β)=
|α1|

1− r2
2
ρ[(1,−i, 0, . . . , 0)] =

2|α1|

1− r2
2
6= 0.

On the other hand,

F[ f (t Z̊), D f (t Z̊)(β)]

=
1

(1−r2
1 )(1−r2

2 )

×ρ

D f (t Z̊)(β)T (t)′

×


(

1
2(2−r2

1−r2
2 )

i
2(r

2
1−r2

2 )

−
i
2(r

2
1−r2

2 )2
1
2(2−r2

1−r2
2 )

)
0

0
√

(1−r2
1 )(1−r2

2 )In−2


 .
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By (4-3), we obtain

D f (t Z̊)(β)T (t)′

= D f (Z̊)(β)T ′+ O(|t − 1|)

= eiθνα+ eiθ [b1(1− r2
1 (t))+ O(|t − 1|2), b2(1− r2

1 (t))+ O(|t − 1|2),

O(|t − 1|), . . . , O(|t − 1|)
]

as t→ 1−. This, together with (4-3), yields

lim
t→1−

F[ f (t Z̊), D f (t Z̊)(β)]

= lim
t→1−

1
(1− r2

1 (t))(1− r2
2 (t))

× ρ

(να1+ b1(1− r2
1 (t))+ O(|t − 1|2),−iνα1+ b2(1− r2

1 (t))+ O(|t − 1|2),

O(|t − 1|), . . . , O(|t − 1|)
)

×


(

1
2 (2− r2

1 (t)− r2
2 (t))

i
2 (r

2
1 (t)− r2

2 (t))

−
i
2 (r

2
1 (t)− r2

2 (t))
1
2 (2− r2

1 (t)− r2
2 (t))

)
0

0
√
(1− r2

1 (t))(1− r2
2 (t))In−2




=
1

1−r2
2
ρ
[(
να1+

1−r2
2

2
(b1− ib2),−iνα1+ i

1−r2
2

2
(b1− ib2), 0, . . . , 0

)]
.

Since∣∣να1+
i
2(1− r2

2 )(b1− ib2)
∣∣2+ ∣∣−iνα1+

i
2(1− r2

2 )(b1− ib2)
∣∣2

= 2|ν|2|α1|
2
+

1
2(1− r2

2 )
2
|b1− ib2|

2

and[
να1+

i
2(1− r2

2 )(b1− ib2)
]2
+
[
−iνα1+

i
2(1− r2

2 )(b1− ib2)
]2

= 2να1(1− r2
2 )(b1− ib2),

we have(
ρ
[
(να1+

1
2(1− r2

2 )(b1− ib2),−iνα1+
i
2(1− r2

2 )(b1− ib2), 0, . . . , 0)
])2

= 2|ν|2|α1|
2
+

1
2(1− r2

2 )
2
|b1− ib2|

2

+

√[
2|ν|2|α1|2+

1
2(1− r2

2 )
2|b1− ib2|2

]2
− 4|ν|2|α1|2(1− r2

2 )
2|b1− ib2|2

= 2|ν|2|α1|
2
+

1
2(1− r2

2 )
2
|b1− ib2|

2
+

√[
2|ν|2|α1|2−

1
2(1− r2

2 )
2|b1− ib2|2

]2
≥ 2|ν|2|α1|

2
+

1
2(1− r2

2 )
2
|b1− ib2|

2
+ 2|ν|2|α1|

2
−

1
2(1− r2

2 )
2
|b1− ib2|

2

= 4|ν|2|α1|
2.
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It follows that

lim
t→1−

F[ f (t Z̊), D f (t Z̊)(β)]

=
1

1− r2
2
ρ
[(
να1+

i
2(−r2

2 )(b1− ib2),−iνα1+
i
2(1− r2

2 )(b1− ib2), 0, . . . , 0
)]

≥
2|ν||α1|

1− r2
2

= |ν| lim
t→1−

F(t Z̊ , β),

which implies

1≥ lim
t→1−

F[ f (t Z̊), D f (t Z̊)(β)]

F(t Z̊ , β)
≥ |ν|.

The proof of (3) is complete.

(4) Note that T 1,0
Z̊
(∂RIV(n)) = {eiθαT :α ∈ Cn, α1 − iα2 = 0} = M ⊕ N is an

(n−1)-dimensional invariant subspace of D f (Z̊). So, there is a one-dimensional
invariant subspace L of D f (Z̊) such that

Cn
= L ⊕M ⊕ N .

Since L ∩T 1,0
Z̊
(∂RIV(n))= {0} we have α1− iα2 6= 0 for any β = eiθαT ∈ L \ {0}.

Now, we prove that λ is just the eigenvalue of D f (Z̊) on L . Suppose that λ̃ is an
eigenvalue of D f (Z̊) on L , and β = eiθαT ∈ L \ {0} is a nonzero eigenvector of
D f (Z̊) with respect to λ̃. Then Theorem 2.1 is utilized to derive

〈D f (Z̊)(β),∇ρ(Z̊)〉 = λ̃〈β,∇ρ(Z̊)〉

= λ̃〈eiθαT, eiθ (1, i, 0, . . . , 0)T 〉 = λ̃(α1− iα2).

Meanwhile,

〈D f (Z̊)(β),∇ρ(Z̊)〉 = 〈β, D∗ f (Z̊)(∇ρ(Z̊))〉 = λ〈β,∇ρ(Z̊)〉 = λ(α1− iα2).

This, together with α1−iα2 6= 0, gives λ̃=λ. Therefore λ, µi (i = 1, . . . , n−2) and
ν are all the eigenvalues of the linear transformation D f (Z̊) on Cn . This implies

| det D f (Z̊)| ≤ λn/2, | tr D f (Z̊)| ≤ λ+
√
λ(n− 2)+ 1.

The proof of (4) is complete. �

Finally, we give the following example to show that the inequalities in (2), (3)
and (4) of Theorem 1.2 are sharp.

Example. Let a =
(
ε
2 , i ε2 , 0, . . . , 0

)
∈ RIV(n) and 0 < ε < 1. According to

Lemma 3.1, take Q =
( I2 0

0
√

1−ε2 In−2

)
. Write e j = (0, . . . , 0, 1, 0, . . . , 0) ∈Cn , with
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the 1 in the j-th place. Let

Z̊ =
( 1

2(1+ r2),
i
2(1− r2), 0, . . . , 0

)
be a smooth boundary point of RIV(n), where 1> r2 ≥ 0. Define

f (Z)=−ϕ−a(Z)=
a+ Z Z ′ā+ Z Q

1+ 2Zā′
, Z ∈RIV(n).

Then f : RIV(n)→ RIV(n) is a holomorphic mapping with f (0) = a, and f is
holomorphic at Z̊ . Moreover, f has the following properties.

(1) f (Z̊)= Z̊ .

(2) For any β ∈ Cn ,

D f (Z̊)(β)= β


(

1/(1+ ε) −iε/(1+ ε)
iε/(1+ ε) 1/(1+ ε)

)
0

0
√
(1− ε)/(1+ ε)In−2

.
(3) D f (Z̊)((1, i, 0, . . . , 0))= 1−ρ(a)

1+ρ(a)
(1, i, 0, . . . , 0).

This shows that one of eigenvalues of D f (Z̊) is (1− ρ(a))/(1+ ρ(a)).

(4) D f (Z̊)(e j )=

√
1−ρ(a)
1+ρ(a)

e j , where j = 3, . . . , n.

This shows that the n−2 eigenvalues of D f (Z̊) are all
√
(1−ρ(a))/(1+ρ(a)).

(5) D f (Z̊)((1,−i, 0, . . . , 0))= (1,−i, 0, . . . , 0).

This shows that one of eigenvalues of D f (Z̊) is 1.

Proof. By Lemma 3.1, it is clear that f : RIV(n)→ RIV(n) is a holomorphic
mapping with f (0)= a, and f is holomorphic at Z̊ .

(1) It follows from ‖a‖2 = ε2/2 and aa′ = 0 that ρ(a) = ε. Since Z̊ Z̊ ′ = r2 and
Z̊ ā′ = ε/2, we have

f (Z̊)=
a+ Z̊ Z̊ ′ā+ Z̊ Q

1+ 2Z̊ ā′

=
(ε/2, iε/2, 0, . . . , 0)+ r2(ε/2,−iε/2, 0, . . . , 0)+ Z̊

1+ ε
=
ε Z̊ + Z̊
1+ ε

= Z̊ .



330 JIANFEI WANG, TAISHUN LIU AND XIAOMIN TANG

(2) For any β ∈ Cn , we get

D f (Z̊)(β)=
2β Z̊ ′ā+βQ

1+ 2Z̊ ā′
−

2βā′(a+ Z̊ Z̊ ′ā+ Z̊ Q)

(1+ 2Z̊ ā′)2

=
β

1+ 2Z̊ ā′
(Q+ 2Z̊ ′ā− 2ā′ f (Z̊))

=
β

1+ ε
(Q+ 2Z̊ ′ā− 2ā′ Z̊)

=
β

1+ ε

(I2 0
0
√

1− ε2 In−2

)
+
ε

2

( 1+ r2 −i(1+ r2)

i(1− r2) 1− r2

)
0

0 0


−
ε

2

( 1+ r2 i(1− r2)

−i(1+ r2) 1− r2

)
0

0 0


=

β

1+ ε


(

1 −iε
iε 1

)
0

0
√

1− ε2 In−2


= β

( 1/(1+ ε) −iε/(1+ ε)
iε/(1+ ε) 1/(1+ ε)

)
0

0
√
(1− ε)/(1+ ε)In−2

.
(3)–(5) Using (2) and making a straightforward calculation, we can easily obtain
(3), (4) and (5). �

Remark 4.1. In the proof of (2) in Theorem 1.2, we need to estimate

ρ(Dϕa(Z̊)(Z̊))≤
1+ ρ(a)
1− ρ(a)

.

For simplicity we restrict attention to complex dimension 2. Let 4(0, r) be the disk
in C with the center 0 and the radius r > 0. Then A maps {Z ∈ Cn

: ρ(Z) < δ} to
4

2(0, δ). It is easy to check that the following relation holds:

RIV(2)

(
1 1
−i i

)
=A
//

ϕa

��

4
2

ϕb

��

RIV(2) (
1 1
−i i

)
=A

// 4
2
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Here, ϕa(Z) is a holomorphic automorphism of RIV(2), and ϕb(Z) is a holomorphic
automorphism of 42. Thus, we have

ϕa(Z)A = ϕb(z1− i z2, z1+ i z2), Dϕa(Z̊)(Z̊)= Dϕb(ζ̊ )(ζ̊ )A−1,

where b= (a1− ia2, a1+ ia2) and ‖b‖∞=max(|a1− ia2|, |a1+ ia2|)≤ ρ(a). This
implies

Dϕa(Z̊)(Z̊)=
(
ϕb1(ζ̊1)− (a1− ia2)

1− (a1− ia2)ζ̊1
,
ϕb2(ζ̊2)− (a1+ ia2)

1− (a1+ ia2)ζ̊2

)
A−1.

Because the pair on the right (multiplying A−1) lies in

4
2
(

0,
1+‖b‖∞
1−‖b‖∞

)
⊂4

2
(

0,
1+ρ(a)
1−ρ(a)

)
,

we obtain

ρ(Dϕa(Z̊)(Z̊))≤
1+ ρ(a)
1− ρ(a)

.

Remark 4.2. From the view of geometry, N is an invariant subspace of D f (Z̊)
perhaps because the Levi form of ρ at Z̊ is positive semidefinite and not positive
definite on N . We get the same conclusions from |µi | ≤

√
λ (i = 1, . . . , n− 2) as

Theorem 3.1 in [Liu and Tang 2016a] perhaps because the Levi form of ρ at Z̊ is
positive definite on M .

Remark 4.3. From the proof of Theorem 1.2, it is clear that we need only to assume
that the mapping f is C1 up to the boundary of RIV(n) near Z̊ .

Remark 4.4. When RIV(1)=4, Theorem 1.2 is just the classical Schwarz lemma
at the boundary of the unit disk. When RIV(2) ≈ 42, Theorem 1.2 is just The-
orem 3.1 in [Tang et al. 2015]. When RIV(3) ≈ RII(2), Theorem 1.2 is just
Theorem 4.1 in [Tang et al. 2018]. When RIV(4)≈RI(2, 2), Theorem 1.2 is just
Theorem 3.1 in [Liu and Tang 2017]. When RIV(6)≈RIII(4), Theorem 1.2 is
just the special case of the classical domain of type III.
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CYCLIC η-PARALLEL SHAPE AND RICCI OPERATORS ON
REAL HYPERSURFACES IN TWO-DIMENSIONAL

NONFLAT COMPLEX SPACE FORMS

YANING WANG

We consider three-dimensional real hypersurfaces in a nonflat complex
space form of complex dimension two with cyclic η-parallel shape or Ricci
operators and classify such hypersurfaces satisfying some other geometric
restrictions. Some results extend those of Ahn et al. (1993), Lim et al. (2013),
Kim et al. (2007) and Sohn (2007).

1. Introduction

A complex space form is a Kähler manifold of constant holomorphic sectional
curvature c with complex dimension n and is denoted by Mn(c), n > 1. If Mn(c)
is complete and simply connected, then it is complex analytically isometric to one
of the following spaces:

• a complex projective space CPn(c) when c > 0;

• a complex hyperbolic space CH n(c) when c < 0;

• a complex Euclidean space Cn when c = 0.

Let M be a real hypersurface in a nonflat complex space form Mn(c) whose
Kähler metric and complex structure are denoted by g and J respectively. On M
there exists an almost contact metric structure (φ, ξ, η, g) induced from g and J
(for details see Section 2), where ξ is called a structure vector field. Let D be the
distribution determined by tangent vectors orthogonal to ξ at each point of M. Let A
be the shape operator of M in Mn(c). If the structure vector field ξ is principal, that
is, Aξ =αξ , where α= η(Aξ), then M is called a Hopf hypersurface and α is called
Hopf principal curvature. Hopf real hypersurfaces in nonflat complex space forms
with constant principal curvatures were classified in [Cecil and Ryan 1982; Kimura
1986; Takagi 1973; 1975a; 1975b] in the case of CPn(c) and in [Berndt 1989] in
the case of CH n(c), respectively. For simplicity, a real hypersurface M in a nonflat
complex space form is said to be of type (A) if it is locally congruent to a type
(A1) or (A2) hypersurface in CPn(c) (see [Takagi 1973; 1975a]) or type (A0), (A1)
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or (A2) hypersurface in CH n(c) (see [Berndt 1989]). Similarly, M is said to be of
type (B) if it is locally congruent to a type (B) hypersurface in CPn(c) or CH n(c).

Unlike the case of real space forms, the shape operator of real hypersurfaces in a
nonflat complex space form can not be parallel (deduced directly from the Codazzi
equation (2-8)). This motivates some authors to consider certain conditions weaker
than parallel shape operators. One of the methods is to investigate cyclic parallel
shape operators, i.e., g((∇X A)Y, Z)+ g((∇Y A)Z , X)+ g((∇Z A)X, Y ) = 0 for
any vector fields X, Y and Z . Ki [1988] proved that the shape operator of a real
hypersurface in a nonflat complex space form is cyclic parallel if and only if the
hypersurface is of type (A); see also [Niebergall and Ryan 1997]. This implies
that cyclic parallelism is still too strong and therefore cyclic η-parallelism for the
shape operator, i.e., g((∇X A)Y, Z)+ g((∇Y A)Z , X)+ g((∇Z A)X, Y )= 0 for any
vector fields X, Y and Z orthogonal to the structure vector field, were studied in
[Kim et al. 2007]. Another method is to study η-parallel shape operators, i.e.,
g((∇X A)Y, Z)= 0 for any vector fields X, Y, Z orthogonal to the structure vector
field. Because the η-parallelism condition is so weak, in history many authors
investigated it together with some other conditions; see [Ahn et al. 1993; Kimura
and Maeda 1989; Kon and Loo 2012; Niebergall and Ryan 1997; Suh 1990]. Finally,
without any other redundant restrictions, Kon and Loo [2011] proved that a real
hypersurface of dimension greater than three in nonflat complex space forms has
η-parallel shape operator if and only if it is of type (A) or (B) or a ruled real
hypersurface. However, the above result is still open for real hypersurfaces of
dimension three. Among others, the third method to extend parallel shape operators
was introduced by Cho [2015], who proved that there exist no real hypersurfaces
with Killing type shape operator, i.e., (∇X A)Y + (∇Y A)X = 0 for any vector fields
X, Y. However, there exist real hypersurfaces in a nonflat complex space form
Mn(c) with transversal Killing shape operators, i.e., (∇X A)Y + (∇Y A)X = 0 for
any vector fields X, Y orthogonal to the structure vector field, which are of type (A)
(see [Cho 2015] for the case of n > 2).

Just like the case of shape operators, the Ricci operator of real hypersurfaces in a
nonflat complex space form can not be parallel (see [Niebergall and Ryan 1997] for
dimension greater than three and [Kim 2004] for dimension three). However, there
exist real hypersurfaces such that the Ricci operator is cyclic parallel (see [Kwon
and Nakagawa 1988; Niebergall and Ryan 1997]), i.e.,

g((∇X Q)Y, Z)+ g((∇Y Q)Z , X)+ g((∇Z Q)X, Y )= 0

for any vector fields X, Y, Z . Because Ricci cyclic parallelism is too strong,
Kwon and Nakagawa [1989] considered cyclic η-parallel Ricci operator, i.e.,
g((∇X Q)Y, Z)+g((∇Y Q)Z , X)+g((∇Z Q)X, Y )=0 for any vector fields X, Y, Z
orthogonal to the structure vector field, and proved that a Hopf real hypersurface of
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dimension greater than three in a nonflat complex space form has cyclic η-parallel
Ricci operator if and only if it is of type (A) or (B). Real hypersurfaces with cyclic
η-parallel and η-parallel Ricci operators were also studied in [Kim et al. 2007] and
[Kim et al. 2006; Kon 2014; 2017; Maeda 2013; Pérez et al. 2001], respectively.

Many results mentioned above were obtained for hypersurfaces of dimension
greater three. This motivates us to generalize those results for three-dimensional
real hypersurfaces. Here we aim to classify real hypersurfaces in a nonflat complex
space form of complex dimension two with cyclic η-parallel shape or Ricci operators
satisfying some other geometric conditions. Some results in this paper are extensions
of corresponding earlier results; see [Ahn et al. 1993; Lim et al. 2013a; 2013b; Kim
et al. 2007; Sohn 2007].

2. Preliminaries

Let M be a real hypersurface immersed in a complex space form Mn(c) and N
be a unit normal vector field of M. We denote by ∇ the Levi-Civita connection
of the metric g of Mn(c) and J the complex structure respectively. Let g and ∇
be the induced metric from the ambient space and the Levi-Civita connection of g
respectively. Then the Gauss and Weingarten formulas are given respectively as:

(2-1) ∇X Y =∇X Y + g(AX, Y )N , ∇X N =−AX

for any vector fields X and Y tangent to M, where A denotes the shape operator
of M in Mn(c). For any vector field X tangent to M, we put

(2-2) J X = φX + η(X)N , J N =−ξ.

We can define on M an almost contact metric structure (φ, ξ, η, g) satisfying

φ2
=−id+ η⊗ ξ, η(ξ)= 1, φξ = 0,(2-3)

g(φX, φY )= g(X, Y )− η(X)η(Y ), η(X)= g(X, ξ)(2-4)

for any vector fields X and Y on M. Moreover, applying the parallelism of the
complex structure (i.e., ∇ J = 0) of Mn(c) and using (2-1), (2-2), we have

(∇Xφ)Y = η(Y )AX − g(AX, Y )ξ,(2-5)

∇Xξ = φAX(2-6)

for any vector fields X and Y. We denote by R the Riemannian curvature tensor
of M. Since Mn(c) is assumed to be of constant holomorphic sectional curvature c,
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then the Gauss and Codazzi equations of M in Mn(c) are given respectively as:

R(X, Y )Z = c
4

{
g(Y, Z)X − g(X, Z)Y + g(φY, Z)φX − g(φX, Z)φY(2-7)

−2g(φX, Y )φZ
}
+ g(AY, Z)AX − g(AX, Z)AY,

(∇X A)Y − (∇Y A)X = c
4
{η(X)φY − η(Y )φX − 2g(φX, Y )ξ}(2-8)

for any vector fields X, Y on M.
From (2-7) we see that the Ricci operator Q is given by

(2-9) Q X = c
4
((2n+ 1)X − 3η(X)ξ)+m AX − A2 X

for any vector field X tangent to the hypersurface, where m := traceA is the mean
curvature.

In this paper, all manifolds are assumed to be connected and of class C∞.

3. Cyclic η-parallel shape operator

Let M be a real hypersurface in a complex space form Mn(c). We put

(3-1) Aξ = αξ +βU,

where α = η(Aξ), U is a unit vector field orthogonal to ξ and β is a smooth
function. Applying (2-1) and (2-2) we see that βU =−φ∇ξξ . We put

�= {p ∈ M | β(p) 6= 0}.

Then � is an open subset of M.

Lemma 3.1 [Panagiotidou and Xenos 2012, Lemma 1]. Suppose M is a three-
dimensional real hypersurface in a nonflat complex plane M2(c). Then the following
relations hold:

(3-2)

AU = γU + δφU +βξ, AφU = δU +µφU,

∇U ξ =−δU + γφU, ∇φU ξ =−µU + δφU, ∇ξξ = βφU,

∇U U = κ1φU + δξ, ∇φU U = κ2φU +µξ, ∇ξU = κ3φU,

∇UφU =−κ1U − γ ξ, ∇φUφU =−κ2U − δξ, ∇ξφU =−κ3U −βξ,

where γ , δ, µ, κi , i = {1, 2, 3} are smooth functions on M and {ξ,U, φU } is an
orthonormal basis of the tangent space of M at a point of M.
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Applying this lemma, from the Codazzi equation (2-8) for X =U or X = φU
and Y = ξ we have

U (β)− ξ(γ )= αδ− 2δκ3,(3-3)

ξ(δ)= αγ +βκ1+ δ
2
+µκ3+

c
4 − γµ− γ κ3−β

2,(3-4)

U (α)− ξ(β)=−3βδ,(3-5)

ξ(µ)= αδ+βκ2− 2δκ3,(3-6)

φU (α)= αβ +βκ3− 3βµ,(3-7)

φU (β)= αµ− 2γµ+ 2δ2
+

c
2 +αγ +βκ1.(3-8)

Similarly, from the Codazzi equation for X =U and Y = φU we have

U (δ)−φU (γ )= µκ1− γ κ1−βγ − 2δκ2− 2βµ,(3-9)

U (µ)−φU (δ)= γ κ2+βδ− κ2µ− 2δκ1.(3-10)

Moreover, applying Lemma 3.1, from the Gauss Equation (2-7) and the definition of
the Riemannian curvature tensor R(X, Y )Z=∇X∇Y Z−∇Y∇X Z−∇[X,Y ]Z we have

U (κ2)−φU (κ1)= 2δ2
− 2γµ− κ2

1 − γ κ3− κ
2
2 −µκ3− c.(3-11)

φU (κ3)− ξ(κ2)= 2βµ−µκ1+ δκ2+ κ3κ1+βκ3.(3-12)

The above relations can also be seen in [Panagiotidou and Xenos 2012; Wang 2018].

Proposition 3.2. The shape operator of a real hypersurface in complex space forms
is cyclic η-parallel if and only if it is η-parallel.

Proof. From the Codazzi equation (2-8), we have g((∇X A)Y, Z)= g((∇Y A)X, Z)
for any vector fields X, Y, Z orthogonal to the structure vector field ξ . Since the
shape operator is symmetric, we have g((∇X A)Y, Z) = g((∇X A)Z , Y ) for any
vector fields X, Y, Z . Consequently, if the shape operator is cyclic η-parallel, i.e.,
g((∇X A)Y, Z)+g((∇Y A)Z , X)+g((∇Z A)X, Y )= 0 for any vector fields X, Y, Z
orthogonal to ξ , by the previous two properties we obtain g((∇X A)Y, Z)= 0 for
any vector fields X, Y, Z orthogonal to ξ . The converse is trivial. �

According to Proposition 3.2, we observe that [Kim et al. 2007, Theorem 1.1]
and [Ahn et al. 1993, Theorem C] are the same. More precisely, as mentioned
before, real hypersurfaces of dimension greater than three with η-parallel shape
operators were completely classified by Kon and Loo [2011]. Thus, following their
result and Proposition 3.2 we have:

Corollary 3.3. A real hypersurface in a nonflat complex space form of complex
dimension greater than two has cyclic η-parallel shape operator if and only if it is
of type (A), (B) or is a ruled real hypersurface.
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However, the classification problem for real hypersurfaces of dimension three
with η-parallel shape operators is still an open question; see also [Cho 2015;
Niebergall and Ryan 1997]. Considering η-parallel shape operators together with
some other conditions, we have:

Lemma 3.4 [Kimura and Maeda 1989; Niebergall and Ryan 1997; Suh 1990]. A
Hopf real hypersurface in a nonflat complex space form Mn(c) with η-parallel
shape operator is of type (A) or (B) for all n ≥ 2.

The next proposition shows that η-parallelism for shape operators is weak, so
people studying this problem require some other geometric conditions (a recent
paper on this topic is [Lim et al. 2013a]).

Proposition 3.5. The shape operator of a real hypersurface in a nonflat complex
space form of complex dimension two is η-parallel if and only if

(3-13)

U (γ )− 2κ1δ− 2βδ = 0,

U (δ)+ κ1γ +βγ − κ1µ= 0,

φU (δ)− κ2µ+ κ2γ +βδ = 0,

φU (µ)+ 2κ2δ = 0,

U (µ)+ 2κ1δ = 0,

φU (γ )− 2βµ− 2κ2δ = 0.

Proof. According to Lemma 3.1 and relation (3-1), it follows directly that

(∇U A)U =(U (β)−αδ)ξ+(U (γ )−2κ1δ−2βδ)U+(U (δ)+κ1γ+βγ−κ1µ)φU.

(∇U A)φU =(δ2
−µγ+βκ1+αγ )ξ(U (δ)−κ1µ+κ1γ+βγ )U+(U (µ)+2κ1δ)φU.

(∇φU A)U =(φU (β)+µγ−αµ−δ2)ξ+(φU (γ )−2βµ−2κ2δ)U
+(φU (δ)+κ2γ+βδ−κ2µ)φU.

(∇φU A)φU =(αδ+βκ2)ξ+(φU (δ)−κ2µ+κ2γ+βδ)U+(φU (µ)+2κ2δ)φU.

The shape operator is said to be η-parallel if g((∇X A)Y, Z) = 0 for any X, Y, Z
orthogonal to ξ . Thus, the remainder of the proof follows immediately from the
previous four equations. �

Next we present some solutions of the system of partial differential equa-
tions (3-13). But first, we need the following lemma:

Lemma 3.6 [Ahn et al. 1993; Kimura 1986]. A real hypersurface in a nonflat space
form Mn(c), n ≥ 2, is a ruled real hypersurface if and only if g(AX, Y ) = 0 for
any vector fields X, Y orthogonal to ξ .
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A ruled real hypersurface M in CPn(c) or CH n(c) can be characterized by using
the shape operator A, namely,

Aξ = αξ +βU (β 6= 0), AU = βξ, AZ = 0

for any Z ⊥ {ξ,U }, where U is a unit vector field orthogonal to ξ , both α and β
are functions on M.

Theorem 3.7. Let M be a real hypersurface in a nonflat complex space form of
complex dimension two with η-parallel shape operator. Then, ξ is an eigenvector
field of the Ricci operator if and only if M is of type (A), (B) or is a ruled real
hypersurface.

Proof. In view of Lemma 3.4, next we need only to consider the non-Hopf case.
Assume that M is non-Hopf and hence

�= {p ∈ M | β(p) 6= 0 in a neighborhood of p}

is nonempty. On �, the applications of (3-1) and (3-2) in (2-9) give

Qξ =
(1

2 c+α(γ +µ)−β2)ξ +βµU −βδφU.

If ξ is an eigenvector field of the Ricci operator, it follows that µ= δ = 0 on �. In
this context, the system of partial differential equations (3-13) becomes

(3-14) U (γ )= 0, (κ1+β)γ = 0, κ2γ = 0, φU (γ )= 0.

From Lemma 3.1, we acquire [U, φU ] = −γ ξ − κ1U − κ2φU. By virtue of (3-14),
taking differentiation of γ along [U, φU ] implies γ ξ(γ )= 0.

First of all, on � we suppose that γ 6= 0 holds on some open subset Q of �
and in view of (3-14) we see that γ is a nonzero constant. Now, (3-14) becomes
κ1+β = 0 and κ2 = 0. With the aid of µ= δ = 0, the application of this in (3-11)
implies φU (β)=−β2

− γ κ3− c, which is compared with (3-8) giving

3
2 c+αγ + γ κ3 = 0.

In view of δ=µ= 0 and κ1=−β, (3-4) becomes 1
4 c+αγ −2β2

−γ κ3= 0, which
is compared with the previous equation, giving

(3-15) 7
8 c+αγ −β2

= 0.

Taking differentiation of (3-15) along φU yields that γφU (α)= 2βφ(β) which is
analyzed with the aid of (3-7) and (3-8) giving

c+αγ − γ κ3− 2β2
= 0,

where we have applied the assumption β 6= 0 on �. In view of κ1 = −β and
µ= δ = 0, comparing the previous equation with (3-4) yields c = 0, and we arrive
at a contradiction and hence Q is empty.
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Therefore, we conclude that γ = 0 on �. Moreover, in view of µ= δ = 0, from
Lemma 3.1 we see that g(AX, Y )= 0 for any vector fields X, Y orthogonal to ξ
on �. Next, we need only prove that M −� is empty. Actually, when M −� is
nonempty, on this subset ξ is principal and hence α is a constant; see [Kon 1979;
Maeda 1976; Niebergall and Ryan 1997]. Applying Lemma 3.4, we see that those
principal curvatures on M−� have the same property as those of real hypersurfaces
of type (A) or (B) in M. Consequently, it follows that all principal curvatures on
M−� are constant. In view of continuity of principal curvatures and connectedness
of the hypersurface, we conclude that M−� is empty, or equivalently, � coincides
with the whole of M. Finally, according to Lemma 3.6 we see that the hypersurface
is locally congruent to a ruled real hypersurface. The converse is easy to check.
This completes the proof. �

We continue to solve the system of partial differential equations (3-13) under
some other conditions. First, we consider

(3-16) g((Aφ−φA)X, Y )= 0 for any X, Y ⊥ ξ.

Note that (3-16) was investigated in [Ahn et al. 1993; Lim et al. 2013a; Kim et al.
2007] for real hypersurfaces of dimension greater than three. In what follows, we
aim to generalize those results for real hypersurfaces of dimension three.

Theorem 3.8. Let M be a real hypersurface in a nonflat complex space form of
complex dimension two with η-parallel shape operator. Then, M satisfies (3-16) if
and only if M is of type (A) or ruled real hypersurface.

Proof. According to Lemma 3.1, we see that M satisfies (3-16) if and only if

(3-17) δ = 0 and γ = µ.

In this case, by Proposition 3.5, the shape operator is η-parallel if and only if

(3-18) U (µ)= φU (µ)= 0 and βγ = βµ= 0.

If the hypersurface M is Hopf, using β = 0, with the aid of the first term of
(3-17) and (3-6), we observe that ξ(µ)= 0 which is combined with the first two
terms of (3-18) giving that µ is a constant. This implies Aφ = φA and this is a
sufficient and necessary condition for a real hypersurface to be of type (A); for
more details see [Montiel and Romero 1986; Okumura 1975].

If M is not a Hopf hypersurface, then

�= {p ∈ M | β(p) 6= 0 in a neighborhood of p}

is nonempty. As seen in proof of Theorem 3.7, we state that � coincides with the
whole of M. Therefore, on M, using β 6=0, from the second term of (3-18) we obtain
γ =µ= 0. In view of the first term of (3-17), by Lemmas 3.1 and 3.6, we see that M
is locally congruent to a ruled real hypersurface. The converse is easy to check. �
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Remark 3.9. The above theorem improves [Lim et al. 2013a, Theorem 1.8].

We consider the following condition studied in [Kim et al. 2006; Sohn 2007], i.e.,

(3-19) g((Qφ−φQ)X, Y )= 0 for any X, Y ⊥ ξ.

By using (3-19), a solution for (3-13) is given and applying this we have:

Theorem 3.10. Let M be a real hypersurface in a nonflat complex space form of
complex dimension two with η-parallel shape operator. Then, M satisfies (3-19) if
and only if M is of type (A) hypersurface.

Proof. Because the proof is long, we divide the discussion into several steps.

Step 1. We assume that the hypersurface M is non-Hopf and hence

�= {p ∈ M | β(p) 6= 0 in a neighborhood of p}

is nonempty. On�, the application of (2-9) and Lemma 3.1 for the case n= 2 gives

(3-20)

Qξ = ( 1
2r − c− γµ+ δ2)ξ +βµU −βδφU,

QU = βµξ + (1
2r − 1

4 c−αµ)U +αδφU,

QφU =−βδξ +αδU + ( 1
2r − 1

4 c−αγ +β2)φU,

where the scalar curvature is given by

(3-21) r = 3c+ 2αγ + 2αµ+ 2γµ− 2δ2
− 2β2.

It is clear that M satisfies (3-19) if and only if

(3-22) αδ = 0 and αµ−αγ +β2
= 0.

We shall prove that from the first term of (3-22) we have δ = 0. In fact, let us
assume that δ 6= 0 on a certain open subset of� and we shall get a contradiction. On
this subset, from (3-22) we have α = 0 and hence β = 0, which is a contradiction.
Therefore, (3-19) is true on � if and only if δ = 0 and αµ− αγ + β2

= 0. Also,
in this case (3-13) becomes

(3-23)
U (µ)= φU (µ)= 0, κ1(µ− γ )= βγ,

κ2(µ− γ )= 0, U (γ )= 0, φU (γ )= 2βµ.

As seen before, from Lemma 3.1 we have [U, φU ] = −(γ +µ)ξ − κ1U − κ2φU.
With the aid of (3-23) and (3-6), taking differentiation of µ along [U, φU ] we get

(3-24) (γ +µ)βκ2 = 0.

In view of (3-24), next we consider the following subcases.
If κ2 6= 0 holds on some open subset of �, it follows from (3-24) that γ +µ= 0

on this subset. Moreover, from (3-23) we have γ = µ which is compared with the
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previous relation giving γ = µ= 0. However, in this context the second term of
(3-22) becomes β = 0, contradicting the assumption. Thus, it follows from (3-24)
that κ2 = 0 on �.

By virtue of δ= κ2= 0, (3-6) becomes ξ(µ)= 0 and hence by the first two terms
of (3-23) we observe that µ is a constant. In this case, from Lemma 3.1 we have
[U, φU ] = −(γ +µ)ξ − κ1U. Taking differentiation of γ along [U, φU ], with the
aid of (3-23), we obtain 2µU (β)=−(γ +µ)ξ(γ ) which is simplified by (3-3) and
δ = 0 giving

(3-25) (γ + 3µ)ξ(γ )= 0.

If γ+3µ=0, from the second and last term of (3-23) we obtainµ=0. However, this
is impossible because in this case the second term of (3-22) becomes β = 0, contra-
dicting the assumption. Thus, from (3-25) we obtain γ+3µ 6= 0 and hence ξ(γ )= 0
on �. In this context, from Lemma 3.1 we have [ξ,U ] = (κ3−γ )φU. With the aid
of ξ(γ )= 0, (3-23) and the assumption β 6= 0 on �, the action of [ξ,U ] on γ gives

(3-26) (κ3− γ )µ= 0.

Because µ is a constant, with the aid of (3-7), (3-8), (3-23) and the assumption
β 6= 0, taking differentiation of the second term of (3-22) along φU we get

αµ− γµ+ c+αγ + 2βκ1+µκ3− 3µ2
− γ κ3 = 0.

Comparing the above equation with (3-4), with the aid of δ = 0, we obtain

(3-27) βκ1+
3
4 c+αµ− 3µ2

+β2
= 0.

We shall show that (3-26) implies only one case, i.e., µ= 0. Otherwise, when
µ 6= 0 holds on some open subset of �, we have κ3 = γ . Substituting this into
(3-4), we have

(3-28) αγ +βκ1+
1
4 c− γ 2

−β2
= 0.

Substituting the second term of (3-22) into this equation gives 1
4 c+αµ+βκ1−γ

2
=0,

which is compared with (3-27) giving 1
2 c+γ 2

−3µ2
+β2
=0. In view of β 6=0 on�

and the fact that µ is a constant, taking differentiation of (3-28) along φU we get

1
2 c+αµ+αγ +βκ1 = 0.

Comparing the above equation with (3-28) we obtain 1
4 c+αµ+γ 2

+β2
= 0, which

is simplified by the second term of (3-22) giving

(3-29) 1
4 c+αγ + γ 2

= 0.
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By virtue of δ = 0 and (3-23), (3-9) becomes φU (γ )= 2βµ. By applying this and
(3-7) and taking differentiation of (3-29) along φU we obtain

(3-30) 2αµ+αγ + γ 2
+ γµ= 0,

which is combined with (3-29) giving

(3-31) 2αµ+ γµ− 1
4 c = 0.

Because µ is a constant, taking differentiation of (3-31) along φU, with the aid of
(3-7) and φU (γ )= 2βµ, we obtain α+ γ = 2µ. Consequently, substituting this
into (3-30) we obtain

(3-32) α =− 3
2γ and µ=− 1

4γ.

Finally, substituting (3-32) into (3-31) we get γ 2
=

1
2 c, a constant. Therefore, from

the last term of (3-23) we have µ= 0 because β 6= 0, contradicting our assumption.
Based on the above analyses, it follows from (3-26) that µ= 0. From the second

term of (3-13) we have γ (κ1 + β) = 0 and hence γ = 0. In fact, if γ 6= 0 holds
on some open subset of �, it follows that κ1 + β = 0 and now the application
of this and µ = 0 in (3-27) implies c = 0, a contradiction. Taking into account
γ =µ= 0 and β 6= 0 on �, following Lemmas 3.4, 3.6 and the related statement in
the proof of Theorem 3.7, we see that � coincides with the whole of M and hence
the hypersurface is locally congruent to a ruled real hypersurface. However, with
the aid of (3-20), one observes easily that ruled hypersurfaces do not satisfy (3-19).
Thus, we conclude that the hypersurface M must be Hopf.

Step 2. Let the hypersurface M be Hopf. Using β = 0 and (3-20), we see that M
satisfies (3-19) if and only if

(3-33) αδ = 0 and α(µ− γ )= 0.

Moreover, using β = 0, (3-13) becomes

(3-34)
U (µ)=−2κ1δ, φU (µ)=−2κ2δ, U (δ)= κ1(µ− γ ),

φU (δ)= κ2(µ− γ ), U (γ )= 2κ1δ, φU (γ )= 2κ2δ.

First, we show that on M there holds γ = µ. If this is not true, then

W = {q ∈ M | (γ −µ)(q) 6= 0 in a neighborhood of q}

is nonempty and an open subset of M. On W , from the second term of (3-33) we
have α = 0. Using this and β = 0 on (3-8) we have

(3-35) δ2
− γµ+

c
4
= 0.
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Applying (3-35) together with α = β = 0 on (3-4) we obtain ξ(δ) = (µ− γ )κ3.
From Lemma 3.1 we obtain [U, φU ] = −(γ +µ)ξ − κ1U − κ2φU. With the aid
of (3-34), the action of this equation on δ reduces to (µ− γ )(U (κ2)−φU (κ1))=

(γ −µ)(κ2
1 + κ

2
2 + (γ +µ)κ3). Because on W we have γ 6= µ, it follows that

U (κ2)−φU (κ1)=−(κ
2
1 + κ

2
2 + (γ +µ)κ3),

which is simplified by (3-11) giving δ2
− γµ− c

2 = 0. Comparing this with (3-35)
we get c = 0, which is a contradiction. This means that W is empty and we always
have γ = µ on M.

Second, we show that on M we have δ = 0. If this is not true, then

N = {q ∈ M | δ(q) 6= 0 in a neighborhood of q}

is nonempty and an open subset of M. It follows from the first term of (3-33) that
α = 0 on N . Notice that on N equation (3-35) is still true in this situation. The
application of this and α= β = 0 on (3-4) gives ξ(δ)= 0. Moreover, the application
of µ= γ on (3-34) gives U (δ)= φU (δ)= 0, that is, δ is a constant.

Using α = β = 0 on N , from (3-3) and (3-6) we have

ξ(γ )= 2κ3δ and ξ(µ)=−2κ3δ.

From the above two relations and (3-34), it is easily seen that µ+ γ is a constant.
Consequently, in view of constancy of δ, from (3-35) we see that both γ and µ are
constant. The application of this on (3-34) and ξ(γ )= 2κ3δ yields

κ1 = κ2 = κ3 = 0

on N . However, using the above relations in (3-11) we have δ2
− γµ− c

2 = 0,
which is compared with (3-35), giving c = 0, a contradiction. This means that N
is empty and on the whole of M we always have δ = 0.

Finally, in view of δ = 0 and γ = µ, by Lemma 3.1 we obtain Aφ = φA
on M. Following [Montiel and Romero 1986; Okumura 1975], we observe that the
hypersurface M is locally congruent to a type (A) real hypersurface. The converse
is easy to check. This completes the proof. �

The classification problem for η-parallel shape operators has existed for a long
time, but it is hard to solve. Based on results shown in this section and the intro-
duction, especially those of [Kon and Loo 2011] for dimension greater than three,
we propose:

Conjecture 3.11. A real hypersurface in a nonflat complex space form of complex
dimension two has η-parallel shape operator if and only if it is of type (A), (B) or
is a ruled real hypersurface.
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4. Cyclic η-parallel Ricci operator

The characterizations of real hypersurfaces in a nonflat complex space form by
means of the Ricci operator were studied by many authors; see [Lim et al. 2013a;
2013b; Ki 1988; Kon 2014; 2017; Kwon and Nakagawa 1988; 1989; Niebergall
and Ryan 1997]. Among others, Ricci η-parallelism was one of the most often
discussed conditions. In this section, as applications of some results in Section 3,
we aim to classify three-dimensional real hypersurfaces satisfying cyclic η-parallel
Ricci operator. Unlike the case of shape operators, we show that the Ricci cyclic
η-parallelism condition is much weaker than Ricci η-parallelism.

Proposition 4.1. The Ricci operator of a real hypersurface in a nonflat complex
space form of complex dimension two is cyclic η-parallel if and only if

U (r − 2αµ)− 4δβµ− 4αδκ1 = 0,(4-1)

φU (r − 2αγ + 2β2)− 4βδ2
+ 4αδκ2 = 0,(4-2)

4(U (αδ)+ κ1(αγ −αµ−β
2)+βµγ +βδ2)(4-3)

+φU (r − 2αµ)− 4βµ2
− 4αδκ2 = 0,

4(φU (αδ)+ 2βµδ+ κ2(αγ −β
2
−αµ))(4-4)

+U (r − 2αγ + 2β2)− 4βδγ + 4αδκ1 = 0.

Proof. The application of Lemma 3.1 and (3-20) gives

(∇U Q)U =(4-5)
1
4(4U (βµ)+ δ(3c− 4αµ+ 4γµ− 4δ2)+ 4βδκ1− 4αδγ )ξ

+
1
2(U (r − 2αµ)− 4βδµ− 4αδκ1)U

+ (U (αδ)+ κ1(αγ −αµ−β
2)+βγµ+βδ2)φU.

(∇U Q)φU =(4-6)
1
4(4αδ

2
− 4U (βδ)+ γ (4αγ − 3c− 4β2

− 4γµ+ 4δ2)+ 4βµκ1)ξ

+ (U (αδ)+βδ2
+ κ1(αγ −αµ−β

2)+βµγ )U

+
1
2(U (r − 2αγ + 2β2)− 4βδγ + 4αδκ1)φU.

(∇φU Q)U =(4-7)
1
4(4φU (βµ)+µ(3c+ 4γµ− 4δ2

− 4αµ)− 4αδ2
+ 4βδκ2)ξ

+
1
2(φU (r − 2αµ)− 4βµ2

− 4αδκ2)U

+ (φU (αδ)+ 2βδµ+ κ2(αγ −αµ−β
2))φU.
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(∇φU Q)φU =(4-8)
1
4(4αµδ− 4φU (βδ)+ 4βµκ2+ δ(4αγ − 3c− 4β2

− 4γµ+ 4δ2))ξ

+ (φU (αδ)+ 2βµδ+ κ2(αγ −β
2
−αµ))U

+
1
2(φU (r − 2αγ + 2β2)− 4βδ2

+ 4αδκ2)φU.

The Ricci tensor is cyclic η-parallel if and only if

g((∇X Q)Y, Z)+ g((∇Y Q)Z , X)+ g((∇Z Q)X, Y )= 0

for any vector fields X, Y, Z orthogonal to ξ . Locally, this is also equivalent to

g((∇U Q)U,U )= 0, 2g((∇φU Q)φU,U )+ g((∇U Q)φU, φU )= 0,

g((∇φU Q)φU, φU )= 0, 2g((∇U Q)U, φU )+ g((∇φU Q)U,U )= 0.

The proof follows directly from (4-5)–(4-8). �

Some solutions of the system of equations (4-1)–(4-4) are given as follows.

Theorem 4.2. Let M be a real hypersurface in a nonflat complex space form of
complex dimension two with cyclic η-parallel Ricci operator. Then, M satisfies
(3-16) if and only if it is of type (A).

Proof. We assume that�={p ∈M |β(p) 6= 0 in a neighborhood of p} is nonempty.
Suppose that M has a cyclic η-parallel Ricci operator and satisfies (3-16). As seen
in the proof of Theorem 3.8, M satisfies (3-16) if and only if δ = 0 and γ = µ.
With the aid of this, substituting (4-2) into (4-3) gives

(4-9) β(φU (β)+ κ1β)= 0.

Next we show that it follows from (4-9) that� is empty. Otherwise, on�, from (4-9)
we have φU (β)=−κ1β, which is used in (3-8), giving

(4-10) 2αµ− 2µ2
+

c
2
+ 2βκ1 = 0,

where we have used γ = µ and δ = 0. Applying this again and comparing (4-10)
with (3-4) implies β = 0, which is a contradiction. We have proved that the
hypersurface M must be Hopf.

In view of β = 0 and the above statement, we see that M satisfies (3-16) if and
only if δ = 0 and γ = µ. In this context, from Lemma 3.1 we have Aφ = φA and
the proof follows directly from [Montiel and Romero 1986; Okumura 1975].

The converse is easy to check. This completes the proof. �

Remark 4.3. Kim, Kim and Sohn [Kim et al. 2007, Theorem 1.3] proved that real
hypersurfaces of dimension > 3 satisfying (3-16) and cyclic η-parallel Ricci opera-
tors are of type (A). Our Theorem 4.2 extends their results for real hypersurfaces
of dimension three.



CYCLIC η-PARALLEL SHAPE AND RICCI OPERATORS ON REAL HYPERSURFACES 349

Before giving another solution of partial differential equations (4-1)–(4-4), we
need the following:

Lemma 4.4 [Maeda 2013; Suh 1990]. Let M be a connected Hopf real hyper-
surface in CPn(c) or CH n(c), c 6= 0, n ≥ 2. If M has η-parallel Ricci tensor,
then it is locally congruent to a homogeneous type (A) or (B) hypersurface or a
nonhomogeneous real hypersurface with vanishing Hopf principal curvature.

With the aid of the above result, we have:

Theorem 4.5. Let M be a real hypersurface in a nonflat complex space form of
complex dimension two with cyclic η-parallel Ricci operator. Then, M satisfies
(3-19) if and only if it is of homogeneous type (A) or (B) real hypersurface or a
nonhomogeneous real hypersurface with vanishing Hopf principal curvature.

Proof. We assume that M is non-Hopf, then

�= {p ∈ M | β(p) 6= 0 in a neighborhood of p}

is nonempty. Suppose that M has cyclic η-parallel Ricci operator and satisfies (3-19).
As seen in the proof of Theorem 3.10, M satisfies (3-19) if and only if

(4-11) αδ = 0 and αµ−αγ +β2
= 0.

If δ 6= 0 holds on some open subset of �, it follows from (4-11) that α = β = 0,
contradicting the definition of �. Thus, on � we have δ = 0.

Because on � we have β 6= 0, with the aid of the second term of (4-11) and
δ = 0, subtracting (4-3) from (4-2) we obtain

(4-12) µ(γ −µ)= 0.

If µ= 0, with the aid of δ = 0, (4-1)–(4-4) and the second term of (4-11), from
(4-5)–(4-8) one can check that the Ricci operator is η-parallel. However, from
Lemma 4.4 we see that the hypersurface is Hopf, contradicting the assumption.
Otherwise, if µ 6= 0 holds on some open subset of �, from (4-12) we have γ = µ.
On such a subset, using δ = 0 and γ = µ, by Lemma 3.1 we obtain Aφ = φA
and hence M is of type (A) Hopf hypersurface (see [Montiel and Romero 1986;
Okumura 1975]), a contradiction. Based on the above statement, we see that � is
empty and the hypersurface M is Hopf.

In this context, M satisfies (3-19) if and only if

(4-13) αδ = 0 and α(µ− γ )= 0.

Moreover, in this case, with the aid of (4-13), (4-1)–(4-4) become

(4-14)
U (r − 2αµ)=U (r − 2αγ )= 0,

φU (r − 2αµ)= φU (r − 2αγ )= 0.
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According to (4-13) and (4-14), from (4-5)–(4-8) it is easily seen that the Ricci
operator is η-parallel. Applying Lemma 4.4, we see that M is locally congruent
to a homogeneous type (A) or (B) real hypersurface or a nonhomogeneous real
hypersurface with Aξ = 0.

The converse is easy to check. This completes the proof. �

Remark 4.6. Sohn [2007, Theorem 2] proved that real hypersurfaces of dimension
greater than three satisfying (3-19) and η-parallel Ricci operators are of type (A)
or (B). Later, Lim, Sohn and Song [Lim et al. 2013b] proved that three-dimensional
real hypersurfaces satisfying (3-19) and η-parallel Ricci operators are of type (A)
or satisfy Aξ = 0. Obviously, our Theorem 4.5 is an extension of these results.
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FINSLER SPHERES WITH CONSTANT FLAG CURVATURE
AND FINITE ORBITS OF PRIME CLOSED GEODESICS

MING XU

In this paper, we consider a Finsler sphere (M, F) = (Sn, F) with dimen-
sion n > 1 and flag curvature K ≡ 1. The action of the connected isometry
group G = Io(M, F) on M, together with the action of T = S1 shifting the
parameter t ∈ R/Z of the closed curve c(t), define an action of Ĝ = G × T
on the free loop space 3M of M. In particular, for each closed geodesic, we
have a Ĝ-orbit of closed geodesics. We assume the Finsler sphere (M, F)

described above has only finite orbits of prime closed geodesics. Our main
theorem claims that, if the subgroup H of all isometries preserving each
close geodesic is of dimension m, then there exists m geometrically distinct
orbits Bi of prime closed geodesics, such that for each i , the union Bi of
geodesics in Bi is a totally geodesic submanifold in (M, F) with a nontrivial
Ho-action. This theorem generalizes and slightly refines the one in a pre-
vious work, which only discussed the case of finite prime closed geodesics.
At the end, we show that, assuming certain generic conditions, the Katok
metrics, i.e., the Randers metrics on spheres with K ≡ 1, provide examples
with the sharp estimate for our main theorem.

1. Introduction

In the recent work of R. L. Bryant, P. Foulon, S. Ivanov, V. S. Matveev and
W. Ziller [Bryant et al. 2017], the authors classified Finsler spheres with constant
flag curvature K ≡ 1 according to the behavior of geodesics. The Katok metric
[1973] provides the most important key model for their classification. The celebrated
Anosov conjecture [1975], claiming the minimal number of prime closed geodesics
on a Finsler sphere (Sn, F) is 2[(n+ 1)/2], was based on the discovery of Katok
metrics with only finite prime closed geodesics. There are many works using Morse
theory and index theory to study the closed geodesics and Anosov conjecture in
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Finsler geometry, assuming a pinch condition for the flag curvature, nondegenerating
property for all closed geodesics, or using the specialty of low dimensions. See for
example [Bangert and Long 2010; Duan 2016; Long and Duan 2009; Duan et al.
2016; Rademacher 1989; Wang 2012; 2015]. From the geometrical point of view,
it was much later that people noticed that Katok metrics are Randers metrics on
spheres with constant flag curvature [Rademacher 2004]. D. Bao, C. Robles and Z.
Shen [Bao et al. 2004] provided a complete classification for all Randers metrics
with constant flag curvature. The classification for the non-Randers case is still
widely open. Bryant [1996; 1997; 2002]. provided many important examples of
Finsler spheres with K ≡ 1.

However, one of the most important technique in [Bryant et al. 2017] is from
Lie theory. The authors considered the antipodal map ψ for a Finsler sphere with
K ≡ 1 (see [Bryant et al. 2017; Shen 1996] or Section 2 for its definition). It is a
Clifford Wolf translation in the center of the isometry group I (M, F). When ψ has
an infinite order, after taking closure, it can be used to generate a closed abelian
subgroup of isometries with a positive dimension.

For nonzero Killing vector fields on a Finsler sphere with K ≡ 1, we have the
following totally geodesic technique. The common zero point set of Killing vector
fields, or more generally the fixed point set of isometries, provide closed totally
geodesic submanifolds. In particular, when the dimension of such a submanifold
is one, it is a reversible geodesic, and when the dimension is even bigger, it is a
Finsler sphere inheriting the curvature property and geodesic property from the
ambient space. We can use this key observation to set up an inductive argument,
when studying the geodesics on (Sn, F) with n > 2 and K ≡ 1, and generalizing
some results in [Bryant et al. 2017] to high dimensions.

For example, we have proved the following lower bound estimate for the number
of reversible prime closed geodesics in Finsler spheres with constant flag curvature.

Theorem 1.1 [Xu 2018b]. Let (M, F) = (Sn, F) with n > 1 be a Finsler sphere
with K ≡1 and only finite prime closed geodesics. Then the number of geometrically
distinct reversible closed geodesics is at least dim I (M, F).

Recall that a geodesic c(t) with constant speed is called reversible if c(−t) also
provides a geodesic with constant speed after a reparametrization by the new arc
length. Two geodesics are geometrically distinct if and only if they are different
subsets.

The assumption of only finite prime closed geodesics imposes a strong restriction
on Io(M, F), which can only be a torus. A lot of important examples are excluded,
for example, the standard unit spheres and the homogeneous non-Riemannian
Randers spheres with K ≡ 1. So if we want more possibility for Io(M, F), the
geodesic condition could be replaced by the assumption that there exist only finite
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orbits of prime closed geodesics, or Assumption (F) for simplicity. See Section 3
for its precise definition and detailed discussion.

The main purpose of this paper is to prove the following theorem.

Theorem 1.2. Let (M, F) = (Sn, F) be a Finsler sphere satisfying n > 1, K ≡ 1
and Assumption (F). Denote by H the subgroup of G = Io(M, F) preserving each
closed geodesic, Ho its identity component and m = dim H. Then there exist at
least m geometrically distinct orbits Bi ’s of prime closed geodesics such that each
union Bi of geodesics in Bi is a totally geodesic submanifold in M with a nontrivial
Ho-action.

When (M, F) has only finite prime closed geodesics, then Assumption (F) is
satisfied, Ho = G = Io(M, F), and each orbit of closed geodesics consists of only
one closed geodesic. So Theorem 1.2 generalizes Theorem 1.1. It even slightly
refines Theorem 1.1 by claiming the totally geodesic Bi ’s found have nontrivial
Ho-actions. So if the common zero point of Ho has a positive dimension, it provides
one more totally geodesic Bi , which is either a reversible closed geodesic which
length is a rational multiple of π , or isometric to a standard unit sphere.

By Theorem 1.1 and Theorem 1.2 in [Xu 2018a], each submanifold (Bi , F |Bi ) is
in fact a non-Riemannian homogeneous Randers sphere with constant flag curvature.
So Theorem 1.2 implies the existence of totally geodesic subspheres in which F
has standard restrictions, though F itself may be strange.

This paper is organized as following. In Section 2, we recall some fundamental
geometric properties of Finsler spheres with K ≡ 1, discussing their antipodal maps
and totally geodesic submanifolds. In Section 3, we define Assumption (F), i.e.,
the assumption of only finite prime closed geodesics. In Section 4, we introduce
the subgroup H of isometries which preserves each closed geodesic. In Section 5,
we prove Theorem 1.2 by induction. In Section 6, we discuss the Katok metrics,
and show that in some cases they provides examples for Theorem 1.2, with a sharp
estimate.

2. Preliminaries: from antipodal map to Killing vector field

Let (M, F)= (Sn, F) be a Finsler sphere satisfying the dimension n > 1 and the
flag curvature K ≡ 1. Denote G = Io(M, F) the connected isometry group, i.e.,
the identity component of the isometry group I (M, F) of (M, F).

We briefly recall the definition of the exponential map [Bao et al. 2000] and the
antipodal map ψ [Bryant et al. 2017; Shen 1996] for (M, F).

For any x ∈ M and nonzero y ∈ Tx M , the exponential map Expx : Tx M→ M is
defined by Expx(y)= c(1) where c(t) is the constant speed geodesic with c(0)= x
and ċ(0)= y. When y = 0 ∈ Tx M , we define Expx(0)= x . Notice that Expx is C1

at y = 0 and C∞ elsewhere.
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The discussion for the Jacobi fields and conjugation points when K ≡ 1 indicates
Expx maps the sphere

SF
o (π)= {y ∈ Tx M | F(y)= π} ⊂ Tx M

to a single point x∗ ∈ M . The map from x to x∗ is an isometry of (M, F) in the
center of I (M, F) [Bryant et al. 2017]. Further more, it is easy to see that ψ is a
Clifford Wolf translation for the (possibly nonreversible) distance dF (·,·) defined
by the Finsler metric F . We will call it the antipodal map and always denote it
as ψ . It is a generalization for the antipodal map for standard unit spheres but may
not be an involution any more.

The above description immediately proves that any connected and simply con-
nected Finsler manifold (M, F) with dim M > 1 and K ≡ 1 is homeomorphic to a
sphere. A more careful discussion with the local charts shows that the homeomor-
phism in this statement can be refined to be a diffeomorphism, and the argument is
valid not only for M , but also any closed connected totally geodesic submanifold
N with dim N > 1, i.e., we have the following lemma.

Lemma 2.1 [Xu 2018b, Lemma 3.2]. Let (M, F) be a closed connected and simply
connected Finsler manifold with K ≡ 1 and N a closed connected totally geodesic
submanifold with dim N > 1. Then both M and N are diffeomorphic to standard
spheres, and N is an imbedded submanifold in M.

The fixed point set for a family of isometries in I (M, F) is a closed, possibly dis-
connected, totally geodesic submanifold. We have the following lemma, indicating
the connectedness of N , when its dimension is positive.

Lemma 2.2 [Xu 2018b, Lemma 3.5]. Let (M, F) = (Sn, F) be a Finsler sphere
with n > 1 and K ≡ 1, and N the fixed point set of a family of isometries of (M, F).
Then N must satisfy one of the following:

(1) N is a two-points ψ-orbit, i.e., N = {x ′, x ′′} with dF (x ′, x ′′)= dF (x ′′, x ′)= π .

(2) N is a reversible closed geodesic.

(3) (N , F |N ) is a Finsler sphere with dim N > 1 and K ≡ 1.

The space of Killing vector fields can be viewed as the Lie algebra of I (M, F).
So the common zero set of a family of Killing vector fields on (M, F) is a special
case of fixed point sets for isometries.

In later discussions, we will need the following two lemmas for Killing vector
fields.

Lemma 2.3. Assume that X is a Killing vector field of the Finsler space (M, F),
f (·)= F(X (·)) and f (x) > 0 at x ∈ M. Then the integration curve of X passing
x is a geodesic if and only if x is a critical point of f (·).
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Lemma 2.4 (corollary of [Deng and Xu 2014, Lemma 3.1]). Assume that c = c(t)
is a geodesic of positive constant speed on the Finsler space (M, F). Then restricted
to c(t), any Killing vector field X of (M, F) satisfies

(2-1) 〈X (c(t)), ċ(t)〉Fċ(t) ≡ const,

where 〈u, v〉Fy = gi j (y)uiv j for u, v, y ∈ Tx M and y 6= 0 is the inner product defined
by the fundamental tensor.

Proof. Whenever the value of X is linearly independent of ċ(t), we can prove (2-1)
by choosing a special local chart, such that c = c(t) can be presented as x1

= t
and x i

= 0 for i > 1, and X = ∂x2 . Because X is Killing vector field, F(x, y) is
independent of x2. The condition that c = c(t) is a geodesic implies that for the
coefficients Gi of the geodesic spray, we have

Gi (c(t), ċ(t))= 1
4 gil([F2

]xm yl ym
− [F2

]x l )

=
1
4 gil([F2

]x1 yl − [F2
]x l )= 0.

In particular, on the geodesic c = c(t), we have

d
dt
〈X (c(t)), ċ(t)〉Fċ(t) =

1
2 [F

2
]x1 y2 =

1
2 [F

2
]x2 = 0,

which proves the lemma in this case.
When X is tangent to c = c(t) for t in an interval I , we can easily get (2-1) for

t ∈ I .
Summarizing this two cases and using the continuity, we have proved (2-1) along

the whole geodesic c = c(t). �

3. Orbit of closed geodesics and Assumption (F)

Now we define Assumption (F), i.e., the condition that (M, F) has only finite orbits
of prime closed geodesics. In later discussion, we will always assume it to be
satisfied by (M, F) unless otherwise specified.

The free loop space 3M of all piecewise smooth path c = c(t) with t ∈ R/Z

(sometimes we will simply denote it as c or γ ) admits the natural actions of
Ĝ = G× T such that

((g, t ′) · c)(t)= g · c(t + t ′), for all t.

So for each closed geodesic γ of constant speed, we have an Ĝ-orbit Ĝ ·γ of closed
geodesics with the same speed. The geodesic c(t) (with t ∈ R/Z) is prime, i.e.,

min{t | t > 0 and c(t)= c(0)} = 1,

if and only if all the closed geodesics in Ĝ · c are prime.
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Definition 3.1. We say (M, F) has only finite orbits of prime closed geodesics if
it satisfies

Assumption (F) all the prime closed geodesics of positive constant speed can
be listed as a finite set of Ĝ-orbits, Bi = Ĝ · γi , 1≤ i ≤ k.

In Definition 3.1, we can equivalently list all the closed geodesics of constant
speed c(t) with t ∈ R/Z as B j

i = Ĝ · γ j
i , 1 ≤ i ≤ k, j ∈ N. The orbit Bi in

Definition 3.1 coincides with B1
i , for each i . The closed geodesics γ j

i is the one
which rotates j-times along the prime closed geodesic γi in Definition 3.1, i.e., if
γi is presented as ci = ci (t), then γ j

i is ci, j (t)= ci ( j t).
We denote Bi the union of the geodesics in Bi or B j

i for any j ∈ N. Then we
call B j

i and B j ′

i ′ geometrically distinct (or geometrically the same), if Bi and Bi ′ are
different subsets (or the same subsets, respectively) of M .

The Assumption (F) for the ambient space can be inherited by some totally
geodesic submanifolds, i.e., we have the following lemma.

Lemma 3.2. Let (M, F) be any closed compact Finsler manifold satisfying Assump-
tion (F), φα with α ∈A a family of isometries in the center of I (M, F), and N the
fixed point set for all φα’s. Then each orbit of prime closed geodesic for (N , F |N )
is also an orbit of prime closed geodesic for (M, F). In particular, (N , F |N ) also
satisfies Assumption (F).

Proof. The fixed point set N for the isometries φα with α ∈A is a closed (possibly
disconnected) totally geodesic submanifold of (M, F). Because each φα commutes
with all isometries of (M, F), the fixed point set N for all φα’s is preserved by the
action of G = Io(M, F). The restriction of G-action to N defines isometries in
G ′ = Io(N , F |N ). Denote Ĝ ′ = G ′× T . Then for each prime closed geodesic γ in
N , Assumption (F) implies that Ĝ ′ · γ is a disjoint finite union of Ĝ-orbits. Both
Ĝ ′-orbits and Ĝ ′-orbits are compact and connected, so we get Ĝ ′ ·γ = Ĝ ·γ , which
proves the first claim. The second claim follows immediately. �

The effect of Assumption (F) can be seen from the behavior of the antipodal
map ψ . For example, when ψ has a finite order k, i.e., there exists a positive integer
k, such that

ψk
= id, and ψ i

6= id when 1≤ i < k,

we have the following lemma.

Lemma 3.3. Let (M, F) = (Sn, F) be a Finsler sphere satisfying n > 1, K ≡ 1
and Assumption (F). Assume that the antipodal map ψ has a finite order k. Then F
must be the Riemannian metric for a standard unit sphere.

Proof. Because ψ is a Clifford Wolf translation, and it has a finite order k, each
geodesic of (M, F) is closed, and each prime closed geodesic admits a suitable
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multiple such that the length of the resulting closed geodesic is kπ . By Assump-
tion (F), the subset B ⊂ 3M of all closed geodesics with the length kπ can be
listed as the disjoint union of Bni

i = Ĝ · γ ni
i , 1 ≤ i ≤ k, where each γi is a prime

closed geodesic. Obviously B is connected and each Bni
i is compact, so we must

have k = 1.
Then we prove (M, F) is G-homogeneous. Assume conversely that it is not, we

consider a unit speed geodesic c(t), and the G-orbit N passing c(0), such that

(3-1) 〈ċ(0), Tc(0)N 〉Fċ(0) = 0.

Then by Lemma 2.4, for any Killing vector field X ∈ g, we have

〈ċ(t), X (c(t))〉Fċ(t) ≡ 0,

i.e., c(t) meets each G-orbit orthogonally in the sense of (3-1). This property
is preserved by Ĝ-actions. So its Ĝ-orbit can not exhaust all the geodesics, for
example, those which does not satisfy (3-1). This is a contradiction to our previous
observation that (M, F) can only have one orbit of prime closed geodesics, and it
proves that (M, F) is homogeneous Finsler sphere.

Finally, we prove (M, F) is a standard unit sphere. Because (M, F) is a homoge-
neous Finsler space, it has at least one homogeneous geodesic c(t)= exp(t X) ·o, in
which o ∈M and X ∈ g=Lie(G) [Yan and Huang 2018]. Our previous observation
that all geodesics belong to a single Ĝ-orbit implies all geodesics are homogeneous.
So for any x ∈ M and any two F-unit tangent vectors y1 and y2 in Tx M , we
have two unit speed geodesics c1(t) and c2(t) such that c1(0) = c2(0) = x and
ċi (0) = yi . Both geodesics belong to the same Ĝ-orbit, so we can find g1 ∈ G
such that (g1 · c1)(t)≡ c2(t + t0) for some fixed t0. Because the geodesic c2(t) is
homogeneous, we can find another g2 ∈ G such that (g2 · c2)(t)= c2(t − t0). Then
we have

(g2g1 · c1)(t)= (g2 · c2)(t + t0)= c2(t), for all t.

So the isotropy action for (M, F) is transitive at each point. The only homogeneous
spheres satisfying this property are Riemannian spheres of constant curvature. �

Using Lemmas 3.2 and 3.3, we can generalize Lemma 3.6 in [Xu 2018b] to the
following.

Lemma 3.4. Let (M, F) = (Sn, F) be a Finsler sphere satisfying n > 1, K ≡ 1
and Assumption (F). Then the union N of all the finite orbits of ψ in M must be one
of the following:

(1) A two-points ψ-orbit.

(2) A closed reversible geodesic which length is rational multiple of π .
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(3) A Riemannian sphere of constant curvature isometrically imbedded in (M, F)
as a totally geodesic submanifold. In this case we have k = 2.

Proof. By the same argument as in the proof of Lemma 3.6 in [Xu 2018b], we can
prove N is the fixed point set of ψk for some integer k, hence it is totally geodesic
in (M, F). When dim N = 0 or 1, we get the cases (1) and (2) respectively. The
difference appears when dim N > 1, which may happen with the finite orbit of prime
closed geodesics condition. When dim N > 1, by Lemma 2.2, (N , F |N ) is a Finsler
sphere satisfying K ≡ 1. By Lemma 3.2, (N , F |N ) also satisfies Assumption (F).
Then Lemma 3.3 provides the case (2) in the lemma. �

The cases (2) and (3) cover all the possibilities for the Ĝ-orbit of a prime closed
geodesic γ such that the length of γ is a rational multiple of π .

Next, we consider the Ĝ-orbit of a prime closed geodesic γ such that the length
of γ is an irrational multiple of π .

When the length of γ is an irrational multiple of π , any ψ-orbit in γ is dense.
Following this observation, we can easily prove the following lemma.

Lemma 3.5. Let (M, F) = (Sn, F) be a Finsler sphere satisfying n > 1, K ≡ 1
and Assumption (F). Then two geometrically distinct closed geodesics can intersect
if and only if they are intersecting geodesics in the totally geodesic submanifold in
(M, F) which is isometric to a unit sphere, i.e., the case (3) in Lemma 3.4.

Proof. Lemma 3.4 indicates that any two geometrically distinct closed geodesics γ1

and γ2 must satisfy one of the following. Either both lengths are 2π or one of them,
for example γ1, has a length which is an irrational multiple of π . In the first case,
they are contained in a totally geodesic submanifold of (M, F) which is isometric
to a unit sphere. In the second case, the intersection of the two geodesics contains a
ψ-orbit, which is dense in γ1. Both geodesics are closed, so does their intersection.
So as subsets of M , we have γ1 ⊂ γ2 and furthermore the equality must happen
because γ2 is a closed connected curve. This is the contradiction ending the proof
of the lemma. �

Using above lemmas, we can provide more explicit description for the orbits of
prime closed geodesics by the following lemma.

Lemma 3.6. Assume (M, F)= (Sn, F) is a Finsler sphere satisfying n > 1, K ≡ 1,
Assumption (F), and that it is not the standard unit sphere. Then we have the
following:

(1) There exists closed geodesics whose lengths are irrational multiples of π .

(2) For the orbit of prime closed geodesics Bi = Ĝ · γi such that the length of γi is
an irrational multiple of π , the corresponding Bi is an orbit for the action of
G = Io(M, F).
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(3) Two different orbits of prime closed geodesics, Bi and B j , are geometrically
distinct if and only if Bi and B j do not intersect.

(4) Two different orbits of prime closed geodesics Bi and B j are geometrically the
same if and only if we can find γi ∈ Bi and γ j ∈ B j such that γi and γ j are the
same curve with different directions.

Proof. By Lemma 3.3 and the assumption that (M, F) is not the standard unit sphere,
the antipodal map ψ generates an infinite subgroup in I (M, F), which closure
is a subgroup in the center of I (M, F), corresponding to an abelian subalgebra
c′⊂ c(g) with dim c′> 0. We can find a nonzero Killing vector field X from c′ which
generates an S1. Obviously, X is tangent to each closed geodesic. The restriction
of X to each closed geodesic which length is a rational multiple of π is zero.

To prove (1), we only need to consider a maximum point x of f (·)= F(X (·)).
By Lemma 2.3, the integration curve γ of X passing x is a geodesic, restricted
to which X is nonzero. Because X generates an S1, γ is closed. So it is a closed
geodesic which length is an irrational multiple of π .

To prove (2), we consider a prime closed geodesic γi which length is an irrational
multiple of π . Because the restriction of X to γi is a nonzero tangent vector field,
γi is a homogeneous geodesic. In its Ĝ = G× T -orbit, The T -action on γi can be
replaced by the actions of exp(t X) ∈ G. So the union Bi for the geodesics in Bi is
a G-orbit.

The statements (3) and (4) follows immediately from Lemma 3.5. �

Corollary 3.7. Assume (M, F)= (Sn, F) is a homogeneous Finsler sphere satis-
fying n > 1, K ≡ 1 and Assumption (F). Then all closed geodesics are reversible.
Furthermore, one of the following two cases must happen:

(1) (M, F) is a standard unit sphere. It has exactly one orbit of prime closed
geodesics and all geodesics are closed.

(2) (M, F) is a homogeneous non-Riemannian Randers sphere with an odd n and
K ≡ 1. There exists exactly two orbits of prime closed geodesics Ĝ · γ1 and
Ĝ · γ2, in which γ1 and γ2 are the same curve with different directions.

Proof. If the antipodal map ψ has a finite order, then (M, F) is the standard
unit sphere by Lemma 3.3. If ψ has an infinite order, then G = Io(M, F) has a
one-dimensional center RX , and M = G/H must be

U (n′)/U (n′− 1) or Sp(n′′)U (1)/Sp(n′′− 1)U (1).

By Theorems 1.1 and 1.2 in [Xu 2018a], when K ≡ 1, (M, F) is a geodesic orbit
Finsler sphere and must be Randers. Integration curves of X and −X provide prime
closed geodesics whose lengths are different irrational multiples of π , belonging to
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two different orbits B1 and B2 with B1 = B2 = M . By Lemma 3.6, They are the
only orbits of prime closed geodesics. �

4. Isometries preserving each closed geodesic

Assume (M, F)= (Sn, F) is a Finsler sphere satisfying n> 1, K ≡ 1, and Assump-
tion (F). Let ψ be its antipodal map. By Lemma 3.3, the case that ψ has a finite
order is easy, so in the following discussion we assume that ψ has an infinite order.

Let H denote the subgroup of G = I (M, F) which preserves each closed geo-
desic, Ho its identity component, and h its Lie algebra. The group H is intersection
of

Gγ =
{
g ∈ G | (g · γ )(t)≡ γ (t + t0) for some t0

}
for all closed geodesics γ . Each Gγ is a closed subgroup of G. So is H .

It should be remarked that the claim that Gγ is a closed subgroup of G is an
easy fact in this case because γ is closed. In the recent work [Berestovskii and
Nikonorov 2019], it has been proved that Gγ is still a Lie group when γ is not
closed.

Obviously the antipodal map ψ belongs to H . Because ψ has an infinite order,
then after taking closure, it generates an abelian subgroup of positive dimension,
i.e., we have dim H > 0. The following lemma claims that Ho commutes with all
the G-actions.

Lemma 4.1. The subgroup Ho is a closed subgroup in the center of G = Io(M, F).

Proof. The previous observations have already proved that Ho is a closed subgroup
of G. Because G is a compact Lie group, to prove this lemma we only need to
prove h= Lie(G) is an abelian ideal of g.

The Lie algebra h = Lie(H) consists of all the Killing vector fields X which
is tangent to each closed geodesic. Because the action of G permutes the closed
geodesics in each orbit of prime closed geodesics, any Killing vector field of the
form Ad(g)X for g ∈ G and X ∈ h is also tangent to each closed geodesic. So
conjugations of G preserves h, i.e., h is an ideal of g.

Then we prove h is abelian by contradiction. Assume conversely that h is not
abelian, then we can find a nonzero vector X from the compact semisimple Lie
algebra [h, h] which generates an S1-subgroup. The Killing vector field on (M, F)
induced by X has trivial restriction on each closed geodesic. By Lemma 2.3, the
integration curve of X passing the maximum point of f (·)= F(X (·)) is a closed
geodesic. This is a contradiction which ends the proof of this lemma. �

A direct consequence of Lemma 4.1 is the following lemma.
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Lemma 4.2. For any Killing vector field X ∈ h and any orbit Bi of the prime closed
geodesic c = c(t), their exists a constant ρX,i ∈ R such that

(4-1) X |c(t) ≡ ρX,i ċ(t), for all c ∈ Bi .

In particular, a Killing vector field X ∈ h vanishes at some point x ∈ Bi if and
only if ρX,i = 0, and if and only if X vanishes identically on Bi .

The last ingredient for the proof of Theorem 1.2 is the following lemma.

Lemma 4.3. Let (M, F) = (Sn, F) be a Finsler sphere satisfying n > 1, K ≡ 1
and Assumption (F). Then we have the following:

(1) For any nonzero Killing vector field X ∈ h which generates an S1, there exists
some orbit Bi of prime closed geodesics such that ρX,i > 0.

(2) Any Killing vector field X ∈ h vanishing on all closed geodesics must be a zero
vector field.

(3) The common zero set of all Killing vector fields in h must be the fixed point set
of ψk for some integer k. To be more precise, it is empty, a two-points ψ-orbit,
some Bi which is a reversible closed geodesic which lengths for both directions
are rational multiples of π , or some Bi which is a totally geodesic submanifold
isometric to a standard unit sphere.

Proof. (1) We consider the maximum point x for the function f (·)= F(X (·)). By
Lemma 2.3, the integration curve of X passing x provide a prime closed geodesic γ ,
for which we have X (c(t))≡ ρX,γ ċ(t) with ρX,γ > 0.

(2) We assume conversely that there exists a nonzero Killing vector field on (M, F)
such that it vanishes on all closed geodesics. Let k be the space of all such Killing
vector fields. It is a subalgebra of h corresponding to a subtorus in Ho. We can find
a nonzero Killing vector field X from k which generates an S1. The argument for (1)
indicates X is not vanishing on some closed geodesic, which is the contradiction.

(3) Let N be the fixed point set of Ho, and assume N is not empty. By Lemma 2.2,
N must be a two-points ψ-orbit, a reversible closed geodesic, or a Finsler sphere
with dim N > 1, K ≡ 1 isometrically imbedded in (M, F).

Obviously the action of ψ preserves N , i.e., N consists of ψ-orbits. Because
H is compact, H/Ho is finite. We also have ψ ∈ H , and thus each ψ-orbit in N
is finite. So when dim N = 1, the lengths of N for both directions are rational
multiples of π .

When dim N > 1, we see (N , F |N ) satisfies Assumption (F) by Lemma 3.2.
Then Lemma 3.3 tells us that (N , F |N ) is a standard unit sphere. �
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5. Proof of Theorem 1.2

Now we are ready to prove Theorem 1.2, which applies a similar inductive argument
as that for Theorem 1.2 in [Xu 2018b].

When ψ has a finite order, then by Lemma 3.3, (M, F) is the standard unit
sphere. Obviously Theorem 1.2 is valid in this case. So in the following discussion,
we assume ψ has an infinite order, and thus we have m = dim H > 0.

We will prove Theorem 1.2 by an induction for n = dim M .
When n = 2 and the antipodal map ψ has an infinite order, Ho coincides with

G = Io(M, F)= S1. In [Bryant et al. 2017], it has been proved that geometrically
there exists exactly one reversible closed geodesic γ with a nontrivial Ho-action.
So Theorem 1.2 is valid in this case, and the estimate is sharp.

Now we assume Theorem 1.2 is valid when n < l with l > 3 (the inductive
assumption) and we will prove the theorem when n = l.

Firstly, we prove:

Claim 1. When dim H = 1, there exists at least one totally geodesic Bi with a
nontrivial Ho-action.

Let X be any nonzero Killing vector field from h = Lie(H). We list all the
Ĝ-orbits of prime closed geodesics as Bi with 1≤ i ≤ k, such that when 1≤ i ≤ k ′

the coefficient ρX,i in (4-1) is positive. Notice that by Lemma 4.3(1), we have
k ′ > 0.

If the antipodal map ψ is not contained in Ho, we can find an isometry of (M, F)
which is of the form φ = ψ exp(t ′X) such that its fixed point set contains B1. By
Lemma 2.2 (or see Lemma 3.5 in [Xu 2018b]), the fixed point set N of φ is a closed
connected totally geodesic submanifold. It must have a positive codimension in
M because φ /∈ Ho. When dim N = 1, it is a reversible closed geodesic. When
dim N > 1, by Lemma 3.2 and the totally geodesic property, (N , F |N ) is a Finsler
sphere satisfying K ≡ 1 and Assumption (F). Using the inductive assumption,
we can find some orbit of prime closed geodesic, Bi = Ĝ ′ · γi = Ĝ · γi , where
Ĝ ′ = G ′ × T and G ′ = Io(N , F |N ), such that the corresponding B′i , is totally
geodesic in (N , F |N ) as well as in (M, F). The Ho-action on Bi is nontrivial
because

exp(t ′X)|Bi = ψ
−1φ|Bi = ψ

−1
|Bi ,

and ψ has no fixed point on any closed geodesic.
To summarize, this proves Claim 1 when ψ /∈ Ho.
To continue the proof of Claim 1, we may assume ψ ∈ Ho. In this case, we can

prove the zero set of X is empty as following. Assume conversely that the zero set
of X is not empty, by Lemma 4.3, it is a two-points ψ-orbit, a reversible closed
geodesic, or a connected totally geodesic standard unit sphere. For each possibility,
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ψ can not be generated by X , which is a contradiction to the assumption ψ ∈ Ho.
This fact implies that f (·)= F(X ( ·)) is a smooth function on M . By Lemma 2.3,
the critical point set of f (·) consists of exactly all Bi ’s with 1≤ i ≤ k ′. Meanwhile,
we see the Ho-action on each closed geodesic is nontrivial.

We take a prime closed geodesic ci (t) with t ∈ R/Z from Bi for 1≤ i ≤ k ′, then
X |ci = ρX,i ċi with ρX,i > 0. Because Ho = S1, we can find some t ′ > 0 such that
exp(t ′X)= id, then we have

ni = t ′ρX,i ∈ N, for all 1≤ i ≤ k ′.

We may reorder these ci ’s such that

n1 ≤ n2 ≤ · · · ≤ nk′ .

There are two possibilities, all ni ’s are not all the same, or all ni ’s are all the same.
Assume all ni ’s are not all the same, i.e., n1 < nk′ . The fixed point set N of the

isometry φ = exp((t ′/nk′)X) ∈ Ho contains Bk′ but not B1. It is either a reversible
closed geodesic, or a Finsler sphere satisfying 1 < dim N < dim M , K ≡ 1 and
Assumption (F). Applying the inductive assumption and Lemma 3.2, we can find a
totally geodesic Bi for (N , F |N ), as well as for (M, F).

Assume all ni ’s are all the same, then all ρX,i ’s are all the same as well. We may
choose a suitable t ′ such that ni = 1 for 1 ≤ i ≤ k ′. There exists t ′′ ∈ (0, 1) such
that ψ(ci (0))= ci (t ′′), i.e., dF (ci (0), ci (t ′′))= π , for 1≤ i ≤ k ′. Then we have

F(X |c1)= F(X |c2)= · · · = F(X |ck′
).

The function f (·)= F(X (·)) takes the same value on its critical point set, so it is a
constant function. By Lemma 2.3, all integration curves of X are closed geodesics,
which belongs to one Ĝ-orbit. By Corollary 3.7, (M, F) is a non-Riemannian
homogeneous Randers Finsler sphere with K ≡ 1 and exactly two Ĝ-orbits of prime
closed geodesics, B1 = Ĝ · γ1 and B2 = Ĝ · γ2 such that γ1 and γ2 are the same
curve with different directions.

This ends the proof of Claim 1, i.e., Theorem 1.2 is valid when m = dim H = 1.
Next we prove Theorem 1.2 assuming m = dim H > 1.

Claim 2. There exists at least m− 1 geometrically distinct orbits Bi such that each
Bi is a totally geodesic submanifold with a nontrivial Ho-action.

Let Bi with 1≤ i ≤ k ′ be all the geometrically distinct Ĝ-orbits of prime closed
geodesics such that the Ho-action on each Bi is not trivial. Let hi be the codimension
one subalgebra of h which restriction to Bi is zero. By Lemma 4.3, the intersection⋂k′

i=1 hi = 0, from which we see that m ≤ k ′. We may reorder the orbits Bi ’s such
that

⋂m
i=1 hi = 0. Take a nonzero Killing vector field X ∈

⋂m−1
i=1 hi . Then the zero

set N of X is a closed connected totally geodesic submanifold in M , containing Bi



366 MING XU

for 1≤ i ≤m−1 but not Bm . Let H ′ be the subgroup of Io(N , F |N ) preserving all
closed geodesics in N , and h′ its Lie algebra. The restriction from M to N defines
a linear map from h to h′ which kernel is spanned by X , so dim H ′ ≥ m− 1.

If dim N = 1, then m = 2, Ho has no fixed point, and N itself provides the totally
geodesic Bi wanted by Claim 2.

If dim N > 1, we can use the inductive assumption to find m− 1 geometrically
distinct orbits Bi of prime closed geodesics for (N , F |N ), as well as for (M, F) by
Lemma 3.2, such that the corresponding Bi ’s are totally geodesic submanifolds,
with nontrivial H ′o-actions. Claim 2 is proved when each of these Bi ’s also has a
nontrivial Ho-action.

But it is possible that there is some Bi in N on which the H ′o-action is nontrivial
but the Ho-action is trivial. If it happens, this Bi is unique, and we must have
dim H ′ > m − 1. So in this case, we can use the inductive assumption to find m
geometrically distinct orbits of prime closed geodesics. At least m−1 geometrically
distinct totally geodesic Bi ’s in N have nontrivial Ho-actions.

This proves Claim 2.
To finish the proof of Theorem 1.2 when n = l, we only need to find one more

totally geodesic Bi with a nontrivial Ho-action.
We may reorder the orbits Bi ’s such that the first m− 1 ones are those provided

by Claim 2, and
⋂m

i=1 hi = 0. The nonzero Killing vector field X from
⋂m−1

i=1 hi

vanishes on Bi with 1≤ i ≤ m− 1, but not on Bm . We can find an isometry of the
form φ = ψ exp(t ′X) such that it fixes each point of Bm . On the other hand, the
fixed point set N of φ does not contain each Bi for 1≤ i ≤ m− 1.

The Ho-action on each closed geodesic in N is nontrivial. Assume conversely
that there is a closed geodesic in N with a trivial Ho-action. Then the restriction of
ψ to this geodesic coincides with that of φ, fixing each point of this geodesic. This
is not true because ψ has no fixed points.

If dim N = 1 it is a reversible closed geodesic, which is the extra Bi we want. If
dim N > 1 it is a Finsler sphere satisfying K ≡ 1 and Assumption (F), isometrically
imbedded in (M, F) as a totally geodesic submanifold. In this situation we use the
inductive assumption one more time, which provides one more totally geodesic Bi .

Summarizing above discussion, we have proved Theorem 1.2 when n = l.
This ends the proof of Theorem 1.2 by induction.

6. The example from Katok metrics

We conclude this paper by the examples from Katok metrics for which the estimate
in Theorem 1.2 is sharp.

Let (M, h)= (Sn, h) be a standard unit sphere with n > 1, W a Killing vector
field on (M, h) such that h(W,W ) < 1 everywhere.
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Then the navigation process defines a Randers metric

F(y)=

√
λh(y, y)+ h(W, y)2

λ
−

h(W, y)
λ

on M , in which λ= 1− h(W,W ) is positive everywhere.
By the work of Bao, Robles and Shen [Bao et al. 2004], this construction provides

all the Randers spheres with K ≡ 1. The behavior of the geodesics on (M, F) is
determined by the choice of W .

We can find suitable coordinates x = (x0, z1, . . . , zk) for x ∈ Rn+1, where

x0 = (x0,1, . . . , x0,n0) ∈ Rn0 and zi = (zi,1, . . . , zi,ni ) ∈ Cni

satisfy the following:

(A1) We permit n0 = 0 and in this case x0 is always 0. All other ni ’s are positive.

(A2) (M, h) is naturally identified as the unit sphere Sn(1) defined by

|x0|
2
+ |z1|

2
+ · · ·+ |z|2 = 1

in Rn+1
= Rn0 ⊕Cn1 ⊕· · ·⊕Cnk with the standard product Euclidean metric.

(A3) W can be presented as

(6-1) W (x0, z0, . . . , zk)= (0,
√
−1λ1z1, . . . ,

√
−1λk zk),

such that 0< λ1 < λ2 < . . . < λk < 1.

We further require one of the following is satisfied:

(A4) All λi ’s are irrational numbers. For any 1 ≤ i < j ≤ k, 1, λi and λ j are
linearly independent over Q.

(A5) All λi ’s are irrational numbers except one, n0 = 0 and ni = 1 if λi ∈Q. If λi

and λ j are irrational numbers, 1, λi and λ j are linearly independent.

Then we have

Lemma 6.1. For the Randers sphere (M, F) described above, satisfying (A1)–(A3)
and one of (A4) and (A5), any closed geodesic on (M, F) must be contained in

z1 = · · · = zk = 0

or
x0 = 0 and z j = 0 when j 6= i,

for some i , 1≤ i ≤ k.

Proof. Using (6-1), we can present the antipodal map as

ψ(x0, z1, . . . , zk)= (x0,−e
√
−1πλ1 z1, . . . ,−e

√
−1πλk zk).
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It is easy to check that finite ψ-orbits only appear in the situation that only x0 is
nonzero or only zi with λi ∈Q is nonzero.

Let x = (x0, z1, . . . , zk) be a point on the closed geodesic γ . We only need to
prove that only one of x0 and zi ’s can be nonzero. Assume conversely this is not
true. Then the length of γ can not be a rational multiple of π (i.e., consists of finite
ψ-orbits), so the ψ-orbit of x is a dense subset in γ . There are three cases we need
to consider.

In the first case, λi and λ j are irrational numbers, zi 6= 0, and z j 6= 0. Then the
condition that 1, λi and λ j are linearly independent implies that the projection to
the zi - and z j -factors maps the closed curve γ onto a two dimensional torus, which
is a contradiction.

In the second case, λi is rational, λ j is not, zi 6= 0 and z j 6= 0. Then the projection
to the zi -factor maps γ to a finite set with at least two points. This is impossible
because γ is connected.

In the third case, x0 6= 0 and zi 6= 0. Then the projection to the x0-factor maps γ
to two points. This is impossible for the same reason as the previous case.

To summarize, we have found contradiction for all the cases, and finished the
proof of this lemma. �

Using Lemma 6.1, we can provides examples of Katok metrics such that the
estimates in Theorem 1.2 are sharp.

Theorem 6.2. Let F be the Randers metrics on Sn with n > 1 satisfying (A1)–(A3)
and one of (A4) and (A5). Then it has only finite orbits of prime closed geodesics.
Let H denote the subgroup of isometries preserving each closed geodesic, Ho its
identity component, and m = dim H. Then there exist exactly m geometrically
distinct Bi , such that the corresponding Bi ’s are totally geodesic with nontrivial
Ho-actions.

The proof is a case-by-case discussion. For each case, it is not hard to calculate
G = Io(M, F), Ho and all the orbits of prime closed geodesics.

For example, when n0 > 2 and all γi ’s are irrational numbers,

G = SO(n0)×U (n1)× · · ·×U (nk), and

H = C(U (n1)× · · ·×U (nk))=U (1)k,

so we have dim H = k.
When 1≤ i ≤ k,

Bi =
{

x = (x0, z1, . . . , zk) ∈ M with x0 = 0 and z j = 0 when j 6= i
}

is a homogeneous Randers sphere with exactly two orbits of prime closed geodesics.
It is isometrically imbedded in (M, F) as a totally geodesic submanifold, because
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it is the fixed point set of the subgroup of G with the U (ni )-factor removed. They
provide all the different totally geodesic Bi ’s with nontrivial Ho-actions.

There exists one more totally geodesic Bk+1 with a trivial Ho-action, i.e.,

Bk+1 =
{

x = (x0, z1, . . . , zk) ∈ M with z1 = · · · = zk = 0
}
.

It is a standard unit sphere with only one orbit of closed geodesics.
By Lemma 6.1, no other closed geodesics can be found.
Summarizing all these observations, we see that this Randers sphere (M, F)

satisfies all the requirements in Theorem 1.2, and the estimate in Theorem 1.2 for
the number of totally geodesic Bi ’s is sharp.

The discussion for other cases is similar, so we skip the details.
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DEGENERACY THEOREMS FOR TWO HOLOMORPHIC
CURVES IN Pn(C) SHARING FEW HYPERSURFACES

KAI ZHOU AND LU JIN

In value distribution theory, many uniqueness and degeneracy theorems for
holomorphic curves in Pn(C) sharing hyperplanes or sharing sufficiently many
hypersurfaces have been obtained in the last few decades. But there is no
result concerning holomorphic curves in Pn(C) sharing few hypersurfaces.
We prove several degeneracy theorems for two algebraically nondegenerate
holomorphic curves in Pn(C) sharing n + k hypersurfaces in general position.

1. Introduction

Since Fujimoto [1975] generalized Nevanlinna’s uniqueness theorems of meromor-
phic functions sharing values to the case of meromorphic maps of Cm into Pn(C)

sharing hyperplanes, plenty of uniqueness and degeneracy results for meromorphic
maps sharing hyperplanes have been obtained; see for instance [Smiley 1983;
Fujimoto 1998; Fujimoto 1999; Chen and Yan 2009; Si and Le 2015]. Some
uniqueness theorems for holomorphic curves in Pn(C) sharing sufficiently many
hypersurfaces have also been proven; see [Dulock and Ru 2008; Phuong 2013;
Quang and An 2017].

But as far as we know, there is no result concerning two holomorphic curves in
Pn(C) sharing n+ k hypersurfaces. This paper proves some degeneracy theorems
for two holomorphic curves in Pn(C) sharing n+ k hypersurfaces.

Now we introduce some notions. A holomorphic map f :C→Pn(C) is said to be
linearly (resp. algebraically) nondegenerate if its image is not contained in any proper
linear subspace (resp. algebraic subset) of Pn(C). Hypersurfaces D1, . . . , Dq(q>n)
in Pn(C) are said to be located in general position if

⋂n+1
k=1 Supp D jk =∅ for any n+1

distinct indices j1, . . . , jn+1 ∈ {1, . . . , q}. For a nonzero meromorphic function h
on the complex plane C, let ν0

h (resp. ν∞h ) be the zero (resp. pole) divisor of h, and
let νh = ν

0
h − ν

∞

h .
We may regard Pn(C)×Pn(C) as a subvariety of P(n+1)2−1(C) via the Segre

embedding (a0 : · · · : an)× (b0 : · · · : bn) 7→ (. . . : ai b j : . . .). And a holomorphic
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map F : C→ Pn(C)×Pn(C) is said to be algebraically degenerate if its image is
contained in a proper algebraic subset of Pn(C)×Pn(C).

We state our main theorems now. Let f, g : C→ Pn(C) be two algebraically
nondegenerate holomorphic curves with reduced representations f̃ = ( f0, . . . , fn)

and g̃= (g0, . . . , gn). Let q>n and let D j , 1≤ j≤q, be hypersurfaces of degrees d j

in Pn(C) located in general position. Let Q j ∈ C[x0, . . . , xn], 1 ≤ j ≤ q, be the
homogeneous polynomials of degrees d j defining D j . Let d be the least common
multiple of the d j ’s and set Q̃ j = Qd/d j

j for 1≤ j ≤ q .

Theorem 1.1. Assume that q =max{4, n+ 2}. If

(a) f −1(Di )∩ f −1(D j )=∅ for all i ∈ {1, . . . , q} and j ∈ {1, 2, 3, 4} \ {i},

(b) νQ j ( f̃ ) = νQ j (g̃) for 1≤ j≤4 and min{νQ j ( f̃ ), 1}=min{νQ j (g̃), 1} for 4< j≤q ,

(c) f = g on
⋃q

j=1 f −1(D j ),

then there are three distinct indices i, j, k ∈ {1, 2, 3, 4} such that(
Q̃i ( f̃ ) · Q̃k(g̃)

Q̃i (g̃) · Q̃k( f̃ )

)s

·

(
Q̃ j ( f̃ ) · Q̃k(g̃)

Q̃ j (g̃) · Q̃k( f̃ )

)t

≡ 1

for some (s, t) ∈ Z×Z \ {(0, 0)}. Consequently { fugv}0≤u,v≤n satisfy a nontrivial
homogeneous polynomial equation; thus f ×g :C→Pn(C)×Pn(C) is algebraically
degenerate.

Since the conditions “ f = g on
⋃q

j=1 f −1(D j )” and “ f −1(Di )∩ f −1(D j )=∅
for i 6= j” are really rigid, it’s natural to study the related problem without the two
conditions. In this direction, Fujimoto [1999] proved a degeneracy theorem for
sharing 2n+2 hyperplanes with truncated multiplicities. In our case of sharing few
hypersurfaces, we can only prove the following.

Theorem 1.2. Assume that q = n+ 3. If

(a) νQ j ( f̃ ) = νQ j (g̃) for 1≤ j ≤ q,

(b) f = g on
⋃n+2

j=1 f −1(D j ),

then there are three distinct indices i, j, k ∈ {1, . . . , q} such that(
Q̃i ( f̃ ) · Q̃k(g̃)

Q̃i (g̃) · Q̃k( f̃ )

)s

·

(
Q̃ j ( f̃ ) · Q̃k(g̃)

Q̃ j (g̃) · Q̃k( f̃ )

)t

≡ 1

for some (s, t) ∈ Z× Z \ {(0, 0)}. In particular f × g : C→ Pn(C)× Pn(C) is
algebraically degenerate.

In fact we prove a stronger theorem (see Theorem 4.1) with a weaker condition
than “ f = g on

⋃n+2
j=1 f −1(D j )” (see Remark 4.2).

If we require further that the order of f (see Definition 2.5) is less than 1, then
we can get rid of both the two conditions; namely we have:
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Theorem 1.3. Assume that f is of order < 1. Let q = n + 2. If νQ j ( f̃ ) = νQ j (g̃)

for j = 1, 2 and min{νQ j ( f̃ ), 1} =min{νQ j (g̃), 1} for 2< j ≤ q, then there exists a
nonzero constant C such that

Q̃1( f̃ ) · Q̃2(g̃)

Q̃1(g̃) · Q̃2( f̃ )
≡ C.

In particular, f × g : C→ Pn(C)×Pn(C) is algebraically degenerate.

Remark 1.4. If all D j ’s are hyperplanes in Pn(C), then the nondegeneracy assump-
tion on f and g only needs to be linearly nondegenerate.

Our proof is based on the second main theorem for holomorphic curves in Pn(C)

intersecting hypersurfaces, which was first proved by Ru [2004], and a gcd bound
for holomorphic units (see [Pasten and Wang 2017, Theorem 3.1]). The technique
of using the gcd bound is due to Si [2013].

2. Preliminaries from Nevanlinna theory

For a divisor ν on C, we define the counting function of ν by

N (r, ν)=
∫ r

0

n(t, ν)− n(0, ν)
t

dt + n(0, ν) log r,

where n(t, ν) :=
∑
|z|≤t ν(z).

Let f :C→Pn(C) be a holomorphic map and let f̃ = ( f0, . . . , fn) be a reduced
representation of f ; namely, f0, . . . , fn are entire functions on C without common
zeros and f (z)= [ f0(z) : · · · : fn(z)] for every z ∈ C. The characteristic function
of f is defined by

T f (r) :=
1

2π

∫ 2π

0
log ‖ f̃ (reiθ )‖dθ − log ‖ f̃ (0)‖,

where ‖ f̃ (z)‖ =
√
| f0(z)|2+ · · ·+ | fn(z)|2. This definition is independent of the

choice of the reduced representation. Let D be a hypersurface of degree d in Pn(C)

with f (C) 6⊆ D. Let Q ∈C[x0, . . . , xn] be the homogeneous polynomial of degree d
defining D. Then the proximity function m f (r, D) is defined by

m f (r, D)=
1

2π

∫ 2π

0
log
‖ f̃ (reiθ )‖d‖Q‖

|Q( f̃ )(reiθ )|
dθ,

where ‖Q‖ is the maximum of the absolute values of the coefficients of Q. And the
counting function of f intersecting D with truncation level M , M ∈ Z+ ∪ {+∞},
is defined by

N [M]f (r, D) := N (r,min{νQ( f̃ ),M}).
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We also write N [1]f (r, D)= N f (r, D) and N [+∞]f (r, D)= N f (r, D). If H is a
hyperplane in Pn(C) defined by the linear form L , we also write L( f̃ ) as ( f, H).

The Jensen formula (see [Ru 2001, Corollary A1.1.3]) implies the following first
main theorem:

Theorem 2.1. Let f : C→ Pn(C) be a holomorphic map and let D be a hypersur-
face of degree d in Pn(C). If f (C) 6⊆ D, then there is a real constant C , such that
for all r > 0,

m f (r, D)+ N f (r, D)= dT f (r)+C.

The following is the well known second main theorem for holomorphic curves in
Pn(C) intersecting hyperplanes (see [Ru 2001, Theorem A3.2.2]) which was first
proved by H. Cartan.

Theorem 2.2. Let f : C→ Pn(C) be a linearly nondegenerate holomorphic map
and {H j }

q
j=1 be q hyperplanes in Pn(C) located in general position. Then∥∥∥ (q − n− 1)T f (r)≤

q∑
j=1

N [n]f (r, H j )+ o(T f (r)),

where the notation “‖” means that the assertion holds for all r > 0 outside a set of
finite Lebesgue measure.

Ru [2004] proved a second main theorem for holomorphic curves in Pn(C)

intersecting hypersurfaces. The following version with truncation was proved in
[Yan and Chen 2008; An and Phuong 2009].

Theorem 2.3. Let f : C→ Pn(C) be an algebraically nondegenerate holomorphic
map. Let D j , 1≤ j ≤ q, be hypersurfaces of degrees d j in Pn(C) located in general
position. Then for any ε > 0, there is a positive integer Mε such that∥∥∥ (q − n− 1− ε)T f (r)≤

q∑
j=1

d−1
j N [Mε ]

f (r, D j ).

For a meromorphic function h on the complex plane C, the Nevanlinna’s charac-
teristic function of h is defined by

T (r, h) := m(r, h)+ N (r, h),

where m(r, h) := 1
2π

∫ 2π
0 log+ |h(reiθ )|dθ with log+ x = max{log x, 0} for x ≥ 0,

and N (r, h) := N (r, ν∞h ). It follows from the definition that for any meromorphic
functions h1, h2 on C, T (r, h1+h2)≤ T (r, h1)+T (r, h2)+ ln 2 and T (r, h1h2)≤

T (r, h1)+T (r, h2) for r ≥ 1. Furthermore we have the following first main theorem
for meromorphic functions (see [Ru 2001, Theorem A1.1.5]).

Theorem 2.4. T (r, h)= T
(
r, 1

h−a

)
+ O(1) for any meromorphic function h on C

and a ∈ C provided that h 6≡ a.
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Definition 2.5. The order of a holomorphic map f : C→ Pn(C) is defined to be

lim
r→+∞

log+ T f (r)
log r

.

The order of a meromorphic function h on C can be similarly defined.

3. Proof of Theorem 1.1

We prove Theorem 1.1 in this section; in fact, we prove the following stronger
theorem.

Theorem 3.1. Let f, g, f̃ , g̃, d, D j , Q j , Q̃ j , 1 ≤ j ≤ q, be given as in Section 1.
Assume there exist I, J ⊆{1, . . . , q} with #I ≥ n+2 and for any i ∈ I , #(J \{i})≥ 3,
such that the following conditions are satisfied:

(a) f −1(Di )∩ f −1(D j )=∅ for all i ∈ I and j ∈ J \ {i},

(b) νQ j ( f̃ ) = νQ j (g̃) for j ∈ J and min{νQi ( f̃ ), 1} =min{νQi (g̃), 1} for i ∈ I,

(c) f = g on
⋃

i∈I f −1(Di ).

Then there exist three distinct indices i, j, k ∈ J such that(
Q̃i ( f̃ ) · Q̃k(g̃)

Q̃i (g̃) · Q̃k( f̃ )

)s

·

(
Q̃ j ( f̃ ) · Q̃k(g̃)

Q̃ j (g̃) · Q̃k( f̃ )

)t

≡ 1

for some (s, t) ∈ Z× Z \ {(0, 0)}. In particular, f × g : C→ Pn(C)×Pn(C) is
algebraically degenerate.

Taking q =max{4, n+2}, I = {1, . . . , q}, J = {1, 2, 3, 4}, we get Theorem 1.1.
Furthermore, we can deduce the following corollary by taking q = n + 5 , I =
{4, . . . , q}, J = {1, 2, 3}.

Corollary 3.2. Let f, g, f̃ , g̃, d, D j , Q j , Q̃ j , 1≤ j ≤ q, be given as in Section 1.
Assume that q = n+ 5. If

(a) f −1(Di )∩ f −1(D j )=∅ for i = 1, 2, 3 and j = 4, . . . , q,

(b) νQ j ( f̃ ) = νQ j (g̃) for j = 1, 2, 3, and min{νQ j ( f̃ ), 1} = min{νQ j (g̃), 1} for
j = 4, . . . , q ,

(c) f = g on
⋃q

j=4 f −1(D j ),

then (
Q̃1( f̃ ) · Q̃3(g̃)

Q̃1(g̃) · Q̃3( f̃ )

)s

·

(
Q̃2( f̃ ) · Q̃3(g̃)

Q̃2(g̃) · Q̃3( f̃ )

)t

≡ 1

for some (s, t) ∈ Z× Z \ {(0, 0)}. In particular, f × g : C→ Pn(C)×Pn(C) is
algebraically degenerate.
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For our purpose, we need the following lemma on the gcd bound for holomorphic
units; for the proof refer to [Pasten and Wang 2017, Theorem 3.1].

Lemma 3.3. Let F,G be nowhere zero holomorphic functions on C. If F s
·G t is

not constant for all (s, t) ∈ Z×Z \ {(0, 0)}, then for any ε > 0,∥∥ N (r, F − 1,G− 1)≤ εmax{T (r, F), T (r,G)},

where N (r, F − 1,G − 1) is the counting function of the common 1-points of F
and G; namely, N (r, F − 1,G− 1) := N (r,min{ν0

F−1, ν
0
G−1}).

Remark 3.4. If F s
·G t
≡ c∈C\{1} for some (s, t)∈Z×Z\{(0, 0)}, then F and G

have no common 1-points; namely, N (r, F − 1,G− 1)≡ 0. So the conclusion of
the above lemma actually holds when F s

·G t
6≡ 1 for all (s, t) ∈ Z×Z \ {(0, 0)}.

Now we are going to prove Theorem 3.1. We give the following lemma first.

Lemma 3.5. Let f :C→Pn(C) be a holomorphic map with reduced representation
f̃ = ( f0, . . . , fn). Let Q1, Q2 ∈ C[x0, . . . , xn] be two homogeneous polynomials
of same degree d > 0 with Q2( f̃ ) 6≡ 0. Then there are constants C1,C2 > 0 such
that for all r > 0 large enough,

T
(

r,
Q1( f̃ )

Q2( f̃ )

)
≤ C1T f (r)+C2.

Proof. Take k ∈ {0, . . . , n} such that fk 6≡ 0. Write Q1( f̃ )=
∑

a f i0
0 · · · f in

n and
Q2( f̃ )=

∑
b f j0

0 · · · f jn
n , then

Q1( f̃ )

Q2( f̃ )
=

Q1( f̃ )/ f d
k

Q2( f̃ )/ f d
k

=

∑
a
( f0

fk

)i0
· · ·
( fn

fk

)in∑
b
( f0

fk

) j0
· · ·
( fn

fk

) jn
.

Thus by the first main theorem and the properties of Nevanlinna’s characteristic
function, we conclude that

T
(

r,
Q1( f̃ )

Q2( f̃ )

)
≤T

(
r,
∑

a
(

f0

fk

)i0

· · ·

(
fn

fk

)in
)

+ T
(

r,
∑

b
(

f0

fk

) j0
· · ·

(
fn

fk

) jn)
+ O(1)

≤C̃1

(
T
(

r,
f0

fk

)
+ · · ·+ T

(
r,

fn

fk

))
+ C̃2.

By [Ru 2001, Theorem A3.1.2], we know that T (r, ft/ fk)≤ T f (r)+ O(1) for t =
0, . . . , n, this together with the above inequality imply the desired conclusion. �

Proof of Theorem 3.1. Set h j = Q̃ j ( f̃ )/Q̃ j (g̃) for j = 1, . . . , q. Then by condi-
tion (b), h j is a nowhere zero holomorphic function on C for every j ∈ J.
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We argue by the method of contradiction. Assume that the conclusion doesn’t
hold, then for arbitrary three distinct indices j1, j2, j3 ∈ J,(

h j1

h j3

)s

·

(
h j2

h j3

)t

6≡ 1

for all (s, t) ∈ Z×Z \ {(0, 0)}. So applying Lemma 3.3 (see Remark 3.4) to the
functions h j1/h j3 and h j2/h j3 , we conclude that for any ε > 0,

(3.6)
∥∥∥ N (r, h j1/h j3 − 1, h j2/h j3 − 1)≤ εmax

{
T
(

r,
h j1

h j3

)
, T
(

r,
h j2

h j3

)}
.

Note that the Q̃ j ’s are all of degree d, so by Lemma 3.5, we see that for any
i, j ∈ {1, . . . , q},

T
(

r,
hi

h j

)
≤ T

(
r,

Q̃i ( f̃ )

Q̃ j ( f̃ )

)
+ T

(
r,

Q̃ j (g̃)

Q̃i (g̃)

)
≤ C1(T f (r)+ Tg(r))+C2.

Combining this with inequality (3.6), we get that for arbitrary three distinct indices
j1, j2, j3 ∈ J, for any ε > 0,

(3.7)
∥∥ N (r, h j1/h j3 − 1, h j2/h j3 − 1)≤ ε(T f (r)+ Tg(r)).

Take i ∈ I. By #(J \ {i}) ≥ 3, we can choose three distinct j1, j2, j3 ∈ J \ {i}.
By conditions (a), (b) and (c), if z ∈ f −1(Di ), then z is not the zero of Q̃ jk ( f̃ )
and Q̃ jk (g̃), k = 1, 2, 3, and f̃ (z) = cg̃(z) for some nonzero constant c. So for
k = 1, 2, 3,

h jk (z)=
Q̃ jk ( f̃ )(z)

Q̃ jk (g̃)(z)
=

Q̃ jk ( f̃ (z))

Q̃ jk (g̃(z))
= cd ,

thus
h j1

h j3
(z)=

h j2

h j3
(z)=

cd

cd = 1;

namely, z is a common 1-point of h j1/h j3 and h j2/h j3 . So combining this with
inequality (3.7), we have for any ε > 0,∥∥ N f (r, Di )≤ N (r, h j1/h j3 − 1, h j2/h j3 − 1)≤ ε(T f (r)+ Tg(r)).

Summing up the above inequality over i ∈ I and noting that N f (r, Di )= N g(r, Di ),

we get that for any ε > 0,

(3.8)
∥∥∥∑

i∈I

(N f (r, Di )+ N g(r, Di ))≤ ε(T f (r)+ Tg(r)).

On the other hand, by the second main theorem for holomorphic curves inter-
secting hypersurfaces (see Theorem 2.3) and the assumption #I ≥ n+2, and noting
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that N [M]f (r, D)≤ M N f (r, D), we deduce that there is a positive constant κ such
that ∥∥∥∑

i∈I

(N f (r, Di )+ N g(r, Di ))≥ κ(T f (r)+ Tg(r)).

This contradicts (3.8).
Therefore we have proved that there exist three distinct indices i, j, k∈ J such that(

Q̃i ( f̃ ) · Q̃k(g̃)

Q̃i (g̃) · Q̃k( f̃ )

)s

·

(
Q̃ j ( f̃ ) · Q̃k(g̃)

Q̃ j (g̃) · Q̃k( f̃ )

)t

≡ 1

for some (s, t) ∈ Z×Z \ {(0, 0)}. Now since all Q̃t ’s are of the same degree d, it
is easy to see that the (n+ 1)2 functions { fugv}0≤u,v≤n satisfy a nontrivial homoge-
neous polynomial equation. This shows that the image of f×g :C→Pn(C)×Pn(C)

is contained in a proper algebraic subset of Pn(C) × Pn(C); in other words,
f × g : C→ Pn(C)×Pn(C) is algebraically degenerate.

Furthermore from the above proof, we easily see that if all D j ’s are hyperplanes,
then the proof still works if f and g are only assumed to be linearly nondegenerate.
This completes the proof. �

4. Proof of Theorem 1.2

We prove the following theorem which implies Theorem 1.2.

Theorem 4.1. Let f, g, f̃ , g̃, d, D j , Q j , Q̃ j , 1 ≤ j ≤ q, be given as in Section 1.
Let q = n+ 3 and set h j = Q̃ j ( f̃ )/Q̃ j (g̃) for j = 1, . . . , q. Assume that

(a) νQ j ( f̃ ) = νQ j (g̃) for j = 1, . . . , q , and

(b) for every i ∈ {1, . . . , n+ 2}, the set

Ai :=

{
h j

hk
(z) | z∈ f −1(Di ), 1≤ j, k ≤ q with z 6∈ f −1(D j ∪Dk)∪ g−1(D j ∪Dk)

}
is of finite cardinality.

Then there exist distinct indices i, j, k ∈ {1, . . . , q} and constants

C1,C2 ∈ A := {1} ∪
n+2⋃
i=1

Ai

such that (
Q̃i ( f̃ ) · Q̃k(g̃)

C1 Q̃i (g̃) · Q̃k( f̃ )

)s

·

(
Q̃ j ( f̃ ) · Q̃k(g̃)

C2 Q̃ j (g̃) · Q̃k( f̃ )

)t

≡ 1

for some (s, t) ∈ Z× Z \ {(0, 0)}. In particular f × g : C→ Pn(C)× Pn(C) is
algebraically degenerate.
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Remark 4.2. By the condition “ f = g on
⋃n+2

j=1 f −1(D j )” of Theorem 1.2, one
deduces as in the proof of Theorem 3.1 that for i ∈ {1, . . . , n + 2} and j, k ∈
{1, . . . , q}, (h j/hk)(z)= 1 for every point

z ∈ f −1(Di ) \ ( f −1(D j ∪ Dk)∪ g−1(D j ∪ Dk)).

So A = {1}. Thus the conclusion of Theorem 1.2 follows from Theorem 4.1.

Proof. By assumption, h j is a nowhere zero holomorphic function on C for every
1 ≤ j ≤ q and A is a nonempty set consisting of finitely many nonzero complex
numbers. So we may set A = {c1, . . . , cp}.

Assume that the conclusion doesn’t hold, then for any distinct indices i, j, k ∈
{1, . . . , q} and constants cu, cv ∈ A,(

hi

cuhk

)s

·

(
h j

cvhk

)t

6≡ 1

for all (s, t) ∈ Z×Z \ {(0, 0)}. Much as in the proof of Theorem 3.1, by making
use of Lemmas 3.3 and 3.5, we conclude that for any ε > 0,

(4.3)
∥∥∥ N

(
r,

hi

cuhk
− 1,

h j

cvhk
− 1

)
≤ ε(T f (r)+ Tg(r)).

Let ν =
∑

1≤i< j<k≤q
∑

cu ,cv∈A min{ν0
hi/(cuhk)−1, ν

0
h j/(cvhk)−1}, then

N (r, ν)=
∑

1≤i< j<k≤q

∑
cu ,cv∈A

N
(

r,
hi

cuhk
− 1,

h j

cvhk
− 1

)
.

So (4.3) gives that for any ε > 0,

(4.4)
∥∥ N (r, ν)≤ ε(T f (r)+ Tg(r)).

Now take l ∈ {1, . . . , n+ 2}. For a point z ∈ f −1(Dl), by the “in general position”
assumption, we know that there are at most n− 1 distinct k ∈ {1, . . . , q} \ {l} such
that z ∈ f −1(Dk). Since q = n+ 3, there are three distinct i, j, k ∈ {1, . . . , q} \ {l}
with i < j < k such that z 6∈ f −1(Di ∪ D j ∪ Dk)∪ g−1(Di ∪ D j ∪ Dk). Then

hi

hk
(z),

h j

hk
(z) ∈ Al ⊆ A.

Thus there are cu, cv ∈ A such that z is a common 1-point of hi/(cuhk) and
h j/(cvhk), so the point z is counted in N (r, ν). Consequently, for any ε > 0,∥∥ N f (r, Dl)≤ N (r, ν)≤ ε(T f (r)+ Tg(r)).
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From this we see that for any ε > 0,∥∥∥ n+2∑
l=1

(N f (r, Dl)+ N g(r, Dl))≤ ε(T f (r)+ Tg(r)).

On the other hand, using the second main theorem (see Theorem 2.3), as in the
proof of Theorem 3.1, we deduce that there exists a constant κ > 0 such that∥∥∥ κ(T f (r)+ Tg(r))≤

n+2∑
l=1

(N f (r, Dl)+ N g(r, Dl)),

which contradicts the above inequality. This proves Theorem 4.1. �

Combining the proof of Theorem 4.1 with that of Theorem 3.1, one concludes
easily the following theorem which is an improvement of Theorem 3.1.

Theorem 4.5. Let f, g, f̃ , g̃, d, D j , Q j , Q̃ j , 1 ≤ j ≤ q, be given as in Section 1.
Assume that there exist I, J ⊆ {1, . . . , q} with #I ≥ n + 2 and for any i ∈ I ,
#(J \ {i})≥ 3, such that the following conditions are satisfied:

(a) νQ j ( f̃ ) = νQ j (g̃) for j ∈ J and min{νQi ( f̃ ), 1} =min{νQi (g̃), 1} for i ∈ I;

(b) for every i ∈ I, the set{
h j

hk
(z) | z ∈ f −1(Di ), j, k ∈ J \ {i}

}
=: Ai

is of finite cardinality.

Then there exist three distinct indices i, j, k ∈ J and constants

C1,C2 ∈ A := {1} ∪
⋃
u∈I

Au

such that (
Q̃i ( f̃ )· Q̃k(g̃)

C1 Q̃i (g̃) · Q̃k( f̃ )

)s

·

(
Q̃ j ( f̃ ) · Q̃k(g̃)

C2 Q̃ j (g̃) · Q̃k( f̃ )

)t

≡ 1

for some (s, t) ∈ Z×Z \ {(0, 0)}.

5. Proof of Theorem 1.3

We prove Theorem 1.3 and then as a consequence we give a uniqueness theorem.

Proof of Theorem 1.3. Let f, g, f̃ , g̃, d, D j , Q j , Q̃ j , (1 ≤ j ≤ q) be given as
in Section 1. We set h j = Q̃ j ( f̃ )/Q̃ j (g̃) for j = 1, . . . , q. Then the assumption
shows that h1 and h2 are nowhere zero holomorphic functions on C. We need to
show that h1/h2 is constant.
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Since q = n+ 2 and N f (r, D j )= N g(r, D j ) for j = 1, . . . , q, it follows from
the first and the second main theorem that there are constants C1,C2 > 0 such that∥∥∥ C1Tg(r)≤

q∑
j=1

N g(r, D j )=

q∑
j=1

N f (r, D j )≤ qdT f (r)+C2;

therefore there is a constant C > 0 such that

(5.1)
∥∥ Tg(r)≤ CT f (r).

By Lemma 3.5, there is a constant C3 > 0 such that for all large r ,

T (r, h1/h2)≤ C3(T f (r)+ Tg(r)).

Combining this with (5.1), we have∥∥ T (r, h1/h2)≤ C4T f (r)

for some constant C4 > 0. From this and the assumption that f is of order < 1, it
follows that

(5.2) lim
r→+∞

log+ T (r, h1/h2)

log r
≤ lim

r→+∞

log+ T f (r)
log r

< 1.

Since h1/h2 is nowhere zero holomorphic on C, we may write h1/h2 = eH for
some entire function H. If h1/h2 is nonconstant, then either H is a polynomial of
degree ≥ 1 or H is a transcendental entire function; thus by [Yang and Yi 2003,
Theorem 1.44] we have

lim
r→+∞

log+ T (r, h1/h2)

log r
≥ 1.

This contradicts (5.2). Thus h1/h2 is constant, which completes the proof. �

Remark 5.3. From the above proof, we easily see that if all D j ’s are hyperplanes,
then the conclusion still holds when f and g are only assumed to be linearly
nondegenerate. So we have the following uniqueness theorem:

Corollary 5.4. Let f, g : C→ Pn(C) be two linearly nondegenerate holomorphic
maps. Let H1, . . . , Hn+2 be hyperplanes in Pn(C) located in general position.
Suppose that f is of order < 1. If ν( f,H j ) = ν(g,H j ) for every j = 1, . . . , n+2, then
f = g.

Proof. Take reduced representations f̃ , g̃ for f and g respectively and let L j ,
1 ≤ j ≤ n + 2, be the linear forms that define H j . Set h j = L j ( f̃ )/L j (g̃), 1 ≤
j ≤ n+ 2. Then Theorem 1.3 shows that hi/h1 = ci is a constant for any i ≥ 2,
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and L i ( f̃ )= h1ci L i (g̃). Since the H j ’s are in general position, we can write
L1 =

∑n+2
i=2 bi L i for some nonzero constants bi . Thus

h1

n+2∑
i=2

bi L i (g̃)= h1L1(g̃)= L1( f̃ )=
n+2∑
i=2

bi L i ( f̃ )= h1

n+2∑
i=2

bi ci L i (g̃),

which implies that (n+2∑
i=2

bi (1− ci )L i

)
(g̃)= 0.

Now by the linearly nondegeneracy of g and the fact that L2, . . . , Ln+2 are linearly
independent, we conclude that

cn+2 = cn+1 = · · · = c2 = 1;

namely, h1 = h2 = · · · = hn+2. This implies that f = g. �
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