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Introduction

The curve graph C(6) of an orientable hyperbolic surface of finite type 6 is an
essential tool in the study of the mapping class group of 6. It was proved to be
Gromov hyperbolic by Masur and Minsky [1999], and its Gromov boundary was
identified with the space of ending laminations on6 by Klarreich [1999]. A striking
application of the curve graph and its geometry at infinity is the recent proof by
Bestvina, Bromberg and Fujiwara [Bestvina et al. 2015] that Mod(6) has finite
asymptotic dimension, which implies in turn that it satisfies the integral Novikov
conjecture. A crucial ingredient in the proof is the finite asymptotic dimension of
the curve graph: this was first proved by Bell and Fujiwara [2008] using Masur and
Minsky’s tight geodesics, and recently recovered (with a bound linear in the genus
of 6 and the number of punctures) by Bestvina and Bromberg [2019], via finite
capacity dimension of the Gromov boundary. The latter approach builds upon work

MSC2010: 20F28, 20F65.
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of Gabai [2009], who bounded the topological dimension of ∂∞C(6) by building
covers in terms of train-tracks on the surface; bounding the capacity dimension
requires getting more metric control on such covers.

The importance of the curve graph in the study of mapping class groups led
people to look for hyperbolic graphs with Out(FN )-actions. In the present paper,
we will be mainly interested in three of them: the free factor graph FFN , the cyclic
splitting graph FZ N and the intersection graph IN . The Gromov boundary of each
graph is homeomorphic to a quotient of a subspace of the boundary ∂CVN of outer
space [Bestvina and Reynolds 2015; Hamenstädt 2012; Horbez 2016a; Dowdall
and Taylor 2017]. As ∂CVN has dimension equal to 3N − 5 [Bestvina and Feighn
1992; Gaboriau and Levitt 1995] and the quotient maps are cell-like, this bounds the
cohomological dimension of each of these Gromov boundaries. A priori this does not
imply finiteness of their topological dimensions. This is the goal of the present paper.

Main Theorem. Let N ≥ 2.

• The boundary ∂∞ IN has topological dimension at most 2N − 3.

• The boundary ∂∞FFN has topological dimension at most 2N − 2.

• The boundary ∂∞FZ N has topological dimension at most 3N − 5.

We do not know whether equality holds in any of these cases (see the open
questions at the end of the introduction). Following Gabai’s work, our proof relies
on constructing a decomposition of each Gromov boundary in terms of a notion of
train-tracks. We hope that, by getting further control on the covers we construct,
this approach may pave the way towards a proof of finite asymptotic dimension of
FFN , FZ N or IN (via finite capacity dimension of their Gromov boundaries).

The rest of the introduction is devoted to explaining the strategy of our proof.
Although we treat the cases of ∂∞ IN , ∂∞FFN and ∂∞FZ N all at once in the paper,
we will mainly focus on the free factor graph in this introduction for simplicity, and
only say a word about how the proof works for FZ N (the proof for IN is similar).

Bounding the topological dimension. To establish our main theorem, we will use
the following two topological facts [Engelking 1978, Lemma 1.5.2 and Proposition
1.5.3]. Let X be a separable metric space.

(1) If X can be written as a finite union X = X0∪ X1∪ · · ·∪ Xk where each X i is
0-dimensional, then dim(X)≤ k.

Zero-dimensionality of each X i will be proved by appealing to the following fact.

(2) If there exists a countable cover of X i by closed 0-dimensional subsets, then
dim(X i )= 0.

For example, one can recover the fact that dim(Rn)≤ n from the above two facts,
by using the decomposition of Rn where X i is the set of points having exactly i
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rational coordinates. Zero-dimensionality of each X i can be proved using the second
point, by decomposing each X i into countably many closed subsets X j

i , two points
being in the same set precisely when they have the same rational coordinates (one
easily checks that these sets X j

i are 0-dimensional by finding arbitrarily small boxes
around each point of X j

i with boundary outside of X j
i ).

Notice that a decomposition (hereafter, a stratification) of X into finitely many
subsets X i as in the first point can be provided by a map X→{0, . . . , k} (hereafter,
an index map). Showing that each X i is zero-dimensional amounts to proving that
every point in X i has clopen neighborhoods (within X i ) of arbitrary small diameter
(equivalently, every point in X i has arbitrary small open neighborhoods in X i with
empty boundary). Actually, thanks to the second point above, it is enough to write
each stratum X i as a countable union of closed subsets (called hereafter a cell
decomposition) and prove 0-dimensionality of each cell of the decomposition.

Stratification and cell decomposition of ∂∞ FFN . The boundary ∂∞FFN is a sep-
arable metric space when equipped with a visual metric. Points in the boundary are
represented by FN -trees, and a first reasonable attempt could be to define a stratifi-
cation of ∂∞FFN by using an index map similar to the one introduced in [Gaboriau
and Levitt 1995], that roughly counts orbits of branch points and of directions at
these points in the trees. Although we make use of these features, our definition
of the stratification is slightly different; it is based on a notion of train-tracks.

A train-track τ (see Definition 2.1) consists of a triple (Sτ ,∼V ,∼D), where Sτ

is an FN -action on a simplicial tree, and ∼V (resp. ∼D) is an equivalence relation
on the set of vertices (resp. directions) in Sτ. We say that a tree T ∈ cvN is carried
by τ if there is an FN -equivariant map f : Sτ → T (called a carrying map) that
is in a sense compatible with the train-track structure. The typical situation is
when f identifies two vertices in Sτ if and only if they are ∼V -equivalent, and
identifies the germs of two directions based at equivalent vertices in Sτ if and only
if the directions are ∼D-equivalent. For technical reasons, our general definition
of a carrying map is slightly weaker; in particular it is a bit more flexible about
possible images of vertices in Sτ at which there are only three equivalence classes
of directions. A point ξ ∈ ∂∞FFN — which is an equivalence class of trees that
all admit alignment-preserving bijections to one another — is then carried by τ if
some (equivalently, any) representative is carried. If τ carries a point in ∂∞FFN

then its underlying tree Sτ has a free FN -action and determines an open simplex in
the interior of outer space.

A train-track τ as above has an index i(τ ) of at most 2N − 2: this is a combi-
natorial datum which mainly counts orbits of equivalence classes of vertices and
directions in τ . The index i(ξ) of a point ξ ∈ ∂∞FFN is then defined as the maximal
index of a train-track that carries ξ . A train-track determines a cell P(τ ) in ∂∞FFN ,
defined as the set of points ξ ∈ ∂∞FFN such that τ carries ξ and i(τ )= i(ξ).
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We define a stratification of ∂∞FFN by letting X i be the collection of points of
index i . Each X i is covered by the countable collection of the cells P(τ ), where τ
varies over all train-tracks of index i . In view of the topological facts recalled above,
our main theorem follows for ∂∞FFN from the following points:

(1) (Proposition 3.1) The boundary of P(τ ) in ∂∞FFN is contained in a union of
cells of strictly greater index. This implies that P(τ ) is closed in X i(τ ).

(2) (Proposition 4.1) Each cell P(τ ) has dimension at most 0.

We say that P(τ ) has dimension “at most” 0, and not “equal to” 0, as we do not
exclude the possibility that P(τ ) is empty.

For the first point, we show that if (ξn)n∈N ∈ P(τ )N converges to ξ ∈ ∂P(τ ),
then the carrying maps fn from Sτ to representatives of ξn converge to a map f
from Sτ to a representative T of ξ . However, the limiting map f may no longer
be a carrying map: for example, inequivalent vertices in Sτ may have the same
image in the limit, and edges in Sτ may be collapsed to a point by f . We then
collapse all edges in Sτ that map to a point under f and get an induced map f ′

from the collapse S′ to T. This determines a new train-track structure τ ′ on S′. A
combinatorial argument enables us to count the number of directions “lost” when
passing from τ to τ ′, and show that i(τ ′) > i(τ ) unless T is carried by τ .

Our proof of the second point relies on a cell decomposition process similar to
Gabai’s [2009], who used splitting sequences of train-tracks on surfaces to get finer
and finer covers of the space of ending laminations. In our context, starting from
a cell P(τ ), we will construct finer and finer decompositions of P(τ ) into clopen
subsets by means of folding sequences of train-tracks. Eventually the subsets in the
decomposition have small enough diameter.

More precisely, starting from a train-track τ one can “resolve” an illegal turn
in τ by folding it. There are several possibilities for the folded track (see the figures
in Section 4), so this operation yields a subdivision of P(τ ) into various P(τ j ).
A first crucial fact we prove is that these P(τ j ) are all open in P(τ ). Now, if
ξ ∈ P(τ ) and ε > 0, then by folding the train-track τ for sufficiently long we can
reach a train-track τ ′ with diam(P(τ ′)) < ε. Here, hyperbolicity of FFN is crucial:
our folding sequence will determine an (unparametrized) quasigeodesic going to
infinity (towards ξ ) in FFN . The set P(τi ) defined by the train-track obtained at
time i of the process is contained in the set of endpoints of geodesic rays in FFN

starting at the simplicial tree associated to τ0 and passing at a bounded distance
from τi . From the definition of the visual metric on the boundary, this implies that
the diameter of P(τi ) converges to 0 as we move along the folding path. All in all,
we find a train-track τ ′ such that P(τ ′) is an open neighborhood of ξ in P(τ ), and
diam(P(τ ′)) < ε. The boundary of P(τ ′) in P(τ ) is empty (it contains points of
strictly greater index), so we get dim(P(τ ))= 0, as required.
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A word on ∂∞ FZN . Some points in ∂∞FZ N are represented by trees in which
some free factor system of FN is elliptic. This leads us to work with train-tracks
that are allowed to have bigger vertex stabilizers, and the index of a train-track
now also takes into account the complexity of this elliptic free factor system. A
priori, our definition of index in this setting only yields a quadratic bound in N
to the topological dimension of ∂∞FZ N , but we then get the linear bound from
cohomological dimension. We also have to deal with the fact that a point ξ ∈∂∞FZ N

is an equivalence class of trees that may not admit alignment-preserving bijections
between different representatives; this leads us to analyzing preferred (mixing)
representatives of these classes more closely.

Organization of the paper. In Section 1, we review the definitions of FFN , IN and
FZ N , and the descriptions of their Gromov boundaries. We also prove a few facts
concerning mixing representatives of points in ∂∞FZ N , which are used to tackle
the last difficulty mentioned in the above paragraph. Train-tracks and indices are
then defined in Section 2, and the stratifications of the Gromov boundaries are
given. We prove in Section 3 that each cell P(τ ) is closed in its stratum, by showing
that ∂P(τ ) is made of points with strictly higher index. We introduce folding moves
in Section 4, and use them to prove that each cell P(τ ) has dimension at most 0.
The proof of our main theorem is then completed in Section 5. In the Appendix we
illustrate the motivations behind some technical requirements that appear in our
definitions of train-tracks and carrying maps.

Some open questions. As mentioned earlier, we hope that the cell decompositions
of the boundaries defined in the present paper will provide a tool to tackle the
question of finiteness of the asymptotic dimension of the various graphs, following
the blueprint of [Bestvina and Bromberg 2019].

Gabai [2009] used the cell decomposition of the ending lamination space EL to
show that it is highly connected for sufficiently complicated surfaces (connectivity
had been established earlier for most surfaces by Leininger and Schleimer [2009]).
It is unknown whether the boundaries of IN , FFN or FZ N are connected. The
question of local connectivity of each boundary (or the related question of local
connectivity of the boundary of the Culler–Vogtmann outer space) is also open
to our knowledge.

We would also like to address the question of finding lower bounds on the
dimensions. Gabai showed that the topological dimension of EL is bounded from
below by 3g+ p− 4 (where g is the genus of the surface and p is the number of
punctures). Since the ending lamination space of a once-punctured surface sits as a
subspace of ∂∞FF2g and ∂∞FZ2g, this gives a lower bound on the dimension of
∂∞FF2g and ∂∞FZ2g. Improving the gap between the upper and lower bounds, as
well as finding a lower bound for ∂∞ IN , is an interesting problem.
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The free splitting complex has been notably absent from the above discussion.
This is because its boundary is harder to describe, and does not appear as a quotient
of a subspace of the boundary of outer space. However, we expect that our methods
can be applied here when its boundary is better understood. One can also apply these
techniques to the boundaries of relative versions of the various Out(FN )-complexes
[Horbez 2016a; Guirardel and Horbez 2019].

Recent developments. After the first version of this paper was completed, Guirardel
and the first two named authors proved a related result about the asymptotic geometry
of Out(FN ), namely that Out(FN ) is boundary amenable [Bestvina et al. 2017]. In
particular, we now know that Out(FN ) satisfies the Novikov conjecture. From the
surface viewpoint, Hamenstädt [2019] has shown that asymptotic dimension of the
disk graph of a handlebody of genus at least two is at most quadratic in the genus.
Also, Bestvina, Bromberg and Fujiwara [Bestvina et al. 2019] gave a proof that the
mapping class group has finite asymptotic dimension that does not directly appeal to
the finite asymptotic dimension of the curve complex (although curve complexes and
the Masur–Minsky distance formula still play vital roles). Finiteness of the asymp-
totic dimension of Out(FN ) and its related complexes is still a wide open problem.

1. Hyperbolic Out(FN)-graphs and their boundaries

We review the definitions of three hyperbolic Out(FN )-graphs (the free factor
graph, the intersection graph and the Z-splitting graph) and the descriptions of their
Gromov boundaries. The only novelties are some facts concerning mixing Z-averse
trees in the final subsection.

1A. The free factor graph. The free factor graph FFN is the graph (equipped
with the simplicial metric) whose vertices are the conjugacy classes of proper free
factors of FN . Two conjugacy classes [A] and [B] of free factors are joined by an
edge if they have representatives A, B such that A ( B or B ( A. Its hyperbolicity
was proved in [Bestvina and Feighn 2014]. When N = 2 each proper free factor is
the conjugacy class of a primitive element. In order to make this graph connected,
one adds an edge in FF2 between two conjugacy classes if they have representatives
that form a basis of F2.

To describe its Gromov boundary, we first recall that unprojectivized outer
space cvN is the space of all FN -equivariant isometry classes of minimal, free,
simplicial, isometric FN -actions on simplicial metric trees. Its closure cvN (for
the equivariant Gromov–Hausdorff topology) was identified in [Cohen and Lustig
1995; Bestvina and Feighn 1992] with the space of all minimal very small FN -trees,
i.e., FN -actions on R-trees in which all stabilizers of nondegenerate arcs are cyclic
(possibly trivial) and root-closed, and tripod stabilizers are trivial. There exists a
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coarsely Out(FN )-equivariant map π : cvN → FFN , which sends a tree T to a free
factor that is elliptic in a tree T obtained from T by collapsing some edges to points.

An FN -tree T ∈ ∂cvN is arational if no proper free factor of FN is elliptic in T,
or acts with dense orbits on its minimal subtree. Two arational trees T and T ′

are equivalent (T ∼ T ′) if there exists an FN -equivariant alignment-preserving
bijection from T to T ′. We denote by AT N the subspace of ∂cvN made of arational
trees. Arational trees were introduced by Reynolds [2012], who proved that every
arational FN -tree is either free, or dual to an arational measured lamination on a
once-holed surface.

Theorem 1.1 [Bestvina and Reynolds 2015; Hamenstädt 2012]. There is a homeo-
morphism

∂π :AT N/∼→ ∂∞FFN ,

which extends the map π continuously to the boundary. By this we mean that
for all sequences (Sn)n∈N ∈ (cvN )

N converging to a tree S∞ ∈ AT N ( for the
topology on cvN ), the sequence (π(Sn))n∈N converges to ∂π(S∞) ( for the topology
on FFN ∪ ∂∞FFN ).

We chose to state our main theorem for the case that N ≥ 2 as the above theorem
(and the rest of the paper) still applies in the case N = 2. However, as FF2 is a Farey
graph and ∂∞FF2 is a Cantor set, we see that the result when N = 2 is not optimal.

1B. The intersection graph. A conjugacy class α of FN is geometric if it is either
part of a free basis of FN , or else corresponds to the boundary curve of a once-holed
surface with fundamental group identified with FN . The intersection graph IN

(with Mann’s definition [2014b], a variation on Kapovich and Lustig’s [2009]) is
the bipartite graph whose vertices are the simplicial FN -trees in ∂cvN together
with the set of geometric conjugacy classes of FN . A tree T is joined by an edge
to a conjugacy class α whenever α is elliptic in T. Its hyperbolicity was proved
in [Mann 2014b]. The intersection graph is also quasi-isometric to the Dowdall–
Taylor cosurface graph [2017, Section 4]. We denote by FAT N ⊆AT N the space
of free arational trees in cvN . Again, there is a coarsely Out(FN )-equivariant map
π : cvN→ IN , which sends a tree T ∈ cvN to a tree T ∈ ∂cvN obtained by collapsing
some of the edges of T to points.

Theorem 1.2 [Dowdall and Taylor 2017]. There is a homeomorphism

∂π : FAT N/∼→ ∂∞ IN ,

which extends the map π continuously to the boundary.

Continuity of the extension is understood in the same way as in the statement of
Theorem 1.1. When N = 2, the intersection graph I2 is bounded, and ∂∞ I2 is empty.
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1C. The cyclic splitting graph. A cyclic splitting of FN is a simplicial, minimal
FN -tree in which all edge stabilizers are cyclic (possibly trivial). The Z-splitting
graph FZ N is the graph whose vertices are the FN -equivariant homeomorphism
classes of Z-splittings of FN . Two splittings are joined by an edge if they have a
common refinement. Its hyperbolicity was proved by Mann [2014a].

We recall that two trees T, T ′ ∈ cvN are compatible if there exists a tree T̂ ∈ cvN

that admits alignment-preserving FN -equivariant maps onto both T and T ′. A
tree T ∈ cvN is Z-averse if it is not compatible with any tree T ′ ∈ cvN which is
compatible with a Z-splitting of FN . We denote by XN the subspace of cvN made
of Z-averse trees. Two Z-averse trees are equivalent if they are both compatible
with a common tree; although not obvious, this was shown in [Horbez 2016a] to be
an equivalence relation on XN , which we denote by ≈.

There is an Out(FN )-equivariant map π : cvN → FZ N , given by forgetting the
metric.

Theorem 1.3 [Hamenstädt 2012; Horbez 2016a]. There is a homeomorphism

∂π : XN/≈→ ∂∞FZ N ,

which extends the map π continuously to the boundary.

Each ≈-equivalence class in XN has preferred representatives that are mixing.
We recall that a tree T ∈ cvN is mixing if for all segments I, J ⊆ T, there exists
a finite set {g1, . . . , gk} ⊆ FN such that J is contained in the union of finitely many
translates gi I.

Theorem 1.4 [Horbez 2016a]. Every≈-class in XN contains a mixing tree, and any
two mixing trees in the same≈-class admit FN -equivariant alignment-preserving bi-
jections between each other. Any Z-averse tree admits an FN -equivariant alignment-
preserving map onto every mixing tree in its ≈-class.

The space of arational trees AT N is contained in the space of Z-averse trees XN ,
and the equivalence relation ∼ we have defined on AT N is the restriction to AT N

of the equivalence relation≈ on XN (all arational trees are mixing [Reynolds 2012]).
The inclusion AT N ⊆ XN then induces a subspace inclusion ∂∞FFN ⊆ ∂∞FZ N .

1D. More on mixing Z-averse trees. In this section, we establish a few more facts
concerning mixing Z-averse trees and their possible point stabilizers, building on
the work in [Horbez 2016a]. If we were only concerned with the free factor graph,
we would not need these results. The reader may decide to skim through the section
and avoid the technicalities in the proofs in a first reading.

Lemma 1.5. Let T ∈ cvN be mixing and Z-averse, and let A⊆ FN be a proper free
factor. Then the A-action on its minimal subtree TA ⊆ T is discrete (possibly TA is
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reduced to a point). In particular, if no proper free factor is elliptic in T, then T
is arational.
Proof. Assume towards a contradiction that TA is not simplicial. Since T has trivial
arc stabilizers, the Levitt decomposition of TA [1994] has trivial arc stabilizers (it
may be reduced to a point in the case where TA has dense orbits). Let B ⊆ A be
a free factor of A (hence of FN ) which is a vertex group of this decomposition.
The B-minimal subtree TB of T (which is also the B-minimal subtree of TA) has
dense orbits, so by [Reynolds 2011, Lemma 3.10] the family {gTB | g ∈ FN } is
a transverse family in T. As T is mixing, it is a transverse covering. In addition,
by [Reynolds 2012, Corollary 6.4] the stabilizer of TB , and therefore the stabilizer
of TB , is equal to B. But by [Horbez 2016a, Proposition 4.23], the stabilizer of a
subtree in a transverse covering of a mixing Z-averse tree cannot be a free factor
(in fact, it cannot be elliptic in a Z-splitting of FN ), so we get a contradiction. �

A collection A of subgroups of FN is a free factor system if it coincides with
the set of nontrivial point stabilizers in some simplicial FN -tree with trivial arc
stabilizers. There is a natural order on the collection of free factor systems, by
saying that a free factor system A is contained in a free factor system A′ whenever
every factor in A is contained in one of the factors in A′.
Proposition 1.6. Let T ∈ cvN be mixing and Z-averse. Then either T is dual to an
arational measured lamination on a closed hyperbolic surface with finitely many
points removed, or else the collection of point stabilizers in T is a free factor system.

Proof. First assume that there does not exist any free splitting of FN in which all
point stabilizers of T are elliptic. Then, with the terminology of [Horbez 2017,
Section 5], the tree T is of surface type (by the same argument as in [Horbez 2017,
Lemma 5.8]). Since T is Z-averse, the skeleton of the dynamical decomposition
of T is reduced to a point, in other words T is dual to an arational measured
lamination on a surface.

Assume now that there exists a free splitting S of FN in which all point stabilizers
of T are elliptic. Let A be the smallest free factor system such that every point
stabilizer of T is contained within some factor in A. By Lemma 1.5, each factor A
in A acts discretely on its minimal subtree TA. In addition TA has trivial arc
stabilizers because T has trivial arc stabilizers. So either A is elliptic in T, or
else TA is a free splitting of A. The second situation cannot occur, as otherwise
the point stabilizers in TA would form a free factor system of A, contradicting the
minimality of A. Hence A coincides with the collection of point stabilizers of T. �

We will also establish a characterization of the mixing representatives in a given
equivalence class of Z-averse trees. Before that, we start with the following lemma.

Lemma 1.7. Let T, T ′ ∈ cvN . Assume that T has dense orbits, and that there
exists an FN -equivariant alignment-preserving map p : T → T ′. Then either p is a
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bijection, or else there exists g ∈ FN that is elliptic in T ′ but not in T. In the latter
case, some point stabilizer in T ′ is noncyclic.

Proof. Notice that surjectivity of p follows from the minimality of T ′. The collection
of all subtrees of the form p−1({x}) with x ∈ T ′ is a transverse family in T. If p
is not a bijection, then one of the subtrees Y in this family is nondegenerate, and
[Reynolds 2012, Proposition 7.6] implies that its stabilizer A = Stab(p(Y )) is
nontrivial, and that the A-action on Y is not discrete. This implies that the minimal
A-invariant subtree of Y is not reduced to a point, and A contains an element that
acts hyperbolically on T, while it fixes a point in T ′. In addition A is not cyclic, so
the last assertion of the lemma holds. �

Proposition 1.8. A Z-averse tree T is mixing if and only if for all T ′ ≈ T, every
element of FN that is elliptic in T ′ is also elliptic in T. If T is dual to an arational
lamination on a surface, then all trees in the ≈-class of T are mixing.

Proof. If T is mixing, then all trees T ′ in its ≈-class admit an FN -equivariant
alignment-preserving map onto T, so every element elliptic in T ′ is also elliptic
in T. If T is not mixing, then it admits an FN -equivariant alignment-preserving
map p onto a mixing tree T in the same ≈-class, and p is not a bijection. By
Lemma 1.7, there exists an element of FN that is elliptic in T but not in T. The
second assertion in Proposition 1.8 follows from the last assertion of Lemma 1.7
because if T is dual to an arational lamination on a surface, then T is mixing and
all point stabilizers in T are cyclic. �

Corollary 1.9. Let T be a Z-averse tree, and let A be a maximal free factor system
elliptic in T. Let T be a mixing representative of the ≈-class of T. Then A is a
maximal elliptic free factor system in T if and only if T is mixing.

Proof. If T is mixing, then T and T have the same point stabilizers, so the conclusion
is obvious. If T is not mixing, then Proposition 1.8 implies that T is not dual to a
lamination on a surface, and that there exists an element g ∈ FN not contained in A
that is elliptic in T. Proposition 1.6 shows that the collection of elliptic subgroups
in T is a free factor system of FN , and this free factor system strictly contains A. �

2. Train-tracks, indices and stratifications

2A. Train-tracks and carried trees.

Definition 2.1 (train-tracks). A train-track τ is the data of

• a minimal, simplicial FN -tree Sτ with trivial edge stabilizers,

• an equivalence relation ∼τV on the set V (Sτ ) of vertices of Sτ, such that if
v ∼τV v

′, then gv ∼τV gv′ for all g ∈ FN , and such that no two adjacent vertices
are equivalent,
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• for each ∼τV -class X, an equivalence relation ∼τD,X on the set D(X) of direc-
tions at the vertices in X, such that if two directions d, d ′∈D(X) are equivalent,
then for all g ∈ FN , the directions gd, gd ′ ∈ D(gX) are also equivalent.

Equivalence classes of directions at X are called gates at X.
We denote by A(τ ) the free factor system made of all point stabilizers in Sτ.

Remark 2.2. Including an equivalence relation on the vertex set of Sτ in the
definition may look surprising to the reader, as this is not standard in train-track
theory for free groups. Roughly speaking, the equivalence classes of vertices
correspond to branch points in trees carried by a track; this is explained in more
detail in the Appendix.

We will usually also impose that the train-tracks we work with satisfy some
additional assumptions. Let τ be a train-track. A pair (d, d ′) of directions based
at a common vertex of Sτ is called a turn, and is said to be legal if d and d ′ are
inequivalent. A subtree A ⊂ Sτ crosses the turn (d, d ′) if the intersection of A
with both directions d and d ′ is nonempty. We say that A is legal in τ if each turn
crossed by A is legal in τ .

Definition 2.3 (admissible train-tracks). A train-track τ is admissible if for every
vertex v ∈ Sτ, there exist three pairwise inequivalent directions d1, d2, d3 at v such
that for all i ∈ {1, 2, 3}, there exists an element gi ∈ FN acting hyperbolically on Sτ

whose axis in Sτ is legal and crosses the turn (di , di+1) (mod 3).

In particular, there are at least three gates at every equivalence class of vertices in
admissible train-tracks. We will call a triple (g1, g2, g3) as in Definition 2.3 a tripod
of legal elements at v, and we say that their axes form a tripod of legal axes at v.

Edges in simplicial trees are given an affine structure, which enables us to
consider maps from simplicial trees to R-trees that are linear on edges. If f : S→ T
is linear then there is a unique metric on S for which f is isometric when restricted
to every edge. We say that this is the metric on S determined by the linear map f .

Train-tracks naturally arise from morphisms between trees. Suppose that f :
S → T is an FN -equivariant map from a simplicial FN -tree S to an FN -tree T
which is linear on edges and does not collapse any edge of S to a point. There is an
induced equivalence relation ∼V on the set of vertices of S given by saying that
two vertices are equivalent if they have the same f -image in T. Let w be a point
in T and let X := f −1(w)∩ V (S) be its associated equivalence class in V (S). As
soon as X 6=∅, equivariance of f implies that its (setwise) stabilizer Stab(X) in S
is equal to the stabilizer of the point w in T. Let D(X) be the set of directions in S
based at points in X. Since f does not collapse any edge, it induces an equivalence
relation ∼D,X on D(X), where two directions in D(X) are equivalent if they have
germs that map into the same direction at w in T. The set of Stab(X)-orbits of
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equivalence classes in D(X) then maps injectively into the set of Stab(w)-orbits of
directions at w in T. We call this collection of equivalence classes τ f the train-track
structure on S induced by f . This will be the typical example where a tree T is
carried by the train-track τ f . Our general definition of carrying is slightly more
technical, as it involves a bit more flexibility with respect to the definition of f at
exceptional classes of vertices, defined as follows.

Definition 2.4 (exceptional classes of vertices). Let τ be an admissible train-track.
An equivalence class X of vertices of Sτ is called exceptional if there are exactly 3
gates at X.

Definition 2.5 (specialization). Let τ and τ ′ be two train-tracks, and let v0 ∈ Sτ be
such that [v0] is an exceptional equivalence class. We say that τ ′ is a specialization
of τ at [v0] if

• Sτ
′

= Sτ,

• there exists a vertex v1 ∈ Sτ, not in the same orbit as v0, such that ∼τ
′

V is
the coarsest FN -invariant equivalence relation finer than ∼τV and such that
v1 ∼

τ ′

V v0,

• if d, d ′ are two directions not based at any vertex in the orbit of [v0], then
d ∼τ

′

d ′ if and only if d ∼τ d ′,

• every direction at a vertex in [v0] is equivalent to some direction at a vertex
which is τ -equivalent to v1.

Definition 2.6 (carrying). We say that an FN -tree T is carried by a train-track τ if
there is an FN -equivariant map f : Sτ → T, which is linear on edges and does not
collapse any edge to a point, such that the train-track structure τ f induced by f is
obtained from τ by a finite (possibly trivial) sequence of specializations.

In this situation, we call the map f a carrying map (with respect to τ ).

Remark 2.7. The motivation for introducing specializations and allowing them in
the definition of carrying is again explained in the Appendix; specializations will
appear naturally later in the paper when we start performing folds on tracks.

Lemma 2.8. The collection of all train-tracks τ for which there exists a tree T ∈cvN

carried by τ is countable.

Proof. There are countably many minimal, simplicial FN -trees with trivial edge stabi-
lizers. In addition, if τ carries a tree T ∈ cvN , then the stabilizer of every equivalence
class X of vertices in τ is a finitely generated subgroup of FN (because every point
stabilizer in a very small FN -tree is finitely generated by [Gaboriau and Levitt 1995]).
The set X/Stab(X) is finite because there are finitely many FN -orbits of vertices
in Sτ, and if v, gv are two vertices in X, then g ∈ Stab(X). The stabilizer of every
gate [d] is at most cyclic, and again [d]/Stab([d]) is finite. The equivalence relation
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on vertices is recovered by taking a finite set A1, . . . , Ak of representatives of FN -
orbits of equivalence classes, and in each Ai taking a finite set Vi of vertices such that
Stab(Ai ).Vi = Ai . Each equivalence class is of the form g Stab(Ai ).Vi , for some g∈
FN . The equivalence relation on edges is recovered by taking a finite set B1, . . . , Bl

of representatives of FN -orbits of gates in τ , and for each Bi taking a finite set Ei of
representatives of FN -orbits of oriented edges determining the directions in Bi . Then
each gate in τ is of the form g Stab(Bi ).Ei for some g ∈ FN . Hence τ is determined
by the simplicial tree Sτ and the finite family ({Stab (Ai )}, {Vi }, {Stab(Bi )}, {Ei }),
which gives a countable number of possible train-tracks. �

We will also need the following observation.

Lemma 2.9. Let τ be an admissible train-track, and let [a, b] ⊆ Sτ be a legal
segment. Then there exists an element g ∈ FN acting hyperbolically on Sτ, whose
axis in Sτ is legal and contains [a, b].

Proof. Without loss of generality, we can assume that a and b are vertices of Sτ.
Since τ is admissible, there exist elements g, h ∈ FN acting hyperbolically in Sτ,
whose axes Ag, Ah are legal and pass through a, b respectively, only meet [a, b] at
one extremity, and such that the subtree Y := Ag ∪ [a, b] ∪ Ah is legal. Standard
properties of group actions on trees [Culler and Morgan 1987] imply that all turns
in the axis of gh are contained in translates of Y. So the axis of gh is legal, and it
contains [a, b]. �

The following two lemmas state that every tree T ∈ cvN with trivial arc stabilizers
is carried by an admissible train-track, and in addition the carrying map f : Sτ→ T
is completely determined by the train-track structure. Given a free factor system A,
we say that a tree T ∈ cvN is an A-tree if all subgroups in A are elliptic in T.

Lemma 2.10. Let A be a free factor system, and let T ∈ cvN be an A-tree with
trivial arc stabilizers. Assume that A is a maximal free factor system such that T is
an A-tree. Then there exists an admissible train-track τ such that T is carried by τ
and A(τ )=A.

Proof. We let A/FN := {[A1], . . . , [Ak]}. If A 6= ∅, then (up to replacing the
subgroups Ai by appropriate conjugates) we can choose for S the universal cover
of the graph of groups depicted in Figure 1. There is a unique FN -equivariant
map f : S→ T that is linear on edges: indeed, every vertex v of S has nontrivial
stabilizer Gv, and must be sent by f to the unique point in T fixed by Gv. The
elements ai and the subgroups A2, . . . , Ak cannot fix the same point as A1 in T
by maximality of A, so f does not collapse any edge, and therefore τ f is well-
defined. Admissibility of τ f can be checked by taking advantage of the fact that all
vertex groups are infinite: one can construct the required legal elements by taking
appropriate products of elliptic elements in T.
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A1

A2

Ak

a1

al

Figure 1. The tree S in the proof of Lemma 2.10, in the case
where A 6=∅.

We now assume that A = ∅. Let {a1, . . . , aN } be a free basis of FN such that
A = 〈a1, a2〉 acts freely with discrete orbits on T, and no ai is elliptic in T. Such a
basis exists as the reducing factors of T (if there are any) form a bounded subset
of FFN ; see [Bestvina and Reynolds 2015, Corollary 5.3]. Let TA be the minimal
A-invariant subtree for the A-action on T. Let 0A = TA/A. Then 0A is a finite
graph in cv2 with one or two vertices. We extend 0A to a marked FN -graph 0 with
the same number of vertices, by attaching loops labeled by the elements a3, . . . , aN

at a fixed vertex of 0A. Let S be the universal cover of 0. The isometric embedding
from TA into T extends to a map f : S→ T, and f does not collapse any edges
because no element ai is elliptic in T. The induced train-track τ f is admissible
as each vertex of TA has valence at least 3 and f is an FN -equivariant isometric
embedding when restricted to TA. �

Lemma 2.11. Let T ∈ cvN , and let τ be an admissible train-track such that T is
carried by τ . Then there exists a unique carrying map f : Sτ→ T for the train-track
structure. Furthermore, the carrying map f varies continuously on the set of trees
that are carried by τ (in the equivariant Gromov–Hausdorff topology).

Proof. To prove uniqueness, it is enough to show that the f -image of any vertex
v ∈ Sτ is completely determined by the train-track structure. Let (g1, g2, g3) be a
tripod of legal elements at v, and let e1, e2, e3 be the three edges at v taken by their
axes. Then f is isometric when restricted to e1 ∪ e2 ∪ e3, and also when restricted
to the axes of g1, g2, g3. This implies that the intersection of the axes of g1, g2, g3

in T is reduced to a point, and f must send v to that point. Continuity also follows
from the above argument. �

In order to define what it means for an equivalence class of Z-averse trees to be
carried by a train-track, we will need the following lemma.

Lemma 2.12. Let T, T ′ ∈ cvN , and let τ be a train-track. If there is an FN -
equivariant alignment-preserving bijection from T to T ′, then T is carried by τ if
and only if T ′ is carried by τ .
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Proof. Let f : Sτ → T be a carrying map, and let θ : T → T ′ be an FN -equivariant
alignment-preserving bijection. Let f ′ : Sτ → T ′ be the unique linear map that
coincides with θ ◦ f on the vertices of Sτ. We claim that f ′ is a carrying map.
Indeed, since θ is a bijection, two vertices in Sτ have the same f ′-image if and only
if they have the same f -image. In addition, since θ preserves alignment, the germs
of two directions in Sτ are identified by f ′ if and only if they are identified by f . �

We recall that XN ⊆ cvN denotes the subspace made of Z-averse trees.

Definition 2.13 (carrying equivalence classes of Z-averse trees). An equivalence
class ξ ∈ XN/≈ is carried by a train-track τ if some (equivalently, any) mixing
representative of ξ is carried by τ .

2B. Indices and stratifications. We now define stratifications of the Gromov bound-
aries of IN , FFN and FZ N by means of an index function taking finitely many
values. We will define both the index of a train-track and the index of a tree T ∈ cvN ,
and explain how the two are related, before defining the index of a boundary point
(which is an equivalence class of trees).

2B1. Geometric index of a tree in cvN . The following definition is reminiscent of
the Gaboriau–Levitt index for trees in cvN [1995], with a slight difference in the
constants we use.

Definition 2.14 (geometric index of a tree T ∈ cvN ). Let T ∈ cvN be a tree with
trivial arc stabilizers. The geometric index of T is defined as

igeom(T ) :=
∑

v∈V (T )/FN

(αv + 3 rank(Stab(v))− 3),

where V (T ) denotes the set of branch points in T, and αv denotes the number of
FN -orbits of directions at v.

We warn the reader that the Gaboriau–Levitt index (denoted iGL , below) is often
also called the geometric index of a tree, and the definition used in this paper is
somewhat nonstandard. The two are related in (1), below (see [Coulbois and Hilion
2012] for a discussion of various notions of index for trees and automorphisms).

Lemma 2.15. For all T ∈ cvN with trivial arc stabilizers, we have igeom(T ) ≤
3N − 3. If T is arational, then igeom(T )≤ 2N − 2. If T is free and arational, then
igeom(T )≤ 2N − 3.

Proof. Let

iGL(T ) :=
∑

v∈V (T )/FN

(αv + 2 rank(Stab(v))− 2).
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We have igeom(T ) ≤ 3
2 iGL(T ) for all T ∈ cvN , and Gaboriau and Levitt [1995,

Theorem III.2] proved that iGL(T )≤ 2N − 2, so igeom(T )≤ 3N − 3. In addition,

(1) igeom(T )= iGL(T )+
∑

v∈V (T )/FN

(rank(Stab(v))− 1).

Assume now that T is arational. If the FN -action on T is free, since there is at least
one orbit of branch points in T, we get from (1) that igeom(T ) < iGL(T )≤ 2N − 2.
Otherwise, by [Reynolds 2012], the FN -action on T is dual to an arational measured
lamination on a once-holed surface, so all point stabilizers in T are either trivial or
cyclic, and we get igeom(T )≤ iGL(T )≤ 2N − 2. �

2B2. Index of a train-track and carrying index of a tree. The height h(A) of a
free factor system A is defined as the maximal length k of a proper chain of free
factor systems ∅=A0 (A1 ( · · ·(Ak =A. We recall that the free factor system
A(τ ) associated to a train-track τ is the free factor system consisting of the vertex
stabilizers in the associated tree Sτ.

Definition 2.16 (index of a train-track). The geometric index of a train-track τ is
defined as

igeom(τ ) :=

k∑
i=1

(αi + 3ri − 3),

where the sum is taken over a finite set {X1, . . . , Xk} of representatives of the
FN -orbits of equivalence classes in V (Sτ ), αi denotes the number of Stab(X i )-orbits
of gates at the vertices in X i , and ri denotes the rank of Stab(X i ).

The index of τ is defined to be the pair i(τ ) := (h(A(τ )), igeom(τ )).

Indices of train-tracks will be ordered lexicographically.

Remark 2.17. If τ is admissible, then every equivalence class X of vertices in τ
has a nonnegative contribution to the geometric index of τ . The contribution of a
class X to the geometric index of τ is zero if and only if Stab(X) is trivial, and
there are exactly three gates at X ; if τ carries a tree with trivial arc stabilizers then
this is precisely when X is exceptional.

Lemma 2.18. Let T ∈ cvN be a tree with trivial arc stabilizers, and let τ be an
admissible train-track that carries T. Then igeom(τ )≤ igeom(T ).

Proof. Let f : Sτ→ T be the unique carrying map. Since τ is admissible, vertices in
Sτ are mapped to branch points in T. As f is a carrying map, distinct equivalence
classes of nonexceptional vertices in Sτ are mapped to distinct branch points
in T. If X is an equivalence class in Sτ mapping to a branch point v ∈ T then
Stab(X)= Stab(v). Furthermore, one checks that two gates based at X in distinct
Stab(X)-orbits are mapped under f to directions at v in distinct Stab(v)-orbits.
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Since exceptional vertices do not contribute to the geometric index, it follows that
igeom(τ )≤ igeom(T ). �

Notice that the inequality from Lemma 2.18 might be strict if some branch
direction in the tree T is not “visible” in the track. In the following definition,
instead of directly counting branch points and branch directions in T, we will count
the maximal number of such directions that are visible from a train-track.

Definition 2.19 (carrying index of a tree T ∈ cvN ). Let T ∈ cvN be a tree with
trivial arc stabilizers. We define the carrying index of T, denoted by i(T ), as the
maximal index of an admissible train-track τ that carries T. An ideal carrier for T
is an admissible train-track τ that carries T such that i(T )= i(τ ).

Remark 2.20. In view of Lemma 2.10, if τ is an ideal carrier of a tree T, then
A(τ ) is a maximal free factor system that is elliptic in T.

Lemma 2.21. The carrying index of a tree T ∈ cvN with trivial arc stabilizers
can only take boundedly many values (with a bound only depending on N ). The
carrying index of an arational tree is comprised between (0, 0) and (0, 2N−2). The
carrying index of a free arational tree is comprised between (0, 0) and (0, 2N − 3).

Proof. The first assertion is a consequence of Lemma 2.15, together with the fact
that there is a bound (only depending on N ) on the height of a free factor system
of FN . The other assertions follow from Lemma 2.15 because no nontrivial free
factor is elliptic in an arational tree, so the height h(A(τ )) for a train-track τ that
carries an arational tree is 0. �

2B3. Index of a boundary point and stratifications. We now define the index of an
equivalence class ξ of Z-averse trees. We recall that by definition a train-track τ
carries ξ if and only if τ carries the mixing representatives of ξ .

Definition 2.22 (index of a boundary point). The index i(ξ) of an equivalence class
ξ ∈XN/≈ is defined as the maximal index of an admissible train-track that carries ξ
(equivalently i(ξ) is the carrying index of the mixing representatives of ξ ).

Given an admissible train-track τ , we define the cell P(τ ) as the subspace of
XN/≈ made of all classes ξ that are carried by τ and such that i(ξ)= i(τ ).

For all i , we define the stratum X i ⊆ XN/≈ as the set of all points ξ ∈ XN/≈

such that i(ξ)= i .

The Gromov boundary ∂∞FZ N can be written as the union of all strata X i ,
where i varies over the finite set of all possible indices for mixing Z-averse trees.

If a tree T ∈ cvN is mixing and Z-averse, and if no proper free factor is elliptic
in T, then Lemma 1.5 says that T is arational. Therefore, the boundary ∂∞FFN

coincides with the subspace of XN/≈ which is the union of all strata X i with i
comprised between (0, 0) and (0, 2N − 2).
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Finally, the boundary ∂∞ IN can be written as the union X ′0 ∪ · · · ∪ X ′2N−3,
where X ′i is the subspace of X(0,i) made of equivalence classes of free actions.

In view of the topological facts recalled in the introduction, we are left showing
that each cell P(τ ) is closed in its stratum X i(τ ), and that dim(P(τ ))≤ 0. This will
be the contents of Sections 3 and 4, respectively. We give a complete overview of
the proof of our main theorem in Section 5.

3. Closedness of P(τ) in its stratum

In general, the property of a tree being carried by a train-track is not a closed
condition. However, cells determined by train-tracks are closed in their own strata.
This is the goal of the present section. As each boundary we study is metrizable,
throughout the paper we will use sequential arguments to work with the topology
where this is appropriate.

Proposition 3.1. Let τ be an admissible train-track. Then all points in ∂P(τ ) =
P(τ ) \ P(τ )⊆ XN/≈ have index strictly greater than i(τ ). In particular P(τ ) is
closed in X i(τ ).

Our proof of Proposition 3.1 is based on Lemma 3.2 and Proposition 3.4 below.

Lemma 3.2. Let τ be an admissible train-track, and let (Tn)n∈N be a sequence of
mixing Z-averse trees carried by τ . Assume that the trees Tn converge to a Z-averse
tree T, and denote by ξ the ≈-class of T. Then either T is mixing and A(τ ) is a
maximal free factor system that is elliptic in T, or else i(ξ) > i(τ ).

Proof. The free factor system A(τ ) is elliptic in all trees Tn , and therefore it is also
elliptic in T. If A(τ ) is not a maximal free factor system elliptic in T, then as T
collapses to any mixing representative T ∈ ξ the free factor system A(τ ) is not
maximally elliptic in T . Remark 2.20 then implies that i(ξ) > i(τ ). If T is not
mixing (but possibly A(τ ) is maximally elliptic in T ), then Corollary 1.9 implies
that again A(τ ) is not maximally elliptic in any mixing representative of ξ . Hence
i(ξ) > i(τ ) in this case, also. �

To complete the proof of Proposition 3.1, we are thus left understanding the
case where the limiting tree T is mixing, and A(τ ) is a maximal elliptic free factor
system in T : this will be done in Proposition 3.4 below. The idea is that the carrying
maps fn : Sτ → Tn will always converge to an FN -equivariant map f : Sτ → T ;
in general the limiting map f can fail to be a carrying map (it may even collapse
some edges to points), and in this case we will prove in Proposition 3.4 that there
is a jump in index. We start by proving the existence of the limiting map f .

Lemma 3.3. Let τ be an admissible train-track, and let (Tn)n∈N be a sequence of
trees in cvN with trivial arc stabilizers, converging to a tree T ∈ cvN . Assume that
all trees Tn are carried by τ , and for all n ∈ N, let fn : Sτ → Tn be the carrying
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map. Then the maps fn converge (in the equivariant Gromov–Hausdorff topology)
to a map f : Sτ → T.

Proof. Let v be a vertex in Sτ. Since τ is admissible, there exist three inequivalent
edges e1, e2, e3 that form a legal tripod at v, and two elements g, h ∈ FN that both
act hyperbolically in Sτ, whose axes are legal, and such that the axis of g (resp. h)
crosses the turn (e1, e3) (resp. (e2, e3)). Then the axes of g and h in Sτ intersect
in a compact nondegenerate segment with initial point v, and up to replacing g
and h by their inverses, we can assume that g and h both translate along this
segment in the direction going out of v. Since all maps fn are carrying maps, the
elements g and h are hyperbolic in all trees Tn , and their axes in Tn intersect in
a compact nondegenerate segment, on which they translate in the same direction.
In the limiting tree T the intersection AT

g ∩ AT
h of the axes (or fixed sets) of g

and h is still a compact segment, and if it is nondegenerate the elements g and h
are hyperbolic in T and still translate in the same direction along the intersection.
We then define f (v) to be the initial point of AT

g ∩ AT
h . We repeat this process

over each orbit of vertices to obtain an FN -equivariant map from the vertices of Sτ

to T, and extend the map linearly over edges. Distances between intersections
of axes (as well as their initial points) are determined by the Gromov–Hausdorff
topology [Paulin 1989], so it follows that for any two vertices v and v′, the distance
dTn ( fn(v), fn(v

′)) converges to dT ( f (v), f (v′)) as n goes to infinity. This implies
that the sequence of maps ( fn) converges to f . �

Proposition 3.4. Let τ be an admissible train-track, and let (Tn)n∈N be a sequence
of mixing Z-averse trees carried by τ . Assume that (Tn) converges to a mixing
Z-averse tree T, and that A(τ ) is a maximal free factor system elliptic in T. For all
n ∈ N, let fn : Sτ → Tn be the carrying map, and let f : Sτ → T be the limit of the
maps fn . Let S′ be the tree obtained from Sτ by collapsing all edges whose f -image
is reduced to a point, let f ′ : S′→ T be the induced map, and let τ ′ := τ f ′ be the
train-track on S′ induced by f ′. Then τ ′ is admissible. Either igeom(τ

′) > igeom(τ ),
or else S′ = Sτ and τ ′ is obtained from τ by a finite (possibly trivial) sequence of
specializations (hence τ carries T ).

Before proving Proposition 3.4, we first complete the proof of Proposition 3.1
from the above facts.

Proof of Proposition 3.1. Let ξ ∈ ∂P(τ ). If ξ is carried by τ , then i(ξ) ≥ i(τ ),
and this inequality is strict because otherwise τ would be an ideal carrier of ξ ,
contradicting ξ ∈ ∂P(τ ).

We now assume that ξ is not carried by τ . Let (ξn)n∈N ∈ P(τ )N be a sequence
converging to ξ , and for all n∈N, let Tn be a mixing representative of the equivalence
class ξn . Since cvN is projectively compact, up to a subsequence we can assume that
(Tn)n∈N converges to a tree T. Since the boundary map ∂π :XN→∂∞FZ N is closed,
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the tree T is Z-averse, and in the ≈-class ξ . Using Lemma 3.2, the proof reduces to
the case where T is mixing, and A(τ ) is a maximal free factor system elliptic in T.
Since ξ is not carried by τ , Proposition 3.4 then shows that T is carried by a train-
track τ ′ satisfying igeom(τ

′) > igeom(τ ). This implies in turn that i(ξ) > i(τ ). �

The rest of the section is devoted to the proof of Proposition 3.4.

Proof of Proposition 3.4.
1. The track τ ′ is admissible. Before proving that τ ′ is admissible, we first observe
that all hyperbolic elements in Sτ are still hyperbolic in S′. Indeed, in view of
Proposition 1.6 and of our assumption that A(τ ) is a maximal elliptic free factor
system in T, if g ∈ FN \ {e} is elliptic in T but is not contained in a free factor
from A(τ ), then the conjugacy class of g is given by (some power of) a boundary
curve. Hence g is not contained in any proper free factor of FN relative to A(τ ).
Therefore the axis of g in Sτ crosses all orbits of edges, and so cannot be collapsed
to a point by the collapse map π : Sτ → S′.

We now prove that τ ′ is admissible. Let v ∈ V (S′), and let X ⊆ Sτ be the π-
preimage of v. We first observe that X is a bounded subtree of Sτ : indeed, otherwise,
we would find two oriented edges e, e′ in X in the same FN -orbit (say e′ = ge)
and pointing in the same direction; this would imply that g is hyperbolic in Sτ but
not in S′, a contradiction. Let Y ⊆ X be a maximal legal subtree of X. Using the
fact that τ is admissible, we can find three pairwise inequivalent edges e1, e2, e3

lying outside of X based at extremal vertices v1, v2, v3 of Y (these vertices are not
necessarily distinct), such that the subtree Y ∪e1∪e2∪e3 is legal in τ . Furthermore,
no edge ei is collapsed to a point by π . Since τ is admissible, Lemma 2.9 gives
three elements g1, g2, g3, which act hyperbolically in Sτ, whose axes are legal, and
such that the axis of gi in Sτ crosses the segment ei ∪[vi , vi+1]∪ei+1 (mod 3). For
all n ∈N, the map fn preserves alignment when restricted to each of these axes, so
in the limit f also preserves alignment when restricted to these axes. This implies
that g1, g2 and g3 are legal in S′. In addition, their axes form a legal tripod at v,
so τ ′ is admissible.

2. Controlling the index of τ ′. We now prove that igeom(τ
′) > igeom(τ ) unless τ

carries T. Given a vertex v∈V (S′), we will first establish that the contribution of the
equivalence class [v] to the index of τ ′ is no less than the sum of the contributions
of its π -preimages in V (Sτ ) to the index of Sτ.

Let x := f ′(v). Let X be the set of vertices in Sτ that are mapped to x under f .
As equivalent vertices in τ are mapped to the same point in T under f , the set X is a
union of equivalence classes of vertices in τ . As Stab(x)= Stab(X), if two vertices
in X are in the same FN -orbit, then they are in the same Stab(x)-orbit. Hence we may
pick a finite set E1, . . . , Ek of representatives of the Stab(x)-orbits of equivalence
classes of vertices in X. Suppose that the images of these equivalence classes
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correspond to l orbits of points in Tn (where l can be chosen to be independent of n
by passing to an appropriate subsequence). After reordering (and possibly passing to
a further subsequence) we may assume E1, . . . , El are mapped to distinct Stab(x)-
orbits of points in Tn for all n ∈N, and El+1, . . . , Ek are exceptional classes in τ
(notice that some of the classes Ei with i ∈ {1, . . . , l} might be exceptional as well).

Suppose that each equivalence class Ei has αi gates in τ and has a stabilizer of
rank ri . As exceptional classes do not contribute to the geometric index, the amount
E1, . . . , Ek contribute to the geometric index of τ is

(2)
l∑

i=1

αi + 3
l∑

i=1

ri − 3l.

Let E = [v] be the equivalence class corresponding to the image of X in τ ′. Then E
contributes α′+ 3r ′− 3 to the index of τ ′, where α′ is the number of orbits of gates
at E and r ′ is the rank of Stab(x). If we define α =

∑l
i=1 αi and r =

∑l
i=1 ri , then

the difference between the index contribution of E in τ ′ and the index contribution
of E1, . . . , Ek in τ is

(3) α′−α+ 3(r ′− r)+ 3(l − 1).

Our goal is to control the number of Stab(x)-orbits of gates lost when passing
from τ to τ ′. For all n ∈ N, we let Yn be the subtree of Tn spanned by the points
in fn(X). Since there are finitely many Stab(x)-orbits of equivalence classes of
vertices in X, the tree Yn is obtained from the Stab(x)-minimal invariant subtree
of Tn by attaching finitely many orbits of finite trees (if Stab(x)= {e}, then Yn is
a finite subtree of Tn). Recall that we assumed that A(τ ) is a maximal elliptic free
factor system in T. Using Proposition 1.6, this implies that Stab(x) is either cyclic
or contained in A(τ ) (it may be trivial). In the second case Stab(x) is elliptic in Tn .
Hence the quotient Gn = Yn/Stab(x) is a finite graph of rank 0 or 1. There are l
marked points in Gn corresponding to the images of E1, . . . , El .

Claim 1. If e is an oriented edge in Sτ which is collapsed under π , and such
that f ′(π(e))= x , then the gate corresponding to e in τ is mapped under fn to a
direction in Yn at a point in fn(X).

Claim 2. If e and e′ are oriented edges in Sτ that determine inequivalent directions
d, d ′ in τ , based at vertices in Stab(x).{E1, . . . , El}, and if π(e) and π(e′) are
nondegenerate and equivalent in τ ′, then for all sufficiently large n ∈N, one of the
directions d, d ′ is mapped under fn to a direction in Yn at a point in fn(X).

Proof of claims. For Claim 1, as e is collapsed its endpoints lie in X, so that fn(e)
is an arc between two points of fn(X) in Yn . For Claim 2, if π(e) and π(e′) are
equivalent, then f (e)∩ f (e′) is nondegenerate. Then for all sufficiently large n ∈N,
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the intersection of fn(e) with fn(e′) contains a nondegenerate segment. As e and e′

are not equivalent in τ , they are based at distinct equivalence classes of vertices
in Stab(x).{E1, . . . , El}. Let us call these [v1] and [v2]. We have fn(v1) 6= fn(v2),
and the arc connecting fn(v1) with fn(v2) is contained in the tree Yn , and is covered
by the union of the two arcs corresponding to fn(e) (starting at fn(v1)) and fn(e′)
(starting at fn(v2)). One can check that the initial direction of either fn(e) or fn(e′)
must then be contained in Yn .

Since T has trivial arc stabilizers, no two oriented edges in the same orbit are
equivalent in τ ′, and therefore there are only finitely many orbits of pairs of equiva-
lent directions in τ ′. Therefore, we can choose n ∈N large enough so that the conclu-
sion of Claim 2 holds for all pairs of inequivalent directions in Sτ based at vertices
in Stab(x).{E1, . . . , El}, whose π -images are (nondegenerate and) equivalent in S′.

Denote by Gout
n (resp. Gin

n ) the set of gates based at vertices in Stab(x).{E1, . . . ,El}

which are mapped outside of Yn (resp. inside Yn) by fn . Claim 1 implies that there
is a map 9 from the set Eout

n of edges in Gout
n , to the set of gates at E in τ ′.

Claim 2 then implies that any two edges in Eout
n in distinct gates have distinct

9-images, so |Gout
n /Stab(x)| ≤ α′. Furthermore, our definition of E1, . . . , El im-

plies that the natural map (induced by fn) from Gin
n /Stab(x) to the set Dir(Gn)

of directions based at the marked points in the quotient graph Gn , is injective, so
|Gin

n /Stab(x)| ≤ |Dir(Gn)|. By summing the above two inequalities, it follows that
α−α′ is bounded above by the number of directions based at the marked points
in the quotient graph Gn .

We will now distinguish three cases. Notice that up to passing to a subsequence,
we can assume that one of them occurs.

Case 1: The stabilizer Stab(x) is either trivial, or fixes a point xn in all trees Tn ,
and for all n ∈ N, there is a vertex vn ∈ V (Sτ ) such that fn(vn)= xn (this happens
in particular if Stab(x) is contained in A(τ )).

In this case, we have r = r ′, and the graph Gn has rank 0. The l marked points
of Gn include the leaves of Gn: indeed, every leaf of Gn is either the projection
to Gn of a point in fn(X), or else it is the projection to Gn of the unique point
y ∈ Tn with stabilizer equal to Stab(x). In the latter case, we again have y ∈ fn(X)
by assumption. We will apply the following fact to the graph Gn .

Fact. If G is a finite connected graph of rank r with l marked points containing all
leaves of G, then there are at most 2(l + r − 1) directions at these marked points.

Proof of the fact. An Euler characteristic argument shows that in any finite connected
graph G with v vertices, there are exactly 2(v+ r − 1) directions at the vertices.
Viewing the vertex set as a set of marked points, removing any nonleaf vertex from
this set loses at least two directions, from which the fact follows. �
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This fact applied to the quotient graph Gn shows that

(4) α′−α ≥−2(l − 1).

From (3) we see that the new equivalence class contributes at least l − 1 more to
the geometric index than the sum of the contributions of the previous equivalence
classes to the index of τ . This shows that the index increases as soon as l ≥ 2, so
we are left with the case where l = 1.

In this remaining situation, the graph Gn is a single point, so all but possibly one
(say E1) of the equivalence classes E1, . . . , Ek are exceptional. By Claim 1 no edges
corresponding to directions at X are collapsed under π . Furthermore, by Claim 2
distinct equivalence classes of gates based at vertices in the orbit of E1 are mapped to
distinct gates under π . It follows that either there are more gates at the equivalence
class X when passing from τ to τ ′ (so the index increases), or the gates corre-
sponding to directions at E1 are mapped bijectively and each exceptional class in
E2, . . . , Ek corresponds to a specialization of τ (otherwise we would see extra gates).
Repeating this argument across all equivalence classes in τ ′, we find that either the
geometric index of τ ′ is greater than that of τ , or τ ′ is obtained from τ by applying a
finite number of specializations. In this latter case, this implies that T is carried by τ .

Case 2: The group Stab(x) is not elliptic in Tn (in particular Stab(x) is cyclic).

In this case, we have r ′= 1 and r = 0. The graph Gn is then a circle, with finitely
many finite trees attached, whose leaves are the projections of points in fn(X). In
particular Gn has rank r ′− r = 1, and all its leaves are marked. By applying the
above fact, we thus get that

(5) α′−α ≥−2(l + r ′− r − 1).

Since r ′ − r = 1, we get from (3) that the new equivalence class contributes at
least l more to the geometric index than the sum of the contributions of the previous
equivalence classes to the index of τ , so i(τ ′) > i(τ ).

Case 3: The stabilizer Stab(x) is cyclic, fixes a point xn in all trees Tn , but no
vertex in Sτ is mapped to xn under fn .

In this case, we have r = 0 and r ′= 1. The graph Gn has rank 0. The image of xn

in the quotient graph Gn might not be marked, however the set of marked points
in Gn includes all other leaves. We will use the following variation on the above fact
(which is easily proved by first including the missing leaf to the set of marked points).

Fact. Suppose G is a finite connected graph of rank r with a set of l marked points
containing all leaves except possibly one. Then there are at most 2(l + r − 1)+ 1
directions at these marked points.
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This fact, applied to the graph Gn , shows that

(6) α′−α ≥−2(l − 1)− 1.

Since r ′− r = 1, we get from (3) that the new equivalence class contributes at least
l + 1 more to the geometric index than the sum of the contributions of the previous
equivalence classes to the index of τ , and again we are done. �

4. The cells P(τ) have dimension at most 0.

The goal of this section is to prove the following fact.

Proposition 4.1. Let τ be an admissible train-track. Then P(τ ) has dimension at
most 0.

The strategy of our proof of Proposition 4.1 is the following. Given any point
ξ ∈ P(τ ), our goal is to construct arbitrarily small open neighborhoods of ξ with
empty boundary in P(τ ). This will be done using folding sequences of train-tracks.
In Section 2, we defined the notion of a specialization, which gives a new train-
track τ ′ from a train-track τ . In Section 4A, we will introduce other operations
called folding moves. These will enable us to define a new train-track τ ′ from a
train-track τ by folding at an illegal turn. We will then make the following definition.

Definition 4.2 (folding sequence of train-tracks). A folding sequence of train-tracks
is an infinite sequence (τi )i∈N of admissible train-tracks such that for all i ∈ N, the
train-track τi+1 is obtained from τi by applying a folding move followed by a finite
(possibly trivial) sequence of specializations.

Given ξ ∈ ∂∞FZ N , we say that the folding sequence of train-tracks (τi )i∈N is
directed by ξ if ξ ∈ P(τi ) for all i ∈ N.

We will first prove in Section 4A that folding sequences of train-tracks exist.

Lemma 4.3. Let τ be an admissible train-track, and let ξ ∈ P(τ ). Then there exists
a folding sequence of train-tracks (τi )i∈N directed by ξ , such that τ0 is obtained
from τ by a finite (possibly trivial) sequence of specializations.

We will then prove in Section 4B that all sets P(τi ) in a folding sequence of
train-tracks are open in P(τ0), by showing the following two facts.

Lemma 4.4. Let τ be an admissible train-track, and let τ ′ be a specialization of τ .
Then τ ′ is admissible, and P(τ ′) is an open subset of P(τ ).

Lemma 4.5. Let τ be an admissible train-track, and let τ ′ be a train-track obtained
from τ by folding an illegal turn. Then τ ′ is admissible, and P(τ ′) is an open subset
of P(τ ).
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In other words, the sets P(τi ) are open neighborhoods of ξ in P(τ ), and they
are closed in P(τ ) (because their boundaries are made of trees with higher index in
view of Proposition 3.1). So to complete the proof of Proposition 4.1, we are left
showing that P(τi ) can be made arbitrary small. This is proved in Section 4C in
the form of the following proposition.

Lemma 4.6. Let τ be an admissible train-track, let ξ ∈ P(τ ), and let (τi )i∈N

be a folding sequence of train-tracks directed by ξ . Then the diameter of P(τi )

converges to 0.

We now sum up the proof of Proposition 4.1 from the above four lemmas.

Proof of Proposition 4.1. Assume that P(τ ) 6=∅, and let ξ ∈ P(τ ). Let ε > 0. Let
(τi )i∈N be a folding sequence of train-tracks directed by ξ provided by Lemma 4.3,
where τ0 is obtained from τ by a finite (possibly trivial) sequence of specializations.
Lemma 4.6 shows that we can find k ∈ N such that P(τk) contains ξ and has
diameter at most ε. An iterative application of Lemmas 4.4 and 4.5 then ensures
that P(τk) is an open neighborhood of ξ in P(τ ). Furthermore, the boundary of
P(τk) in P(τ ) is empty (it is made of trees of higher index by Proposition 3.1). As
each point in P(τ ) has arbitrarily small open neighborhoods with empty boundary,
dim(P(τ ))= 0. �

4A. Existence of folding sequences of train-tracks directed by a boundary point.

4A1. More on specializations. The notion of specialization is given in Definition 2.5.

Lemma 4.7. Let τ be an admissible train-track, and let τ ′ be a specialization of τ .
Then τ ′ is admissible, and i(τ ′)= i(τ ).

Proof. Admissibility is clear, as the underlying tree Sτ and the collection of
legal turns at each vertex of Sτ are unchanged after a specialization. To see that
i(τ ′) = i(τ ), notice first that the exceptional vertices in Sτ contribute 0 to the
geometric index of τ . Stabilizers do not increase by definition of a specialization
(otherwise two inequivalent vertices in τ that are not in the orbit of v0 would become
equivalent in τ ′), and no new gate is created. So igeom(τ

′) = igeom(τ ), and since
stabilizers of equivalence classes of vertices are the same in τ and in τ ′, we have
i(τ ′)= i(τ ). �

4A2. Folding moves. We now introduce three types of folding moves and discuss
some of their properties.

Definition 4.8 (singular fold, see Figure 2). Let τ be a train-track. Let e1 = [v, v1]

and e2 = [v, v2] be two edges in Sτ that are based at a common vertex v, determine
equivalent directions at v, and such that v1 ∼

τ v2.
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� � 0

v

v1 v2

e1 e2

singular fold

Figure 2. A singular fold. The two black vertices v1 and v2 are
equivalent in τ , and the colors give the gates at the equivalence
class of vertices they define.

A train-track τ ′ is obtained from τ by a singular fold at {e1, e2} if

• there is an FN -equivariant map g : Sτ → Sτ
′

that consists in equivariantly
identifying e1 with e2,

• for all vertices v, v′ ∈ V (Sτ ), we have g(v′)∼τ
′

g(v) if and only if v′ ∼τ v,

• for all directions d, d ′ in Sτ based at equivalent vertices of Sτ, we have g(d ′)∼τ
′

g(d) if and only if d ′ ∼τ d.

Remark 4.9. If τ satisfies the hypothesis of Definition 4.8 with edges e1 and e2,
then such a singular fold τ ′ at {e1, e2} exists and is unique as long as the tree S′

obtained by folding Sτ along e1 and e2 has trivial edge stabilizers. As any carrying
map factors through the folding map g : Sτ → S′, a sufficient condition for the
existence of τ ′ is that τ carries a tree with trivial arc stabilizers. This covers all of
the relevant train-tracks in this paper.

Definition 4.10. Given an admissible train-track τ , we denote by P(τ ) the subspace
of ∂cvN made of trees T with dense orbits such that τ is an ideal carrier of T.

In particular, trees in P(τ ) have trivial arc stabilizers.

Lemma 4.11. Let τ be an admissible train-track, and let e1 = [v, v1] and e2 =

[v, v2] be two edges that form an illegal turn in τ , such that v1 ∼
τ v2, and such that
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the directions at v1 and v2 pointing towards v are τ -equivalent. If τ carries a tree
with trivial arc stabilizers then there exists an admissible train-track τ ′ obtained
from τ by a singular fold at {e1, e2} such that P(τ ′)= P(τ ).

Proof. As τ carries a tree with trivial arc stabilizers, following Remark 4.9 there
exists a unique train track τ ′ obtained by a singular fold at {e1, e2}. Let g : Sτ→ Sτ

′

be the folding map given in Definition 4.8. The numbers and the stabilizers of
equivalence classes of vertices and gates are unchanged under g, so that i(τ ′)= i(τ ).
To check admissibility of τ ′, let v′ be a vertex in Sτ

′

. Then there exists v ∈ V (Sτ )
such that v′ = g(v), and the g-image of any tripod of legal axes at v is a tripod of
legal axes at v′ (because g sends legal turns to legal turns).

We finally show that P(τ )=P(τ ′). Let T ∈P(τ ), with carrying map f : Sτ→ T.
Since the extremities of e1 and e2 are equivalent, these two edges are mapped to the
same segment in T. It follows that the carrying map f factors through the fold g to
attain a map f ′ : Sτ

′

→ T, and one can check that the train-track induced by f ′ is
obtained from τ ′ by a finite (possibly trivial) sequence of specializations (using the
same sequence of specializations as when passing from τ to τ f ). So T is carried
by τ ′, and equality of the indices of τ and τ ′ shows that τ ′ is also an ideal carrier of T.
It follows that P(τ )⊆P(τ ′). Conversely, if τ ′ is an ideal carrier of T with carrying
map f ′ then the composition f = f ′◦g is such that τ f is obtained from τ by a finite
(possibly trivial) sequence of specializations, and it follows that P(τ ′)⊆ P(τ ). �

Definition 4.12 (partial fold, see Figure 3). Let τ be a train-track, and let {e1, e2}

be an illegal turn at a vertex v ∈ Sτ. A train-track τ ′ is obtained from τ by a partial
fold at {e1, e2} if

• there is a map g : Sτ → Sτ
′

that consists in equivariantly identifying a proper
initial segment [v, v′1] of e1 with a proper initial segment [v, v′2] of e2, so that
the vertex v′ = g(v′1)= g(v′2) is trivalent in Sτ

′

(all vertices of Sτ
′

that are not
in the FN -orbit of v′ have a unique g-preimage in Sτ ),

• for all v,w ∈ V (Sτ ), we have g(v)∼τ
′

V g(w) if and only if v ∼τV w,

• for all directions d, d ′ based at vertices of Sτ, we have g(d ′)∼τ
′

g(d) if and
only if d ′ ∼τ d,

• the vertex v′ is not equivalent to any other vertex in τ ′, and all directions at v′

in Sτ
′

are pairwise inequivalent.

Remark 4.13. The last condition in the definition implies that the new vertex v′ is
exceptional in τ ′. As with singular folds, such a partial fold τ ′ at {e1, e2} exists and
is unique as long as partially folding Sτ along e1 and e2 gives a tree with trivial arc
stabilizers, which will be the case when P(τ ) is nonempty.
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Figure 3. A partial fold.

Lemma 4.14. Let τ be an admissible train-track, and let τ ′ be a train-track obtained
from τ by a partial fold. Then τ ′ is admissible, and i(τ ′)= i(τ ).

Proof. The condition from the definition of admissibility is easy to check at any
vertex in Sτ

′

not in the orbit of v′ (with the notations from Definition 4.12). Let
d0, d1, d2 be the three directions at v′, containing the g-images of v = v0, v1, v2,
respectively. Let i ∈ {0, 1, 2} (considered modulo 3). To construct a legal element
whose axis crosses the turn {di , di+1}, we argue as in the proof of Lemma 2.9: one
first finds two elements h, h′ that are legal in both τ and τ ′ such that

• the axes Ah, Ah′ in Sτ
′

go through g(vi ) and g(vi+1) respectively,

• the axes Ah and Ah′ do not go through v′,

• the subtree Y spanned by Ah and Ah′ (which contains the turn {di , di+1}) is
legal.

The element hh′ is then a legal element that crosses the turn {di , di+1}, as required.
To see that i(τ ′)= i(τ ), we first note that A(τ ′)=A(τ ) because the stabilizer of

any equivalence class corresponding to a new vertex is trivial, and the stabilizers of
the other equivalence classes of vertices are unchanged when passing from τ to τ ′. In
addition, under the folding process the number of nonexceptional equivalence classes
of vertices, along with the ranks of their stabilizers and the number of associated
gates, remains the same, and the new exceptional trivalent vertex contributes 0 to
the index. Hence igeom(τ

′)= igeom(τ ), and therefore i(τ ′)= i(τ ) also. �

Lemma 4.15. Let τ be an admissible train-track, and let T ∈ P(τ ) with carrying
map f : Sτ → T. Assume that there exist two edges e1, e2 in Sτ that form an illegal
turn, such that | f (e1)∩ f (e2)| is smaller than both | f (e1)| and | f (e2)|. Then there
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exists a train-track τ ′ obtained from τ by applying a partial fold at {e1, e2} such
that T ∈ P(τ ′).

Proof. Recall that Sτ is equipped with the metric induced by the map f : Sτ → T,
so that any edge e of Sτ has length | f (e)|. Let S′ be the simplicial tree obtained
from Sτ by equivariantly identifying a proper initial segment [v, v′1] of e1 of length
| f (e1)∩ f (e2)| with a proper initial segment [v, v′2] of e2 of the same length. Let
g : Sτ → S′ be the folding map. We first claim that the vertex v′ := g(v′1)= g(v′2)
is trivalent in S′. Indeed, otherwise, the vertex v′ would have infinite stabilizer,
so A(τ ) would not be a maximal free factor system elliptic in T, a contradiction.
We thus have S′ = Sτ

′

. The map f factors through a map f ′ : Sτ
′

→ T . Since
i(τ ′)= i(τ ), it is enough to prove that the train-track τ f ′ is obtained from τ ′ by a
finite sequence of specializations.

By definition, the train-track τ f is obtained from τ by a finite sequence of special-
izations. Let (τ f )

′ be the partial fold of τ f at {e1, e2}, and notice that (τ f )
′ is obtained

from τ ′ by the same sequence of specializations as when passing from τ to τ f .
If the f ′-image of the new trivalent vertex v′ is not equal to the f -image of any

other vertex in Sτ, then τ f ′ = (τ f )
′ and we are done. Otherwise, we will show

that τ f ′ is a specialization of (τ f )
′, from which the lemma will follow. Indeed, if

f ′(v′) is equal to the f -image of another vertex v0 ∈ Sτ, we first observe that we
can always find such a v0 which is not in the orbit of v′. This is because if v′ is
only identified with vertices in its own orbit, then the equivalence class of v′ in τ f ′

has nontrivial stabilizer in τ f ′ , and contributes positively to the geometric index
of τ f ′ . Then i(τ f ′) > i(τ ), contradicting the fact that τ is an ideal carrier. So we
can assume that v0 and v′ are not in the same orbit. Next, we observe that all germs
of directions at v′ are identified by f ′ with germs of directions at vertices that are
τ -equivalent to v0, as otherwise we would be creating a new gate when passing
from τ to τ f ′ , again increasing the index. So τ f ′ is a specialization of (τ f )

′. �

Definition 4.16 (full fold, see Figure 4). Let τ be a train-track, and let {e1, e2} be
an illegal turn at a vertex v ∈ Sτ. Denote by v1, v2 the other extremities of e1, e2.
Let d0 be a direction in τ based at a vertex τ -equivalent to v1. A train-track τ ′ is
obtained from τ by a full fold of e1 into e2 with special gate [d0] if

• there is an FN -equivariant map g : Sτ → Sτ
′

that consists in equivariantly
identifying [v, v1] with a proper initial segment [v, v′2]( [v, v2],

• for all vertices v, v′ ∈ V (Sτ ), we have g(v′)∼τ
′

g(v) if and only if v′ ∼τ v,

• for all directions d, d ′ based at vertices of Sτ, we have g(d ′)∼τ
′

g(d) if and
only if d ′ ∼τ d,

• if d is the direction in Sτ
′

based at g(v1)= g(v′2) and pointing towards g(v2),
then d ∼ g(d0).
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full fold

� � 0

v

v2

v1

v0

2
g.v1/ D g.v0

2
/

vd g.vd /

Figure 4. A full fold. The new direction at g(v1)= g(v′2) has been
identified with the g-image of the direction d0 at v1 with initial
edge [v1, vd ] (in general, the direction d0 may also be based at a
vertex v′1 6= v1 as long as v1 and v′1 are τ -equivalent).

The number of equivalence classes of vertices remains unchanged under a full
fold, and the vertex stabilizers in Sτ

′

are the same as the vertex stabilizers in Sτ.
The fold creates no new gates, so the index remains unchanged. If τ is admissible
then τ ′ is also admissible. Hence:

Lemma 4.17. Let τ be an admissible train-track, and let τ ′ be a train-track obtained
from τ by a full fold. Then τ ′ is admissible and i(τ ′)= i(τ ). �

Lemma 4.18. Let τ be an admissible train-track, and let T ∈ P(τ ) with carrying
map f : Sτ → T. Let e1 = [v, v1] and e2 = [v, v2] be two edges in Sτ that form an
illegal turn. Assume that f (e1) ( f (e2). Also assume that there is a direction d0

(whose initial edge we denote by [v′1, vd ]) at a vertex v′1 ∼
τ v1 such that

(7) dT ( f (vd), f (v2)) < dT ( f (vd), f (v′1))+ dT ( f (v′1), f (v2)).

Then there exists a train-track τ ′ obtained from τ by fully folding e1 into e2, with
special gate [d0] such that T ∈ P(τ ′).

Proof. As in the previous cases, existence of τ ′ follows from the fact that τ carries
a tree with trivial arc stabilizers. Since f (e1)( f (e2), the map f factors through
the fold g : Sτ → Sτ

′

to reach an FN -equivariant map f ′ : Sτ
′

→ T, and (7) ensures



DIMENSION OF GROMOV BOUNDARIES OF HYPERBOLIC Out(FN )-GRAPHS 31

that f ′ identifies germs of [g(v1), g(v2)] and of g(d0). So τ f ′ is obtained from τ ′

by the same finite sequence of specializations as when passing from τ to τ f . We
know in addition that i(τ ′)= i(τ ) (Lemma 4.17). This implies that T ∈ P(τ ′). �

Corollary 4.19. Let τ be an admissible train-track, and let T ∈P(τ ), with carrying
map f : Sτ → T. Let e1 = [v, v1] and e2 = [v, v2] be two edges in Sτ that form
an illegal turn. Assume that f (e1)( f (e2). Also assume that T is not carried by
any specialization of τ . Then there exists a train-track τ ′ obtained from τ by fully
folding e1 into e2, such that T ∈ P(τ ′).

Proof. Let S′ be the underlying simplicial tree of any full fold of τ . Since f (e1)(
f (e2), the map f factors through an FN -equivariant map f ′ : Sτ

′

→ T. Equality in
indices shows the existence of a direction d0 in τ for which (7) holds, as otherwise
the fold would create a new gate, and T would be carried by a train-track with
higher index. The direction d0 is based at a vertex v′1 satisfying f (v′1) = f (v1).
Since T is not carried by any specialization of τ , this implies that v′1 is τ -equivalent
to v1. Therefore, Lemma 4.18 implies that T ∈ P(τ ′), where τ ′ is the full fold of τ
with special gate [d0]. �

4A3. Folding sequences: Proof of Lemma 4.3. Given two train-tracks τ and τ ′, we
say that τ ′ is obtained from τ by applying a folding move if τ ′ is obtained from τ by
applying either a singular fold, a partial fold or a full fold. We then define a folding
sequence of train-tracks as in Definition 4.2: recall that this is a sequence (τi )i∈N of
train-tracks such that τi+1 is obtained from τi by applying a folding move, followed
by a finite (possibly trivial) sequence of specializations. The goal of the present
section is to prove Lemma 4.3. We will actually prove a slightly stronger version
of it, given in Lemma 4.22. The main fact we will use in the proof is the following.

Lemma 4.20. Let τ be an admissible train-track, and let T ∈ P(τ ). Then there
exists a train-track τ ′ 6= τ obtained either by a specialization, or by applying a
folding move, such that T ∈ P(τ ′).

Proof. Assume that T is not carried by any train-track τ ′ 6= τ obtained from τ

by performing a specialization. Let f : Sτ → T be the carrying map, and let
e1 = [v, v1] and e2 = [v, v2] be two edges that form an illegal turn in τ : this
exists because T is not simplicial by definition of P(τ ). If f (v1) = f (v2), then
v1 ∼

τ v2, as otherwise T would be carried by a specialization of τ . In this case f
identifies germs of the directions at v1 and v2 pointing towards v, so Lemma 4.11
implies that T ∈ P(τ ′), where τ ′ is the singular fold of τ . If f (v1) 6= f (v2), and if
| f (e1)∩ f (e2)| is smaller than both | f (e1)| and | f (e2)|, then Lemma 4.15 implies
that T is carried by the partial fold of τ at {e1, e2}. Finally, if f (e1) ( f (e2) (or
vice versa), then Corollary 4.19 implies that T is carried by a full fold of τ . �

We also make the following observation.
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Lemma 4.21. Let τ be an admissible train-track, and let τ ′ be a train-track obtained
from τ by applying either a specialization or a folding move. Then P(τ ′)⊆ P(τ )
(and hence P(τ ′)⊆ P(τ )).

Proof. If τ ′ is obtained from τ by applying a specialization, then the conclusion
follows from the definition of being carried, together with the fact that i(τ ′)= i(τ )
(Lemma 4.7). If τ ′ is obtained from τ by applying a folding move, then the
conclusion follows from the fact that i(τ ′)= i(τ ) (Lemmas 4.11, 4.14 and 4.17),
together with the observation that if g : Sτ → Sτ

′

is the fold map, and f : Sτ
′

→ T
is a carrying map, then f ◦ g : Sτ → T is also a carrying map. �

We are now in position to prove the following stronger version of Lemma 4.3.

Lemma 4.22. Let ξ ∈ ∂∞FZ N . Let τ0, . . . , τk be a finite sequence of admissible
train-tracks such that ξ ∈ P(τk), and for each i ∈ {0, . . . , k − 1}, the train-track
τi+1 is obtained from τi by applying a folding move followed by a finite (possibly
trivial) sequence of specializations. Then there exists a folding sequence (τ ′i )i∈N

of train-tracks directed by ξ , such that τi = τ
′

i for all i ∈ {0, . . . , k− 1}, and τ ′k is
obtained from τk by a finite (possibly trivial) sequence of specializations.

Proof. Lemma 4.21 shows that ξ ∈ P(τi ) for all i ∈ {1, . . . , k}. The conclusion is
then obtained by iteratively applying Lemma 4.20 to some mixing representative of
the class ξ (starting with the train-track τk), and noticing that we can only perform
finitely many specializations in a row. �

4B. Openness of the set of points carried by a specialization or a fold.

4B1. From trees to equivalence classes of trees. We first reduce the proofs of
Lemmas 4.4 and 4.5 to their analogous versions for trees in cvN .

Lemma 4.23. Let τ and τ ′ be admissible train-tracks. If P(τ ′) is an open subset of
P(τ ) in ∂cvN , then P(τ ′) is an open subset of P(τ ) in XN/≈.

Proof. The conclusion is obvious if P(τ ′) is empty (in this case P(τ ′) is also empty),
so we assume otherwise. Since P(τ ′)⊆ P(τ ), we have i(τ ′)= i(τ ). Let ξ ∈ P(τ ′),
and let (ξn)n∈N ∈ P(τ )N be a sequence converging to ξ . We wish to prove that
ξn ∈ P(τ ′) for all sufficiently large n ∈ N (we may use sequential arguments as
XN/≈ is a separable metric space).

For all n ∈ N, let Tn be a mixing representative of ξn . Since cvN is projectively
compact, up to passing to a subsequence, we can assume that (Tn)n∈N converges
projectively to a tree T ∈ cvN . Closedness of the boundary map ∂π :XN→ ∂∞FZ N

shows that T ∈ XN , and T is a representative of the class ξ . Since A(τ ) is elliptic
in each tree Tn , it is also elliptic in T. If T is not mixing, then Corollary 1.9 implies
that A(τ ) is not the largest free factor system elliptic in the mixing representatives
of ξ , contradicting that i(ξ)= i(τ ). So T is mixing, and the fact that ξ ∈ P(τ ′) thus
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implies that T ∈ P(τ ′). Openness of P(τ ′) in P(τ ) then shows that Tn ∈ P(τ ′) for
all sufficiently large n ∈ N. Since Tn is a mixing representative of ξn , this precisely
means that ξn ∈ P(τ ′) for all sufficiently large n ∈ N, as desired. �

4B2. Specializations. In this section, we will prove Lemma 4.4. More precisely,
we will prove its analogous version for trees in cvN , from which Lemma 4.4 follows
thanks to Lemma 4.23.

Lemma 4.24. Let τ be an admissible train-track, and let τ ′ be a specialization of τ .
Then P(τ ′) is an open subset of P(τ ).

Proof. By Lemma 4.21, we have P(τ ′)⊆ P(τ ). Let T ∈ P(τ ′), and let (Tn)n∈N ∈

P(τ )N be a sequence of trees that converges to T. We aim to show that Tn is carried
by τ ′ for all sufficiently large n ∈ N, which will imply that Tn ∈ P(τ ′) by equality
of the indices. Let [v0] be the class of vertices in Sτ at which the specialization
occurs, and let v1 ∈ V (Sτ ) be a vertex identified with v0 in τ ′.

Let e1
0, e2

0, e3
0 be three edges adjacent to vertices in the class [v0], determining

distinct gates, and let e1
1, e2

1, e3
1 be edges based at vertices τ -equivalent to v1 that

are identified with e1
0, e2

0, e3
0 in τ ′. We aim to show that for all sufficiently large

n ∈ N, the vertices v0 and v1 are identified by the carrying map fn : Sτ → Tn , and
so are initial segments of ei

0 and ei
1 for all i ∈ {1, 2, 3}.

For all i ∈ {1, 2, 3}, the intersection f (ei
0) ∩ f (ei

1) (where f : Sτ → T is the
carrying map) is nondegenerate. Since the carrying map varies continuously with
the carried tree (Lemma 2.11), for all sufficiently large n ∈ N, the image fn(ei

1)

has nondegenerate intersection with fn(ei
0). Since the three directions determined

by e1
0, e2

0, e3
0 are inequivalent, their images fn(e1

0), fn(e2
0), fn(e3

0) form a tripod at
fn(v0). If fn(v1) 6= fn(v0), then at least two of the images fn(e1

1), fn(e2
1), fn(e3

1)

would then have a nondegenerate intersection (containing [ fn(v0), fn(v1)]), which
is a contradiction because these three edges are inequivalent. So fn(v1)= fn(v0),
and since fn(ei

1) has nondegenerate intersection with fn(ei
0), it follows that Tn is

carried by τ ′. �

4B3. Folds. Lemma 4.5 follows from the following proposition together with
Lemma 4.23.

Proposition 4.25. Let τ be an admissible train-track. Let τ ′ be a train-track
obtained from τ by folding an illegal turn. Then P(τ ′) is open in P(τ ).

Proof. By Lemma 4.21, we have P(τ ′)⊆P(τ ). If τ ′ is obtained from τ by applying
a singular fold, then Lemma 4.11 ensures that P(τ ′)=P(τ ), so the conclusion holds.
Denoting by f : Sτ → T the carrying map, we can thus assume that f (v1) 6= f (v2)

(using the notations of the previous sections). Let p := f (e1)∩ f (e2). The endpoints
of p, f (e1), and f (e2) are branch points in T (because τ is admissible), so the
lengths of these segments are determined by a finite set of translation lengths in T.
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If τ ′ is obtained from τ by a partial fold, then |p| is strictly less than both | f (e1)|

and | f (e2)|. Using the fact that the carrying map f varies continuously with the
carried tree (Lemma 2.11), we see that this property remains true for all trees in a
neighborhood of T, and Lemma 4.15 implies that all trees in this neighborhood are
carried by τ ′.

Assume now that τ ′ is obtained from τ by a full fold, with e1 fully folded
into e2. Let vd be the endpoint of an edge corresponding to a direction d based
at a vertex v′1 equivalent to v1, in the special gate. Then | f (e1)| < | f (e2)|, and
dT ( f (vd), f (v2)) < dT ( f (vd), f (v′1))+ dT ( f (v′1), f (v2)). These are open condi-
tions in cvN . Therefore, Lemma 4.18 gives the existence of an open neighborhood U
of T in P(τ ) such that all trees in U are carried by the same full fold. �

4C. Control on the diameter: getting finer and finer decompositions. The goal
of the present section is to prove Lemma 4.6. The key lemma is the following.

Lemma 4.26. Let ξ ∈ ∂∞FZ N , and let (τi )i∈N be a folding sequence of train-tracks
directed by ξ . Then (Sτi ) converges to ξ for the topology on FZ N ∪ ∂∞FZ N .

Proof. Let T be a mixing representative of ξ . We can find a sequence (Sn)n∈N of
simplicial metric FN -trees with trivial edge stabilizers such that

• for all n ∈ N, the simplicial tree Sτn is obtained from Sn by forgetting the
metric,

• for all n ∈ N, the unique carrying map fn : Sn→ T is isometric on edges.

In addition, for all i < j, there are natural morphisms fi j : Si → S j , such that
fik= f jk◦ fi j for all i< j<k. The sequence (Sn)n∈N converges to a tree S∞: indeed,
for all g∈ FN , the sequence (‖g‖Sn )n∈N is nonincreasing, so it converges. In addition,
the tree S∞ is not reduced to a point, because the legal structure on S0 induced by
the morphisms f0 j will stabilize as j goes to+∞, and a legal element (which exists
because τ0 is admissible, and every legal turn for the train-track τ0 is also legal
for the train-track structure on S0 induced by the morphisms f0 j ) cannot become
elliptic in the limit. By taking a limit of the maps f0 j , we get an FN -equivariant
map f0∞ : S0→ S∞, which is isometric when restricted to every edge of S0.

We will show that S∞ is Z-averse and ≈-equivalent to T, which implies the
convergence of Sτi to ξ (for the topology on FZ N ∪ ∂∞FZ N ) by the continuity
statement for the boundary map ∂π given in Theorem 1.3.

We first claim that the tree S∞ is not simplicial. Indeed, assume towards a contra-
diction that it is, and let S′

∞
be the simplicial tree obtained from S∞ by adding the

f0∞-images of all vertices of S0 to subdivide the edges of S∞. Subdivide the edges
of S0 so that every edge of S0 is mapped to an edge of S′

∞
. Since T has trivial arc

stabilizers, the folding process from S0 to S′
∞

never identifies two edges in the same
orbit, so there is a lower bound on the difference between the volume of Si+1/FN
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and the volume of Si/FN . Therefore, the folding process has to stop, contradicting
the fact that the folding sequence is infinite. This shows that S∞ is not simplicial.

We now assume towards a contradiction that S∞ is not equivalent to T. There
exists a 1-Lipschitz FN -equivariant map f from S∞ to the metric completion of T,
obtained by taking a limit of the maps fn∞ as n goes to infinity; see the construction
from [Horbez 2016b, Theorem 4.3]. Therefore, if S∞ has dense orbits, then there is
a 1-Lipschitz FN -equivariant alignment-preserving map from S∞ to T by [Horbez
2016b, Proposition 5.7], which implies that S∞ is Z-averse and equivalent to T by
[Horbez 2016a, Theorem 4.1]. Therefore, its remains to show that S∞ has dense
orbits. Assume towards a contradiction that it does not. Since S∞ is a limit of free
and simplicial FN -trees that all admit 1-Lipschitz maps onto it, it has trivial arc
stabilizers. Since S∞ is not simplicial, there is a free factor A acting with dense
orbits on its minimal subtree SA in S∞. By [Reynolds 2012, Lemma 3.10], the
translates in T of f (SA) (which cannot be reduced to a point) form a transverse
family in T : this is a contradiction because the stabilizer of a subtree in a transverse
family in a mixing Z-averse tree cannot be a free factor (in fact, it cannot be elliptic
in any Z-splitting of FN by [Horbez 2016a, Proposition 4.23]). �

Proof of Lemma 4.6. Let ξ ′ ∈ P(τi ), and let T ′ be a mixing representative of ξ ′.
By Lemma 4.22, there exists a folding sequence of train-tracks (τ ′j ) j∈N directed
by ξ ′, such that τ ′j = τ j for all j < i , and τ ′i is obtained from τi by a finite (possibly
trivial) sequence of specializations. All trees Sτ

′

i then lie on the image in FZ N of
an optimal liberal folding path, which is a quasigeodesic by [Mann 2014a], and
(Sτ

′

i )i∈N converges to ξ ′ by Lemma 4.26. This shows that any quasigeodesic ray in
FZ N from Sτ0 to a point in P(τi ) passes within bounded distance of Sτi . As Sτi

converges to ξ ∈ ∂∞FZ N (Lemma 4.26), it follows from the definition of a visual
distance that the diameter of P(τi ) converges to 0. �

5. End of the proof of the main theorem

We now sum up the arguments from the previous sections to complete the proof of
our main theorem.

Proof of the main theorem. We start with the case of FZ N . The Gromov boundary
∂∞FZ N is a separable metric space (equipped with a visual metric). It can be written
as the union of all strata X i (made of boundary points of index i), where i ∈ N2

can only take finitely many values. Each stratum X i is the union of the sets P(τ ),
where τ varies over the collection of all train-tracks of index i , and the collection
of all train-tracks τ for which P(τ ) is nonempty is countable by Lemma 2.8. By
Proposition 3.1, each cell P(τ ) is closed in its stratum X i , and by Proposition 4.1 it
has dimension at most 0. So each X i is a countable union of closed 0-dimensional
subsets, so X i is 0-dimensional by the countable union theorem [Engelking 1978,
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Lemma 1.5.2]. Since ∂∞FZ N is a union of finitely many subsets of dimension 0, the
union theorem [Engelking 1978, Proposition 1.5.3] implies that ∂∞FZ N has finite
topological dimension (bounded by the number of strata, minus 1). In particular, the
topological dimension of ∂∞FZ N is equal to its cohomological dimension; see the
discussion in [Engelking 1978, pp. 94–95]. This gives the desired bound because
the cohomological dimension of ∂∞FZ N is bounded by 3N − 5 by [Horbez 2016a,
Corollary 7.3] (this is proved by using the existence of a cell-like map from a subset
of ∂CVN — whose topological dimension is equal to 3N − 5 by [Gaboriau and
Levitt 1995], and applying [Rubin and Schapiro 1987]).

It was shown in Section 2B3 that the Gromov boundary ∂∞FFN is equal to the
union of the strata X i , with i comprised between (0, 0) and (0, 2N −2). Therefore,
the above argument directly shows that the topological dimension of ∂∞FFN is at
most 2N − 2 (without appealing to cohomological dimension).

Finally, the Gromov boundary ∂∞ IN is equal to a union of strata X ′i , with i ∈ Z+

comprised between 0 and 2N−3, where each stratum X ′i is a subspace of the stratum
X(0,i) from above. Given a train-track τ of index (0, i), we let P ′(τ ) := P(τ )∩ X ′i .
Being a subspace of P(τ ), the set P ′(τ ) has dimension at most 0. In addition P ′(τ )
is closed in its stratum X ′i , because its boundary in ∂∞ IN is made of points of
higher index by Proposition 3.1. The same argument as above thus shows that the
topological dimension of ∂∞ IN is at most 2N − 3. �

Appendix: Why equivalence classes of vertices and specializations?

In this appendix, we would like to illustrate the reason why we needed to intro-
duce an equivalence relation on the vertex set of Sτ in the definition of a train-
track (Definition 2.1), and allow for specializations in the definition of carrying
(Definition 2.6).

v

v

v

Step 1 Step 2

v v
0

Step 3

Figure 5. The following three steps may repeat infinitely often
along a folding sequence, showing that the homeomorphism type
of the underlying simplicial tree might never stabilize.
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Why equivalence classes of vertices in the definition of a train-track? In the
world of train-tracks on surfaces, when one defines a train-track splitting sequence
towards an arational foliation, the homeomorphism type of the complement of
the train-track eventually stabilizes, after which each singularity in the limiting
foliation is determined by a complementary region of a track, and the visible prongs
determine the index of the singular point.

On the contrary, in a folding sequence of train-tracks towards an arational tree T
as defined in the present paper, the number of vertices in the preimage of a branch
point in T, as well as the number of directions at these vertices, may never stabilize,
as illustrated by the following situation (see Figure 5).

At some point on the folding sequence, one may have to perform a singular fold
as depicted on the right-hand side of Figure 5 (Step 3). If we had not declared the
two identified vertices equivalent before computing the index, such an operation
would have resulted in a drop in index. If such a situation could only occur finitely
many times along the folding sequence, we could have defined a “stable” index
along the folding sequence, but this might not be true in general. Indeed, later
on along the folding sequence, a new trivalent vertex v can be created due to a
partial fold (Step 1 on Figure 5), and this exceptional vertex v may then be declared
equivalent to another vertex v′ in the track by applying a specialization: this results
in the possibility of performing a new singular fold later on, identifying v and v′.
One could then hope that eventually, all singular folds in the folding sequence
involve an exceptional vertex, which would not cause trouble as far as index is
concerned; but even this may fail to be true in general. Indeed, it might happen that
later on in the process, a full fold involving v creates a fourth direction at v (this is
the red direction in Step 2 of Figure 5), which is not equivalent to any direction at v
(but is instead equivalent to a direction at another vertex v′ in the same class as v).

Introducing an equivalence class on the set of vertices in the definition of a train-
track ensures that the index of our train-tracks remains constant along a folding
path, and prevents overcounting the number of branch points in the limiting tree
when counting branch points in the train-track.

Why introduce specializations in the definition of carrying? We would finally
like to give a word of motivation for the necessity to introduce specializations in the
definition of carrying, instead of just saying that a train-track τ carries a tree T if
τ = τ f for some FN -equivariant map f : Sτ→ T. As already observed, in a folding
sequence of train-tracks directed by T, partial folds create new trivalent vertices, and
it can happen that the newly created vertex v gets mapped to the same point in T as
another vertex v′ ∈ Sτ. We could have tried in this case to perform the partial fold
and the specialization at the same time, in other words declare that there are several
distinct partial folds of τ , including one (denoted by τ1) where v is not declared
equivalent with any other vertex, and a second (denoted by τ2) where v is declared
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equivalent to v′ (and there would be infinitely many other partial folds where v
is identified with any possible vertex from Sτ ). With this approach, the difficulty
comes when proving openness of the set P(τ1) within P(τ ). Indeed, for a certain
point T ∈ P(τ ), the carrying map may not identify the new trivalent vertex v in Sτ

′

with any other vertex in Sτ
′

(hence T is carried by τ1), while for nearby trees Tn

in P(τ ) (for the Gromov–Hausdorff topology), the carrying map identifies v with a
vertex vn going further and further away in Sτ as n goes to infinity (hence no tree Tn

is carried by τ1). So without the extra flexibility in the definition of carrying, this
would lead to P(τ1) not being open in P(τ ). This justifies our definition of carrying.
We have a single way of performing a partial fold of a turn, and the specialization
is performed later on along the folding sequence if needed.
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Let T be the three-dimensional torus acting on P3 and MT

P3(c) be the fixed
locus of the corresponding action on the moduli space of rank 2 framed
instanton sheaves on P3. We prove that MT

P3(c) consist only of non-locally-
free instanton sheaves whose double dual is the trivial bundle O⊕2

P3 . More-
over, we relate these instantons to Pandharipande–Thomas stable pairs and
give a classification of their support. This allows us to compute a lower
bound on the number of components of MT

P3(c).
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1. Introduction

Framed instanton sheaves have been the subject of study for more than four decades
and by many authors of different backgrounds. One of the main reasons is that they
reflect a deep connection between algebraic geometry and mathematical physics;
Atiyah, Drinfeld, Hitchin and Manin [Atiyah et al. 1978] fully classified the Yang–
Mills anti-self-dual solutions, known as instantons (see also [Belavin et al. 1975;
Donaldson and Kronheimer 1990]), on the four sphere S4. The classification
was given, first, by relating instantons with certain holomorphic bundles on the
projective space P3, over C, by means of Penrose–Ward correspondence. Then
by using Horrocks monads [1964] the authors got linear algebraic data, called the
ADHM data. Donaldson [1984] discovered that framed instantons on the four sphere
S4 correspond to some framed holomorphic bundles on the projective plane P2.
Moreover, Nakajima [1994; 1999] considered framed sheaves in order to provide a
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compactification of the moduli space of framed instanton bundles on surfaces. This
led to the computation of many invariants [Nakajima 1999; Nakajima and Yoshioka
2005], such as Betti numbers and Euler characteristic of these moduli spaces, on
one hand, and a connection to representation theory by means of quiver varieties
[Nakajima 2011] and the infinite Heisenberg algebra [Nakajima 1999; Baranovsky
2000], on the other hand. It is worth to mention that the rank 1 case gives an explicit
description of the Hilbert scheme of points on C2 in terms of ADHM data, and
is a basic model for the computations in the higher rank cases [Baranovsky 2000;
Bruzzo et al. 2011]

On P3, the particular rank 2 instanton bundles corresponds to the SU(2) gauge
theoretic instantons on the four sphere S4. Their moduli space have been studied for
decades and some of its properties remained illusive for a long time. For instance,
just a few years ago, its irreducibility was proved by Tikhomirov [2012; 2013], and
its smoothness was shown by Jardim and Verbitsky [2014]. Recently, there has
been some interest in its compactification by using torsion-free sheaves [Jardim
et al. 2018; 2017b; Gargate and Jardim 2016].

In this work, we are interested in the moduli space of rank 2 framed instanton
sheaves MP3(c), on the three-dimensional projective space P3. More precisely
we study its fixed locus MT

P3(c) with respect to the torus action inherited by the
natural one on P3. We shall see that every fixed torsion-free instanton sheaf E is an
extension (nontrivial in general) of ideal sheaves IC and IZ , where IC is the ideal
sheaf of a nonreduced Cohen–Macaulay curve C, whose underlying reduced support
is the line l0 = Z(z2 = z3 = 0), i.e., the unique line that is fixed by the action of T

and does not intersect the framing line l∞ at infinity, and IZ is the ideal sheaf of
points supported on p0 = [1; 0; 0; 0] or/and p1 = [0; 1; 0; 0], in l0 ⊂P3. Moreover,
using the fact that the double dual of such E is the trivial bundle O2

P3 , we also show
that every corresponding quotient Q :=O2

P3/E is a pure sheaf of dimension 1 on
the curve C. These quotient sheaves Q are special cases of rank 0 instanton sheaves
[Hauzer and Langer 2011, §6.1]. A similar phenomenon, that occurs on P2, is the
fact that the fixed points in MP2(r, c), under the toric action inherited from the one
on P2, split as the sum of ideal sheaves of points, all with the same topological
support given by the origin [0; 0; 1] [Nakajima and Yoshioka 2005; Bruzzo et al.
2011, §3]. The difference is that the set of fixed points, in the P3 case, might not
be isolated in general, in other words, there might be continuous families of them.

This paper is organized as follows; in Section 2, we recall the notion of ADHM
data and their stabilities on P3 and how it relates to framed instanton sheaves
through Horrocks monads. In Section 3 we briefly describe the inherited action, of
the three-dimensional torus T, on the ADHM data. In particular, we show that, for
nonvanishing second Chern class, the fixed framed instantons are strictly torsion-
free sheaves, that their double dual is trivial and that their singularity locus is pure,
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of dimension 1. A different proof can be found in [Gargate and Jardim 2016] for
nonfixed instantons.

In Section 4, we move on to give a relation of these fixed instanton sheaves with
Pandharipande–Thomas stable pairs [2009a; 2009b]. More precisely, we show that
to every fixed framed rank 2 instanton sheaf F , on P3, one may associate a PT-stable
pair (Q, s). Furthermore, we show that the Euler characteristic χ(MP3(c)) is zero,
for any c > 0.

Section 5 is devoted to completely classify the Cohen–Macaulay supports C
associated to the fixed PT-stable pair (Q, s), i.e, coming from a fixed instanton
sheaf of rank 2, in P3. This is achieved by using results on monomial multiple
structures provided by Vatne [2012].

Finally, in Section 5B, we show that a lower bound for the number of irreducible
components of MT

P3(c), is given by the number of partitions of c. Moreover, we use
results provided by Drézet [2006; 2009] in order to give an explicit description of
the first canonical filtration of the rank 0 instanton sheaf Q, for c= 2, and when the
support is a primitive monomial double structure. When c = 3, we describe the 0
instanton sheaf Q, and its filtrations for the three possible monomial structures, in
particular the first nonprimitive case is given in Theorem 5.15. Using these results,
we show that MT

P3(3) has 7 components. For c= 1, we also compute the dimension
of the tangent space and the obstruction at the specific fixed stable pair (Q, s).

We wonder whether these fixed points can arise as degenerations of locally free
framed instantons, i.e., if the fixed enumerated components intersect the closure of
the framed locally free instanton moduli. We think that this problem is related to
reachability of sheaves, on multiple structure [Drézet 2017], and hope to address
this problem in future work.

2. ADHM data and instanton sheaves

In this section we will gather useful results about ADHM data and instanton sheaves.
Mostly, this material can be found in [Henni et al. 2015; Frenkel and Jardim 2008;
Jardim 2006]. We consider in P3 the homogeneous coordinates [z0 : z1 : z2 : z3] ∈P3

and the line `∞ given by the equations z0 = z1 = 0. Set

HP1 = 〈z0, z1〉 ⊂ H0(P3).

Let V and W be complex vector spaces of dimension, respectively, c and r . Set

B := End(V )⊕2
⊕Hom(W, V )

and consider the affine spaces

BP1 = BP1(W, V )= BP1(r, c) := B⊗HP1 .



44 ABDELMOUBINE AMAR HENNI

A point of BP1 will be called in this paper an ADHM datum over P1.
One can write a point of X ∈ BP1 as

X = (A, B, I ),

where the above components are

A = A0⊗ z0+ A1⊗ z1,

B = B0⊗ z0+ B1⊗ z1,

I = I0⊗ z0+ I1⊗ z1,

J = J0⊗ z0+ J1⊗ z1,

with Ai , Bi ,∈ End(V ), Ii ∈Hom(W, V ) and Ji ∈Hom(V,W ), i = 0, 1. Hence we
naturally regard A, B ∈ Hom(V, V ⊗HP1), and also I ∈ Hom(W, V ⊗HP1) and
J ∈ Hom(V,W ⊗HP1).

For any P ∈ P1 we define the evaluation maps given on generators by

ev1
P : BP1 → P(B), X i ⊗ zi 7→ [zi (P)X i ].

Note that zi (P) ∈ C depends on a choice of trivialization of OP1(1) at P but the
class on projective space does not. We set X P := ev1

P(X). In particular, AP , BP , IP

and JP are defined as well. For any subspace S ⊂ V, we are able to naturally well
define the subspaces AP(S), BP(S), IP(W ) and ker JP of V.

We also consider the following stability and costability conditions:

Definition 2.1 [Henni et al. 2015]. Let X = (A, B, I ) ∈ BP1 . Let also P be a point
in P3.

(i) X is globally weak stable if there is no proper subspace S ⊂ V of dimension 1
for which hold the inclusions AP(S), BP(S), IP(W )⊂ S, for every P ∈ P1;

(ii) X is globally weak costable if there is no nonzero subspace S⊂V of dimension 1
for which hold the inclusions AP(S), BP(S)⊂ S ⊂ ker JP , for every P ∈ P1.

We define Bgws
P1 as the subsets of BP1 consisting of globally weak stable ADHM

data over P3. In a similar way, we define Bgwc
P1 . Clearly, both of them are open

subsets of BP1 , in the Zariski topology.
An instanton sheaf on Pn is a torsion free coherent sheaf E with c1(E) = 0

satisfying the following cohomological conditions:

(i) For n ≥ 2, H0(Pn, E(−1))= Hn(Pn, E(−n))= 0.

(ii) For n ≥ 3, H1(Pn, E(−2))= Hn−1(Pn, E(1− n))= 0.

(iii) For n ≥ 4, Hp(Pn, E(−k))= 0 for 2≤ p ≤ n− 1, and all k.
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The second Chern class c := c2 is called the charge of E , and one can check that
c =−χ(E)= h1(E(−1)). An instanton sheaf is said to be of trivial splitting type
if there exists a line ` in P3 such that the restriction E |` of E on ` is trivial. A
particular choice of trivialisation φ : E |`→O|⊕r

` is called a framing, and the pair
(E, φ) is called a framed instanton sheaf.

Now, we consider framed instantons on P3, and we fix the line `∞, given in
the beginning of this section, as the framing line. Moreover, from [Henni et al.
2015, Proposition 3.6; Frenkel and Jardim 2008; Jardim 2006], we have that framed
rank r instantons E of charge c are cohomologies of monads of the form

(1) M : V ⊗OP3(−1) α
−→ (V ⊕ V ⊕W )⊗OP3

β
−→ V ⊗OP3(1).

V is a c-dimensional vector space and can be identified with some homology group
of E twisted by a some differential sheaf, via the Beilinson spectral sequence
construction of the monad [Henni et al. 2015, §3]. W is r -dimensional space (this
can be identified with Cr, given a fixed basis, due to the framing). The maps α
and β are given by

α =

A0z0+ A1z1+1z2

B0z0+ B1z1+1z3

J0z0+ J1z1

,
β =

(
−B0z0− B1z1−1z3, A0z0+ A1z1+1z2, I0z0+ I1z1

)
,

where A0, A1, B0, B1 ∈ End(V ), I0, I1 ∈ Hom(W, V ) and J0, J1 ∈ Hom(V,W ).
These matrices satisfy the following equations

(2)
[A0, B0] + I0 J0 = 0, [A1, B1] + I1 J1 = 0,

[A0, B1] + [B0, A1] + I1 J2+ I2 J1 = 0,

which are equivalent to the complex condition β◦α= 0, in the monad M. Moreover
there is a group action of G = Gl(V ), on the above data, given by

(3) Ai → g Ai g−1, Bi → gBi g−1, Ii → gIi , Ji → Ji g−1

for g ∈ G and i = 0, 1.
An easy verification, by using of additivity of the Chern character, shows that

c3(E)= 0.
We denote by VP3(c, r) the space of the ADHM data satisfying (2) and in which

one can define the following subvarieties, according to stabilities in Definition 2.1
Vgws

P3 (c, r)⊂ Vst
P3(c, r). Here, we recall that subscript gws stands for globally weak

stable and subscript st stands for stable, meaning that there is no subspace S ( V
such that A(S), B(S), I (W )⊂ S⊗HP1 . The proof of the inclusion is discussed in
[Henni et al. 2015, Section 2.1].
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For an ADHM datum X = (A0, B0, I0, J0, A1, B1, I1, J1), consider the following
algebraic set

DX = {z ∈ P3
| αX is not injective}.

Note that we always have codim(DX ) ≥ 2, by the framing condition. A simpler
version of [Henni et al. 2015, Propositions 3.3, 3.4] can be written as the

Theorem 2.2. The complex (1) is a monad if and only if the corresponding ADHM
datum is globally weak stable, and in this case E , the middle cohomology of the
monad, is torsion-free. Moreover, E is a locally free framed instanton sheaf if and
only if the ADHM datum X is globally weak costable.

3. Torus action on the ADHM data

Now, we consider the following standard torus action of T := T3 on P3 given by

Ft : T×P3
→ P3, ((t1, t2, t3), z) 7→ [z0; t1z1; t2z2; t3z3].

This action can be lifted to the space of ADHM data as the following: let
T := T× T̃ , where T̃ is the maximal torus of GL(W ), given by elements of the
form e = diag(e1, . . . , er ). Let γe1,...,er be the isomorphism O|r` 3 (w1, . . . , wr )→

(e1w1, . . . , erwr ) ∈O|r`. For a framed instanton sheaf (E, φ : E |`→O|r`) one can
define (t, e1, . . . , er )·(E, φ)= ((F−1

t )∗E, φ′), where φ′ is given by the composition

(F−1
t )∗E |`

(F−1
t )∗φ
−−−→ (F−1

t )∗O|2`→O|r`
γe1,...,er
−−−→O|r`.

Proposition 3.1. The above action can be identified with the action on the ADHM
data given by

(4)
A0→ t2 A0, B0→ t3 B0, J0→ t3eJ0, I0→ t2 I0e−1,

A1→ t−1
1 t2 A1, B1→ t−1

1 t3 B1, J1→ t−1
1 t3eJ1, I1→ t−1

1 t2 I1e−1.

Moreover, the ADHM equations (2) and stability conditions are preserved.

Proof. Since any framed instanton sheaf E is the middle cohomology of a monad
as in (1), then the pull back (F−1

t )∗E is the cohomology of a similar monad with
maps α and β given as

α =

A0z0+ A1t−1
1 z1+1t−1

2 z2

B0z0+ B1t−1
1 z1+ 1t−1

3 z3

J0z0+ J1t−1
1 z1

,
β =

(
−B0z0− B1t−1

1 z1−1t−1
3 z3, A0z0+ A1t−1

1 z1+1t−1
2 z2, I0z0+ I1t−1

1 z1
)
.
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Under the isomorphism

V ⊗OP3

⊕

V ⊗OP3

⊕

W ⊗OP3

3

v1

v2

w

→
t−1

3 v1

t−1
2 v2

t−1
2 w



the kernel of β is sent to the kernel of(
−(t3 B0)z0− (t−1

1 t3 B1)z1− 1z3, (t2 A0)z0+ (t−1
1 t2 A1)z1+1z2, (t2 I0)z0+ (t−1

1 t2 I1)z1
)

and the image of α is sent to the image of

1
t2t3

(t2 A0)z0+ (t−1
1 t2 A1)z1+1z2

(t3 B0)z0+ (t−1
1 t3 B1)z1+ 1z3

(t3 J0)z0+ (t−1
1 t3 J1)z1


Composing with the action of γe1,e2 on the framing, the assertion follows. �

Now we consider the moduli space MP3(r, c) := Vst
P3(r, c)/G (this quotient

makes sense by means of [Henni et al. 2015, Section 2.3]); a datum [X ] is invariant
under the toric action if and only if there exists an element gt ∈ G such that
t · X = gt · X. In other words, [X ] = [A0, B0, I0, J0, A1, B1, I1, J1] is T-invariant
if and only if there exists a map

θ : T→ G, t 7→ θ(t)= gt

such that

(5)

t2 A0 = gt A0g−1
t , t−1

1 t2 A1 = gt A1g−1
t ,

t3 B0 = gt B0g−1
t , t−1

1 t3 B1 = gt B1g−1
t ,

t3 J0 = J0g−1
t , t−1

1 t3 J1 = J1g−1
t ,

t2 I0 = gt I0, t−1
1 t2 I1 = gt I1.

Lemma 3.2. If [X ] is fixed by the torus T, then we have J0 = J1 = 0. Moreover, X
is not globally weak costable.

Proof. Suppose [X ] is fixed by the torus T, and let t = (t1, t2, t3). Then one has
J0 I0 = (J0g−1

t )(gt I0)= (t3 J0)(t2 I0)= t2t3 J0 I0, hence J0 I0 = 0. In the same way,
one shows that Jα Iβ = 0, for all α, β = 0, 1. Moreover, for A = z0 A0 + z1 A1

B = z0 B0+ z1 B1, I = z0 I0+ z1 I1 and J = z0 J0+ z1 J1 such that [A, B]+ IJ = 0,
for all z0, z1, one has

JBA = J [A, B] + JAB = J (−IJ )+ JAB =− (JI )︸︷︷︸
0

J + JAB = JAB.
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Thus, by induction, it follows that for any product Ĉ = Cα1 ·Cα2 · · · BA · · ·Cαm ,
where αi = 0, 1, for all i = 1, . . . ,m and

Cαi =

{
A for αi = 0,
B for αi = 1,

one has JĈ = Cα1 ·Cα2 · · · BA · · ·Cαm . Hence, for any such product, we have

(6) JĈ = JAl Bm,

where l and m are the numbers of A′s and B ′s, respectively, appearing in Ĉ . On
the other hand, we have

J0 Al
0 Bm

0 I0 = J0g−1
t gt Al

0g−1
t gt Bm

0 g−1
t gt I0(7)

= (t3 J0)(t l
2 Al

0)(t
m
3 Bm

0 )(t2 I0)

= (tm+1
2 t l+1

3 )J0 Al
0 Bm

0 I0,

for all t ∈ T. Hence J0 Al
0 Bm

0 I0 = 0. In the same way, it follows that

(8) Jα1 Al
α2

Bl
α3

Iα4 = 0,

for all αi = 0, 1. By the stability condition, we have that V ⊗HP1 is generated by
the action of C l

α1
C l
α2

on I (w1) and I (w2), where 〈w1, w2〉 =C2, Then every vector
v ∈ V ⊗HP1 is of the form 6αk Cα1 · · ·Cαm I (w1)+6αk C ′α1

· · ·C ′αm
I (w2) Hence,

by (6) and (8),

Jαv =6αk JαCα1 · · ·Cαm I (w1)+6αk JαC ′α1
· · ·C ′αm

I (w2)= 0.

Therefore, both J0 and J1 vanish identically. Moreover, it follows that the
datum X is not globally weak costable. �

Theorem 3.3. A T-fixed framed rank r instanton of charge c on P3 is

(i) strictly torsion free if c > 0, or

(ii) equal to the trivial bundle if c = 0.

Proof. By the correspondence in Theorem 2.2, we conclude that, for c > 0, the
instanton E corresponding to T -fixed datum X is not locally free. From the framing,
we conclude that the singularity set of the sheaf is at least 2-codimensional, hence
the instanton sheaf is torsion-free, in this case. If c = 0, the only instanton sheaf is
the trivial bundle, which is clearly fixed by the torus action. �

In the rank 2 case we have the following result:
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Theorem 3.4. Let E be a rank 2 torsion-free instanton sheaf on P3. Then:

(i) The singularity set Sing(E) of E is purely 1-dimensional.

(ii) Furthermore, if E is T-fixed, then

(a) its double dual E∗∗ is the trivial locally free instanton sheaf O⊕2
P3 , and

(b) its singularity locus is topologically supported on the rational line given
by z2 = z3 = 0. Moreover, the matrices Ai , Bi , for i = 0, 1, in the
corresponding ADHM datum are nilpotent.

Proof. Suppose E is reflexive; then E should be locally free since it is of rank
two and has third Chern class c3(E)= 0 [Hartshorne 1980, Proposition 2.6]. This
contradicts Theorem 3.3 for c 6= 0. Hence the singularity set Sing(E) of E is
1-dimensional. it remains to check purity. This is done by showing that the quotient
sheaf Q := E∗∗/E is pure. The sheaf Q is supported in codimension 2, thus we have
Extq(Q,OP3(−4)) = 0, for q = 0, 1. Moreover, by [Huybrechts and Lehn 1997,
Proposition 1.1.10], Q is pure if, and only if, codim(Ext3(Q,OP3(−4)))≥3+1=4.
In other words, we need to show that Ext3(Q,OP3(−4))) is the zero sheaf.

Note that Q is a 1-dimensional sheaf, so by [Huybrechts and Lehn 1997, Propo-
sition 1.1.6] we have codim(Ext3(Q,OP3(−4))) ≥ 3. Hence Ext3(Q,OP3(−4))
is, supposedly, supported on a zero-dimensional subscheme in P3, lying inside
Sing(E).

By Serre–Grothendieck duality can write

Ext3(Q,OP3)= Ext0(OP3,Q(−4))∗ = H0(P3,Q(−4))∗.

Now we will show that H0(P3,Q(−4))∗ = 0. This will be achieved by using the
long exact sequence in cohomology, associated to the short exact sequence

0→ E(−4)→ E∗∗(−4)→Q(−4)→ 0.

In fact, one has

(9) H0(P3, E∗∗(−4))→ H0(P3,Q(−4))→ H1(P3, E(−4)).

Claim 1. H1(P3, E(−4))= 0.

From the monad associated to E , one has the sequences

0→ kerβ→O⊕(2c+2)
P3

β
→OP3(1)⊕c

→ 0,(10)

0→OP3(−1)⊕c
→ kerβ→ E→ 0.(11)

By using (10) and its dual, one can verify that H1(P3, kerβ⊗OP3(−4))= 0 and
H0(P3, (kerβ)∗(−4))= 0.

Twisting the sequence (11) by OP3(−4), and analysing the long sequence in
cohomology, it is not difficult to check that H1(P3, E(−4))= 0.
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Claim 2. H0(P3, E∗∗(−4))= 0.

On the other hand, by dualizing this sequence, one gets

0→ E∗∗(−4)→ (kerβ)∗⊗OP3(−4)→OP3(−3)⊕c
→ Ext1(E,OP3(−4))→ 0,

where we used the fact that E∗∗ ∼= E∗, since E∗ is a rank 2 reflexive sheaf on P3,
with trivial first Chern class. Breaking this sequence into

0→ E∗∗(−4)→ (kerβ)∗⊗OP3(−4)→ J → 0

and using the long exact sequence in cohomology one gets the desired result, since
H0(P3, (kerβ)∗(−4)) is trivial.

It follows from the proved claims and the sequence (9) that Ext3(Q,OP3)= 0,
as desired. On the other hand, from the local-to-global spectral sequence one has

Ext3(Q,OP3)= H0(P3, Ext3(Q,OP3))⊕H1(P3, Ext2(Q,OP3)).

Both contributing terms

H0(P3, Ext3(Q,OP3)), H1(P3, Ext2(Q,OP3)),

to the local-to-global spectral sequence must be trivial. Finally, observe that
dim H0(P3, Ext3(Q,OP3)) = 0 is the length of the sheaf Ext3(Q,OP3), which
must be zero since any sheaf supported on a zero-dimensional subscheme of P3,
with zero length is the zero sheaf. Hence Q is pure.

To see that c3(E∗∗)= 0, it suffices to show the following:

Claim 3. E∗∗ is the cohomology of a monad.

Clearly, E∗∗ satisfies H0(P3, E(−1)) = H3(P3, E(−3)) = 0, since it is also
framed. Moreover, it also satisfies H2(P3, E∗∗(−2)) = 0, since this sits in the
sequence

H2(P3, E(−2))→ H2(P3, E∗∗(−2))→ H2(P3,Q(−2)),

with H2(P3,E(−2))= 0, by instanton definition (page 44), and H2(P3,Q(−2))= 0
from the fact that dim Supp(Q)= 1.

The dual of the complex (1) is a perverse instanton sheaf of trivial splitting
type [Henni et al. 2015, Section 5.4; Hauzer and Langer 2011] whose zeroth
cohomology is E∗, and first cohomology is Ext1(E,OP3). Then by [Henni et al.
2015, Theorem 5.13], the hypercohomology H1(P3,M∗(−2)) vanishes, and since
this is just H1(P3, E(−2))⊕H0(P3, Ext1(E∗,OP3)(−2)), one gets in particular
that H1(P3, E∗(−2))= 0. Again, one has E∗∗∼= E∗; hence the double dual satisfies
the definition of instanton sheaf, and this proves the claim.

Finally, recall that the double dual of any sheaf is reflexive. Thus E∗∗ is a
reflexive framed instanton sheaf, which fixed by the torus action on P3. Moreover,
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by [Hartshorne 1980, Proposition 2.6], E∗∗ should be locally free, since c3(E∗∗)=0.
But according to Theorem 3.3 we should have E∗∗ = O⊕2

P3 , since the nontrivial
T-fixed instantons should be strictly torsion-free.

To conclude the proof of item (b) we note that E is torsion free, by Theorem 3.3,
and its singularity set is purely 1-dimensional, by item (i). Moreover, by the framing
condition it does not intersect the framing line. In particular, the singularity set
is also T-invariant. But the only invariant codimension 2 subscheme of P3, as a
toric variety, which does not intersect the framing line is supported on the line
[z0, z1, 0, 0].

The singularity set is the locus on which the map α, in the monad (1), is not
injective. In particular, one can characterize it in terms of the eigenvalues equations

det[(A0z0+ A1z1)+ z21] = 0, det[(B0z0+ B1z1)+ z31] = 0.

But we just showed that all the corresponding eigenvalues z2, z3 must be 0. Hence
the matrices (A0z0+ A1z1) and (B0z0+ B1z1) must be nilpotent, for all z0, z1, and
consequently, the result follows. �

We note that a proof for item (i) can also be found in [Gargate and Jardim 2016],
however, we gave our own proof for completeness. Moreover, this is shorter version
concerned mainly with T-fixed locus.

From the above, we see that if [X ] ∈ MP3(r,c) is a T-fixed point, then it is
represented by a datum X = (A0, B0, I0, A1, B1, I1) satisfying the equations

(12) [A0, B0] = 0, [A1, B1] = 0, [A0, B1] + [B0, A1] = 0.

4. Quotients and PT-stable pairs

In this section we will adopt the following viewpoint: let E be a T-invariant
torsion-free instanton sheaf of rank 2, then E fits in the short exact sequence

0→ E→O2
P3 →Q→ 0.

The Hilbert polynomials of sheaves involved in this sequence are

PE(m)= 1
3 m3
+ 2m2

+
( 11

3 − c
)
m+ (2− 2c), PQ(m)= cm+ 2c.

Since every such sheaf E is given by a datum X ∈ VT
P3(c), one can think of MT

P3(c)
as an open subset of the scheme

Quot [cm+2c]
O2

P3 ,[l0]
,

which parametrises quotients O2
P3 �Q with Q is T-fixed 1-dimensional pure sheaf,

topologically supported on the fixed line l0 : P
1 ↪→ P3, not intersecting the framing

line l∞, that is l0 is given by [z0; z1] 7→ [z0; z1; 0; 0]. The instanton cohomological
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conditions on E imply the Q should satisfy H0(P3,Q(−2))=H1(P3,Q(−2))= 0.
Obviously these are open conditions in flat families by semicontinuity.

Recall that a rank 0 instanton sheaf is a pure sheaf of codimension 2 satisfying
H0(P3,Q(−2))= H1(P3,Q(−2))= 0. This definition was introduced in [Hauzer
and Langer 2011, §6.1].

Lemma 4.1 [Jardim et al. 2017a, Lemma 6]. Every rank 0 instanton sheaf is
µ-semistable.

Proof. Let T a subsheaf of Q with Hilbert polynomial PT (m)= am+ b. Note that
H0(P3,Q(−2))= 0 implies that H0(P3, T (−2))= 0. Thus PT (−2)=−2a+ b =
−H1(P3, T (−2))≤ 0. Hence µ(T )= b

a ≤ 2= 2c
c = µ(Q). �

Thus the quotient Q is a rank 0 instanton sheaf, and hence µ-semistable.

Following [Pandharipande and Thomas 2009b], let q ∈ Q[x] a degree 1 poly-
nomial with positive leading coefficient. For n ∈ Z and β ∈ H2(P3,Z), we will
consider pairs OP3

s
→ Q, on P3, where Q is a pure sheaf, of dimension 1 on P3,

with Hilbert polynomial
χ(Q(m))= m ·β + n.

The polynomial q is viewed as a stability parameter, and s is a nonzero section. We
also let rT denote, for any sheaf T , the leading coefficient of its Hilbert polynomial.
Since Q is pure, then any proper subsheaf T of Q is also pure of the same dimension.
Therefore rT > 0. We say that the pair (Q, s) is q-semistable if, for any proper
subsheaf T ⊂Q, the inequality

(13)
χ(T (m))

rT
≤
χ(Q(m))+ q(m)

rQ
, m� 0

holds, and for any proper subsheaf T ⊂Q, through which the section s factors, the
inequality

(14)
χ(T (m))+ q(m)

rT
≤
χ(Q(m))+ q(m)

rQ
, m� 0

holds. We say the pair is q-stable if these inequalities are strict. The moduli
space of such q-(semi)stable pairs is denoted by Pq

n (P
3, β), and was constructed

by Le Potier [1995], using GIT. Moreover the pair (Q, s) is said to be stable if
it is stable in the large q limit, i.e., for sufficiently large coefficients of q. In this
case, we will drop the superscript q and denote the moduli of such stable pairs,
simply, by Pn(P

3, β). For more details about its construction and the fact that it
has a perfect obstruction, and hence a well defined virtual class, one might consult
[Pandharipande and Thomas 2009b].

We also recall the following:
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Lemma 4.2 [Pandharipande and Thomas 2009b, Lemma 1.3]. A pair (Q, s) is
stable (in the large q limit) if , and only if ,

(i) Q has pure dimension 1,

(ii) the cokernel of s has dimension zero.

In what follows, we will say that (Q, s) is a stable 0 instanton pair if it is stable
(in the large q limit) and Q is a rank 0 instanton sheaf. Moreover, as in [Jardim
et al. 2017a, p. 402], an instanton sheaf E will be called quasitrivial if its double
dual is the trivial sheaf.

Recall also that if Q is associated to a quasitrivial torsion-free instanton, then
one has the following commutative diagram:

(15)

0

��

OP3

��

s

!!

0 // E // O2
P3

//

��

Q // 0

OP3

��

0

This define a section s of Q. Let us put G := Im(s) and I := ker(s). Then I is
an ideal sheaf in OP3 of a subscheme S of pure dimension 1 in P3, with structure
sheaf OC = G. Moreover, if E is T-fixed, then Q is a T-fixed rank 0 instanton sheaf.
It follows from Theorem 3.4 that the theoretical support of S is exactly the line l0,
defined by the locus (z2 = z3 = 0), in P3.

Proposition 4.3. Let (Q, s) be 0 instanton pair associated to a rank 2 quasitrivial
instanton sheaf E on P3. Then:

(i) (Q, s) is stable.

(ii) Moreover, if E is framed and T-fixed, then E ∈ Ext1(IZ , IC), where IC is a
T-fixed ideal sheaf of a subscheme of pure dimension 1 and IZ is T-fixed ideal
sheaf of a zero-dimensional subscheme and neither Z, nor C, intersects the
line l∞.

Proof. (i) By [Jardim et al. 2017a, Corollary 5], it follows that coker s is zero-
dimensional and since Q is pure, the result follows by Lemma 4.2.
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(ii) First, notice that since Q is a rank 0 instanton, one can complete the commutative
diagram (15) to get

(16)

0

��

0

��

0

��

0 // IC //

��

OP3 //

��

OC //

��

0

0 // E

��

// O2
P3

//

��

Q //

��

0

0 // IZ //

��

OP3

��

// Z //

��

0

0 0 0

where OC := Im(s), IC := ker(s) and Z := coker(s). By [Jardim et al. 2017a,
Corollary 5] it follows that the rank 2 instanton sheaf E belongs to Ext1(IZ , IC),
where IC is an ideal sheaf of a subscheme in of pure dimension 1 and IZ is ideal
sheaf of a zero-dimensional subscheme in P3. Furthermore, if E is T-fixed, then so
are IZ and IC , since Z and C are fixed. Finally, C and Supp(Z) are supported on
Sing(E), and by item (b) of Theorem 3.4, Sing(E) has vacuous intersection with
the framing line l∞, so the result follows. �

Theorem 4.4. The Euler characteristic of MP3(c) is χ(MP3(c))= 0, for all c> 0.
Moreover if c = 1, then the Poincaré Polynomial of MP3(1) is

PM
P3 (1)(t)=

13∑
i=0

(1− δ1,i − δ12,i )t i

Before giving a proof, we recall some useful definitions mostly from [Serre 1958]:

Definition 4.5. Let Y be an algebraic space endowed with a right (or left) action of
a group G, and let π : Y → X be a morphism from Y to the algebraic space X. We
call the triple (G, Y, X) (or just Y ) a fibered system if π satisfies π(x · g)= π(x)
for all x ∈ X and g ∈ G.

A fibered system Y is said to be locally trivial if for every Zariski open U ⊂ X,
the restriction Y |U , of Y on U, is isomorphic to U×G, with the endowed operations
(x, g)g′= (x, gg′) and the canonical projection U×G→U, and is said to be locally
isotrivial if for every open U ⊂ X there is an unramified morphism f : U ′→ U
over U such that the inverse image f −1Y |U , of Y |U , is trivial. Y is said to be trivial
if Y is isomorphic to X ×G.

A group G is said to be special if every locally isotrivial fibered system (G, Y, X)
is locally trivial. Finally, an isotrivial fibered system (G, Y, X) is called a G-
principal fibration. If, moreover, the morphism π is flat and (G, Y, X) is locally
isotrivial, then (G, Y, X) (or just Y ) is called a G-principal bundle.



ON THE FIXED LOCUS OF FRAMED INSTANTON SHEAVES ON P3 55

Proof of Theorem 4.4. Let I(c) is the moduli space of rank 2 locally free instantons
on P3 (without framing). We first remark that, for all c> 0, MP3(c) is an Sl(2,C)-
bundle over I(c), where the projection is given by forgetting the framing. Since
the group Sl(2,C) is special [Grothendieck 1958], in the sense above, we have that
every G-principal bundle is locally trivial in the Zariski topology. In particular
MP3(c)→ I(c) is a locally trivial Sl(2,C)-principal bundle. Hence, one can write
the Poincaré polynomial1 of MP3(c) as

PM
P3 (c)(t)= PI(c)(t)×PSl(2,C)(t),

and since Sl(2,C)udiff SU(2)×R3, one gets PSl(2,C)(t)= 1+ t3. By putting t =−1,
it follows that χ(MP3(c))= 0.

In [Jardim et al. 2017b, Section 6], the authors prove that I(1)∼= P5. Hence, for
c = 1 the Poincaré polynomial is computed from the product formula. �

5. Relation with multiple structures

In this section we explore the relation of the rank 0 instanton sheaves and sheaves
on multiple structures [Vatne 2012; Drézet 2006; 2009; Nollet 1997]. This allows
us to give a concrete description in the lower charge cases c = 1, 2, as well as the
multiple primitive cases (see Section 5B). Moreover, we use such a description to
compute the Euler characteristic of MP3(1). We also give a lower bound on the
number of irreducible components.

5A. Monomial multiple structures. Most of the material in this subsection is bor-
rowed from [Vatne 2012], with the assumption that the ambient space is P3. Let
i : X = P1

→ P3 be a linear subspace with saturated ideal IX , X (i)
⊂ P3 the i-th

infinitesimal neighborhood of X, with ideal (IX )
i+1, and Y a Cohen–Macaulay

multiple structure with Yred = X, whose ideal is generated by monomials. Then the
following filtration of Y exists:

(17) X = Y0 ⊂ Y1 ⊂ · · · ⊂ Yk−1 ⊂ Yk = Y ; Yi = Y ∩ X (i),

for some k, and every term Yi is also Cohen–Macaulay since X is a Cohen–Macaulay
curve [Vatne 2002, Corollary 2.6]. If Ii is the ideal sheaf of Yi , then there are two
short exact sequences

0→ Ii+1/IXIi → Ii/IXIi → Li → 0
and

0→ i∗Li →OYi+1 →OYi → 0.

1For the multiplicative property of the Poincaré polynomial the reader might see [Brion and Peyre
2002, Introduction], for instance.
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The first exact sequence define the locally free OX -modules L j ; see [Nollet 1997]
for more details.

One important result that will be used is the following:2

Proposition 5.1 [Vatne 2012, Proposition 1]. There is a bijective (inclusion revers-
ing) correspondence between Cohen–Macaulay monomial ideals in two variables
and Young diagrams. Under this bijection, the number of boxes in the Young
diagram is the multiplicity of the scheme defined by the corresponding ideal and
whose reduced structure is a fixed line in P3.

For instance, if we choose IX = 〈z2, z3〉 ⊂ S := C[z0, z1, z2, z3], the Cohen–
Macaulay monomial ideal J := 〈z3

2, z2
2z2

3, z3
3〉 will correspond to the diagram

z3
2

z2
2z2

3

1 z3
3

The number of boxes being 8, we have that J is an ideal of a Cohen–Macaulay
multiplicity 8 structure on the line X. The line X itself corresponds to the box 1 .

Definition 5.2.

• An inner box of a Young diagram will mean a box not in the diagram but such
that the box below it and the box to its left are both in the diagram.

• An outer box of a Young diagram will mean a box not in the diagram and such
that the box below it and the box to its left are both outside the diagram, but
its lower left angle touches a box in the diagram.

Example 5.3. In the diagram associated to J := 〈z3
2, z2

2z2
3, z3

3〉, above, the red box
is inner, while the green box is outer:

1 1

2We only need, for our purpose, this restricted version of the more general result proved by Vatne.
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Proposition 5.4 [Vatne 2012, Proposition 4]. Given a Cohen–Macaulay monomial
ideal I with support on a line in P3, and its corresponding Young diagram T. Then I
fits in the exact sequence

0→
⊕

j

OP3(−n2i )→
⊕

i

OP3(−n1i )→ I → 0,

where n1i is the weight of the i-th inner box and n2 j is the weight of the j-th inner
box, for some chosen indices i of inner boxes and j of outer boxes in T.

This way, the syzygies correspond to the outer boxes.

Example 5.5. For the ideal I corresponding to the Young diagram

one has four inner boxes with weights n11 = 3, n12 = 3, n13 = 4, n14 = 4, and three
outer boxes with weights n21 = 4, n22 = 5, n23 = 5. Hence, one gets

0→OP3(−4)⊕OP3(−5)⊕2
→OP3(−4)⊕2

⊕OP3(−3)⊕2
→ I → 0,

Theorem 5.6. For a T-fixed stable 0 instanton pair (Q, s) of charge c:

(i) The associated scheme C is a multiple structure that corresponds to a Young
diagram T of weight c. Moreover if the Young diagram is of the form3 ν =

(ν1 ≥ ν2 ≥ · · · ≥ νk) of c, then C has Hilbert polynomial

χC(m) := χ(OC(m))= cm+ 3c−
k∑

i=1

νi (νi + 2i + 1)
2

,

and IC is a smooth point in its Hilbert scheme of closed subschemes of P3. The
dimension of the Hilbert scheme, of subschemes of P3, at IC is given by

DIC =
∑

n2 j≥n1i

(n2 j−n1i+3
3

)
+

∑
n1i≥n2 j

(n1i−n2 j+3
3

)
−

∑
n2 j≥n2i

(n2 j−n2i+3
3

)
−

∑
n1 j≥n1i

(n1 j−n1i+3
3

)
+ 1.

3The Young diagram is associated to a partition ν of c, where the i-th column represents the i-th
part νi , i = 1, . . . , k.
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(ii) Moreover, the associated sheaf Z := coker(s) has length

lZ =
1
2

k∑
i=1

ν2
i +

k∑
i=1

iνi −
c
2
,

where ν = (ν1 ≥ ν2 ≥ · · · ≥ νk) is the partition of c, represented by the Young
diagram T associated to the multiple structure C.

Proof. (i) For a T-fixed stable 0 instanton pair (Q, s) the schematic support C
of Q should also be invariant. By Theorem 3.4, it follows that it is a multiple
structure on the unique line that does not intersect the framing line in P3. Hence its
ideal IC should be generated by monomials. The Hilbert polynomial χC(m) can be
computed according to [Vatne 2012, Corollary 2] and using the fact that the weight
of a box (i, j) is given by wi, j = i + j − 2. The dimension DIC , of the Hilbert
scheme of subschemes of P3 at C, follows from [Vatne 2012, Corollary 1].

(ii) The statement about Z follows from item (i) and the exact sequence

0→OC→Q→ Z→ 0. �

The above result classifies all scheme theoretic supports of the T-fixed stable 0
instanton pair (Q, s).

5B. Sheaves on multiple structures. After classifying the possible schematic sup-
ports of the pair, we will now study the sheaf Q, emanating from the T-fixed stable
pair (Q, s), as a sheaf on the monomial double structure C defined over the line
l0 = (z2 = z3 = 0). For instance, we give a complete description of Q for small
charges, namely c = 1, 2 and 3. In order to achieve this goal we first recall some
results from [Drézet 2006; 2009].

For X = l0 ⊂ Y ⊂ P3, as in Section 5A, with a filtration (17) we say that Y is
primitive if for every x ∈ X, there exists a surface S of P3 which is smooth at x and
containing a neighborhood of x in Y. In this case, L = IX/IY2 is an invertible sheaf
on X and we have IYi /IYi+1 = L i for 1≤ i ≤ c. This means that for a point x ∈ X,
there are elements z2, z3, t , of the maximal ideal m X,x of x in OX,x , such that their
images in m X,x/m2

X,x form a basis and for all 1 ≤ i ≤ c one has IYi ,x = 〈z2, zi
3〉.

Let F be a coherent sheaf over Y .

Definition 5.7. The first canonical filtration of F is the filtration

Fc+1 = 0⊂ Fc ⊂ · · · ⊂ F2 ⊂ F1 = F

such that, for 1≤ i ≤ c, Fi+1 is inductively defined as the kernel of the restriction
morphism Fi → Fi |X .
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In this way one has Fi/Fi+1 = Fi |X and F/Fi+1 = F |Yi . The graded object
Gr(F)=

⊕c
i=1 Fi/Fi+1 is then an OX -module.4

Some properties of these filtrations can be listed as follows [Drézet 2009, §3]:

• For the ideal IX , of X, in OY and a coherent sheaf F , over Y, one has Fi =I i
XF

so that Gr(F)=
⊕c−1

i=0 I i
XF/I

i+1
X F .

• Fi = 0 if and only if F is a sheaf over Yi .

• For each 0≤ i ≤ c, Fi is a coherent sheaf over Yi with first canonical filtration
0⊂ Fc ⊂ · · · ⊂ Fi+1 ⊂ Fi .

• Morphisms of coherent sheaves F → G, on Y, induce morphisms of first
canonical filtrations Fi → Gi , for all 0≤ i ≤ c, and hence induce morphisms
of the graded objects Gr(F)→ Gr(G).

Definition 5.8.

• The generalised rank is defined by the integer R(F)= rk(Gr(F)).
• The generalised degree is defined by the integer Deg(F)= deg(Gr(F)).

The generalised rank and degree are defined so that they behave additively on
exact sequence on Y. In general the usual rank and degree fail to satisfy this
condition. Moreover we have the following generalised Riemann–Roch Theorem:

Theorem 5.9 [Drézet 2006, Theorem 4.2.1]. For a coherent sheaf F , over Y, we
have

χ(F)= Deg(F)+ R(F)(1− gY ).

Here, gY is the genus of the curve Y.

5B1. Stable rank 0 instanton pair of charge 1. In this case the only possible support
is the line l0, the line that does not intersect the framing line l∞. The sheaf Q sits
in the short exact sequence

0→Ol0 →Q→ Z→ 0,

where Z is the structure sheaf of one point. Hence the only possibilities are
Q = Ol0(pi ), i = 0, 1 Where p0 = [1; 0; 0; 0] and p1 = [0; 1; 0; 0]. We point
out that the rank 2 fixed instanton bundles given by ker(O2

P3 →Ol0(pi )) are null
correlation sheaves [Ein 1982]. Moreover, we see that these T-fixed points are
isolated.

Corollary 5.10. The moduli MP3(1) has only one fixed point under the lifted toric
action on P3.

4A second canonical filtration, that we won’t use, is also defined in [Drézet 2006, §4]. The
interested reader might check the given reference.
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Proof. Since the T-fixed 0-rank instantons can only be Ol0(pi ), i = 0, 1, one gets
two quotient maps

O⊕2
P3 �Ol0(pi ), i = 0, 1,

with isomorphic kernels Ei , i = 0, 1. These are fixed framed instanton sheaves and
all of them belong to the same class E . Hence in this case there is only one isolated
point. �

The next result gives the tangent and obstruction spaces at the fixed 0 instanton
pairs.

Lemma 5.11. For the stable pairs ρi = (Qi = Ol0(pi ), s) ∈ P1(P
3, β = H 2)T,

i = 0, 1, one has

Tρi P1(P
3, β = H 2)T = C5, Obsρi P1(P

3, β = H 2)T = C3.

Proof. Recall from [Pandharipande and Thomas 2009b] that we have a triangle

Qi [−1] → I •→OP3 →Qi(18)

in Db(P3), where Q=Ol0(pi ), i = 1, 2, and I • := {OP3 →Q}.
Applying Hom(−,Q) on (18), one gets the sequence

(19) Ext−1(I •,Ol0(pi ))→ End(Ol0(pi ))→ Ext0(OP3,Ol0(pi ))

→ Ext0(I •,Ol0(pi ))→ Ext1(Ol0(pi ),Ol0(pi ))→ Ext1(OP3,Ol0(pi ))

→ Ext1(I •,Ol0(pi ))→ Ext2(Ol0(pi ),Ol0(pi ))

where Ext−1(I •,Ol0(pi ))= 0, as in the proof of [Pandharipande and Thomas 2009b,
Lemma 1.5]. Observe that χ(I •,Ol0(pi ))= 2, and χ(Ol0(pi ),Ol0(pi ))= 4, by the
Hirzebruch–Riemann–Roch theorem. One can easily compute that

End(Ol0(pi ))=C, Ext1(Ol0(pi ),Ol0(pi ))=C4, Ext2(Ol0(pi ),Ol0(pi ))=C3,

and also

Ext1(OP3,Ol0(pi ))∼=H1(Ol0(pi ))= 0, Hom(OP3,Ol0(pi ))∼=H0(Ol0(pi ))=C.

From (19), it follows that

Ext1(I •,Ol0(pi ))∼=Ext2(Ol0(pi ), Ol0(pi ))∼=C3, Ext0(I •,Ol0(pi ))∼=C5. �

The dimension of the tangent space at the pair (Q, s) is 5 as expected, since one
has to choose a line in P3, thus a point in G(2, 4), and a section in P1

= P(H0(Q)).
Moreover, the dimension of the obstruction space does not jump, and hence the
fixed locus is, in this case, smooth.
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5B2. Stable rank 0 instanton pair of charge 2. For a T-fixed stable rank 0 instanton
pair (Q, s) of charge 2, the associated Cohen–Macaulay curve C is a primitive
double curve with ideal generated by monomials; hence one can associate to it one
of the following Young diagrams:

z2

z2
3

z2
2

z3

We will only treat the case , the other case being very similar. The ideal
sheaf of IC , of C, in OP3 is IC = 〈z2, z2

3〉, and C is clearly a complete intersection.
Moreover, it is easy to see that we have

0→OP3(−3)→OP3(−2)⊕OP3(−1)→ IC→ 0,

with Hilbert polynomial χ(m) = 2m − 1, so that lZ = 3. Using [Nollet 1997,
Lemma 1.3] one has a sequence

0→ IC→ Il0 → L ∼=Ol0(−1)→ 0,

and hence the restriction sequence

0→Ol0(−1)→OC→Ol0 → 0.

Thus the first canonical filtration of OC is simply 0⊂Ol0(−1)⊂OC , and the graded
sheaf associated to it is Gr(OC)=Ol0 ⊕Ol0(−1). This gives the generalised rank
and degree, respectively, R(OC)= 2, Deg(OC)=−1.

Q has first canonical filtration 0⊂Q2⊂Q with a graded object Gr(Q)=Q|l0⊕Q2.
Thus, one obtains the diagram

(20)

0
��

0
��

0
��

0 // Ol0(−1)

��

// OC //

��

Ol0
//

��

0

0 // Q2

��

// Q
��

// Q|l0
//

��

0

0 // Z1 //

��

Z //

��

Z2

��

// 0

0 0 0
Thus Q2=Ol0(−1), the generalised rank and degree of Q are, respectively, R(Q)=2
and Deg(Q)= 2. This leaves us with the following possibility:

Theorem 5.12. Q|l0
∼=Ol0(1)⊕ T, where T is a torsion sheaf of length 1.

Proof. Torsion free sheaves of generalised rank 2 on the double line are of three
types [Drézet 2006, §8.2], namely line bundles, vector bundles on l0 and the strictly
torsion-free.
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If Q is a vector bundle on l0, then it is equal to its restriction, which contradicts
the diagram (20) by the fact that Q2 = 0, and the snake lemma, implies that Z1 is a
pure torsion subsheaf of Ol0 .

If Q is a line bundle on C, then its restriction is the line bundle Ol0(3), which is
the only possibility compatible with the right column in (20). On the other hand Q
fits in the exact sequence

0→ D⊗Ol0(−1)→Q→ D→ 0,

where D = Ol0(3). But this means that Ol0(3)⊗Ol0(−1) ∼= Ol0(−1). Hence, Q
cannot be a line bundle on C.

Finally, in a more general situation Q fits in a short exact sequence

0→ D⊗Ol0(−1)→Q→ D⊕ T → 0,

where D is a line bundle on l0 and T is a torsion sheaf, also on l0. Twisting the
diagram by OP3(−2) and using the vanishing conditions H0,1(Q(−2))= 0, one has
that 0< d := deg(D) < 3 and H1(D(−3))= H0(D(−2))⊕H0(T ).

If d = 2 then H1(D(−3))= H1(Ol0(−1))= 0 H0(T ). It follows that the torsion
sheaf T is zero, which is not possible, as the restriction Q|l0 is not locally free.

If d = 1 then H1(D(−3))=H1(Ol0)= C=H0(T ). Thus T is a torsion sheaf of
length 1, and it follows, from (20), that Z2 is the structure sheaf of 2 points. �

Corollary 5.13. MT
P3(2) has at least 2 irreducible component.

Proof. From Theorem 5.6, and as we saw in the beginning of this section, there are
two possible Young diagrams for the support. To each one of these curves there is
one possible filtration 0⊂Ol0 ⊂Q with restriction Ol0(1)⊕T, where length(T )= 1.
Finally, by Theorem 5.12 and the fact that Q might have nontrivial deformation in
each case, the result follow. �

We remark that the double curve C can be deformed into two lines intersecting
in a point, but we don’t know if one can deform the 0-rank instanton sheaves Q
into torsion free sheaves on the reducible curve formed by two intersecting lines.
This is a hard problem and should be investigated in the future.

5B3. Stable rank 0 instanton pair of charge 3. In this case one has 3 possible
associated Young diagrams, namely
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In the following, we will treat only the primitive cases, so we can concentrate
on the horizontal Young diagram, the vertical case being similar. The canonical
filtration of the triple curve C is given by

0⊂ L3 =Ol0(−1)⊂ L2 ⊂OC

with quotients

OC/L2 =Ol0, OC/L3 =OC2 and L2/L3 =Ol0(−1).

We also recall that χ(OC(m)) = 3m and χ(Q(m)) = 3m + 6. On the other hand
one has a canonical filtration 0⊂Q3 ⊂Q2 ⊂Q. Twisting by OP3(−2) and using
the instanton conditions H0,1(Q(−2))= 0, one has

(21)

H0(Q2(−2))= H0(Q3(−2))= 0,

H1(Q|l0(−2))= H1(Q|C2(−2))= 0,

H1(Q2(−2))= H0(Q|l0(−2)),

H1(Q3(−2))= H0(Q|C2(−2)).

Moreover, Q2(−2) is a generalised rank 2 sheaf on C2 and Q3(−2) is a line
bundle on l0. Then we have the following exact sequence, associated to the canonical
filtration of Q2(−2),

0→ D⊗Ol0(−1)→Q2(−2)→ D⊕ T2→ 0,

in which D = Q3(−1) and T2 is pure torsion sheaf on l0. But from the first
two equations of (21), the degree d, of D = Q3(−1), satisfies −2 < d < 1, i.e.,
deg(Q3)= 0, or deg(Q3)= 1.

The next step is to consider the commutative diagrams

(22)

0

��

0

��

0

��

0 // L2(−2)

��

// OC(−2) //

��

Ol0(−2) //

��

0

0 // Q2(−2) //

��

Q(−2)

��

// Q|l0(−2) //

��

0

0 // Z

��

// Z6 //

��

Z̃

��

// 0

0 0 0
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and

(23)

0

��

0

��

0

��

0 // Ol0(−4)

��

// L2(−2) //

��

Ol0(−3) //

��

0

0 // Q3(−2) //

��

Q2(−2)

��

// Q3(−1)⊕ T2 //

��

0

0 // Z2

��

// Z //

��

Z2⊕ T2

��

// 0

0 0 0

associated to the sequence

0→OC→Q→ Z6→ 0

and the canonical filtrations of OC and Q. Here we remind the reader that Z6

has length 6 and Z2 is a torsion sheaf of length 2, if Q3 = Ol0 , or length 3, if
Q3 =Ol0(1), as it clearly appears from left column of diagram (23).

Suppose that Q3 =Ol0(1). Then, from the middle row of diagram (23), we have
χ(Q2(−2))= t2+1. In particular, χ(Q2(−2)) > 0, since t2 ≥ 0. On the other hand,
we have H0(Q2(−2))= 0, and it follows that χ(Q2(−2))=− dim H1(Q2(−2))< 0.
Thus Q3 cannot be Ol0(1), and we are left with Q3 = Ol0 . In this case we have
χ(Q2(−2))= t2− 1 and t2 must be 0 or 1, since χ(Q2(−2))≤ 0.

If t2 = 0, then T2 = 0, Q2(−2)= L2, since the middle row of (23) is exactly the
restriction sequence, given by the canonical filtration, of L2 to l0. Furthermore, from
the lower rows of (22) and (23). It follows that Z has length 4, thus Z̃ has length 2.
By using the right column of (22) one has χ(Q|l0(−2))= 1, Hence Q|l0 =Ol0 .

Finally if t2 = 1 then, from the middle row of (23), one can see that Q2 also
satisfies H0,1(Q2(−2))= 0; hence it is an rank 0 instanton sheaf over C2. Moreover,
the length of Z is equal to 5 and it follows, again, from the right column of
diagram (23) that Z̃ has length 1 and Q|l0 =Ol0(1). This proves the following:

Theorem 5.14. For c = 3 and C is primitive and monomial, the sheaf Q has a
canonical filtration 0⊂Q3 =Ol0 ⊂Q2 ⊂Q in which

(i) Q2 = L2(2), Q|l0 =Ol0(2), and Q2/Q3 =Ol0(1), or

(ii) Q2 is a rank 0 instanton sheaf on C2 ⊂ C, Q|l0 = Ol0(1), and Q2/Q3 =

Ol0(1)⊕ T2, where T2 is a torsion sheaf of length 1.
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Now we turn our attention to the first nonprimitive case, that is, when the
corresponding Young diagram is

This is the case of the (affine) ideal 〈x, y〉2. It is easy to check that the restriction
map is given by

0→Ol0(−1)⊕2
→OC→Ol0 → 0.

There are two filtrations represented as below:

(24)

Note that the double structures in the middle column are primitive, and although
there is no unique canonical filtration, we still manage to compute the resulting
possible pure sheaves Q. We use for instance the filtration given by the upper arrow
of (24), and as in the previous theorem, we consider restriction diagrams as (22)
and (23):

(25)

0

��

0

��

0

��

0 // Ol0(−3)⊕2

��

// OC(−2) //

��

Ol0(−2) //

��

0

0 // Q2(−2) //

��

Q(−2)

��

// Q|l0(−2) //

��

0

0 // Z

��

// Z5 //

��

Z̃

��

// 0

0 0 0
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and

(26)

0

��

0

��

0

��

0 // Ol0(−3)

��

// OC(−2) //

��

OC2(−2) //

��

0

0 // Q3(−2) //

��

Q(−2)

��

// Q|C2(−2) //

��

0

0 // Ẑ2

��

// Z5 //

��

Ž2

��

// 0

0 0 0

We recall that χ(Q(m))= 3m+6, χ(OC(m))= 3m+1, so that Z5 has length 5.

Theorem 5.15. For c = 3 and C the nonprimitive monomial curve, the sheaf Q has
a filtration 0⊂O3 ⊂Q2 ⊂Q such that

(i) Q|l0 =Ol0(1)⊕ T3, where T3 is a torsion sheaf of length 3, Q2 is a sheaf on C2

with restriction sequence

0→Ol0(−1)→Q2→Ol0 → 0,

and Q|C2 is also a sheaf on C2 with restriction sequence

0→Ol0 →Q|C2 →Ol0(−1)⊕ T3→ 0, or

(ii) Q|l0 =Ol0(2)⊕ T1, where T1 is a torsion sheaf of length 1, Q2 is a sheaf on C2

with restriction sequence

0→Ol0(−1)→Q2→Ol0 ⊕ T1→ 0,

and Q|C2 is also a sheaf on C2 with restriction sequence

0→Ol0(1)→Q|C2 →Ol0(2)⊕ T1→ 0, or

(iii) Q|l0 =Ol0(2), Q2 is a sheaf on C2 with restriction sequence

0→Ol0 →Q2→Ol0(1)→ 0,
and

0→Ol0(1)→Q|C2 →Ol0(2)→ 0,

Proof. The proof strategy is similar to that of Theorem 5.14, by arguing on the
length z̃, of Z̃ in (25); first, note that 0≤ z̃ ≤ 5. If z̃= 0, then Q2(−2)=Ol0(−3)⊕2

and χ(Q|l0(−2)) = 4. Moreover, Q|l0(−2) = L⊕ T. By putting d = deg(L) and
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t = length(T ), one has d + t = 3. On the other hand, Q3(−2) = Ol0(−3), and
from the middle row of (26), χ(Q|C2(−2)) = 2. Furthermore, Q|C2(−2) fits into
the restriction sequence

(27) 0→ L(−1)→Q|C2(−2)→ L⊕ T → 0,

since (Q|C2)|l0 =Q|l0 . But this implies that L=Ol0(−2) and length(T )= 5, which
leads to H1(Q2(−2))=C4 and H0(Q|l0(−2))=C5, contradicting the third equation
of (21). Thus z̃ 6=0. In the same fashion, one proves that z̃ cannot be equal to 4, nor 5.

For the rest of the cases z̃ = 1, 2, 3, one can first write

0→ L2(−1)→Q2(−2)→ L2⊕ T → 0,

from which one has Q3=L2(−1) and χ(Q2(−2))=2d2+t+1 and set t= length(T )
and d2=degL2. Then, by using the left column of (25), one has the following table:

(28)

z̃ χ(Q2(−2)) z χ(Q|l0(−2))

1 −3 4 3

2 −2 3 2

3 −1 2 1

Recall that z is the length of Z in (25). In what follows we analyse the case in the
first row of (28). The other cases can be treated similarly.

When z̃= 1 one has 2l2+t+1=−3. Since the length t ≥ 0, one has d2=−2 and
t = 0 or d2=−3 and t = 2 or d2=−4 and t = 4. However, the last two cases cannot
hold since Q3(−2)=L2(−1)would have degree less than−3, contradicting the first
row of (26). Hence we end up with d2 =−2, t = 0 and Q3(−2)=Ol0(−3). Now,
writing Q|C2(−2) as in (27) one should have 2d+t = 1. Again, by using the fact that
Q|l0(−2)= L⊕ T, it turns out that the only possibility is d =−1 and t = 3. Hence

0→Ol0(−2)→Q|C2(−2)→Ol0(−1)⊕ T3→ 0,

0→Ol0(−3)→Q2(−2)→Ol0(−2)→ 0. �

Remark 5.16. (I) When C is primitive, the graded object Gr(Q), associated to
the canonical filtration of Q, can be computed from Theorem 5.14; in case (i)
one has

Gr(Q)=Ol0(2)⊕Ol0(1)⊕Ol0,

hence Q is a generalised rank 3 quasi locally free sheaf on C [Drézet 2006,
Corollary 5.1.4]. In case (ii), one has

Gr(Q)=Ol0(1)
⊕2
⊕Ol0 ⊕ T2,

and T2 has length 1. Hence Q is, in this case, a generalised rank 3 sheaf on C.
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(II) For the nonprimitive case, one can also compute the graded object, with respect
to the chosen filtration, from Theorem 5.15, namely

(i) Gr(Q)=Ol0(−1)⊕Ol0 ⊕Ol0(1)⊕ T3, and T3 has length 3, or
(ii) Gr(Q)=Ol0(2)⊕Ol0 ⊕Ol0(−1)⊕ T⊕2

1 , and T1 has length 1, or
(iii) Gr(Q)=Ol0(2)⊕Ol0(1)⊕Ol0 .

(III) Theorems 5.14 and 5.15 show that there are at least 7 components in MT
P3(3);

3 nonprimitive cases and 4 primitive cases, counting both the horizontal and
the vertical Young diagrams.

For a given integer m, we now denote by p(m) the number of its (2-dimensional)
partitions. We recall that lZ(ν(c)) denotes the length of Z , for the multiple structure
associated to a partition ν(c) of c.

If we consider the whole set of monomial multiple structures, not only the
primitive ones, then we get the following:

Lemma 5.17. The fixed locus MT
P3(c) splits as a union

MT
P3(c)=

⋃
ν(c)

M(ν(c)).

Thus the least number of such irreducible components in MT
P3(c) is given by the

number p(c), of partitions ν(c), of c, and can be expressed generating function

∞∑
c=0

p(c)xc
=

∞∏
k=1

1
1− xk .

Proof. This is obtained by enumerating the possible Young diagrams, hence enu-
merating partitions ν(c) of c. �

We remark that these are completely disconnected components. But as seen, in
the case c = 3, there might be more than one component for the same partition.

5B4. Stable rank 0 instanton pair of charge c with primitive support. We now
describe the case in which the support is a primitive multiple line. For the pair
(Q, s) of charge c, the associated Cohen–Macaulay curve C is a primitive multiple
curve with ideal whom associated Young diagram is a column or a line. As in the
last section we treat the case .

This time we have IC = 〈z2, zc
3〉 for which C is a complete intersection. Its

resolution is

0→OP3(−c− 1)→OP3(−c)⊕OP3(−1)→ IC→ 0,

with Hilbert polynomial χ(OC(m))= cm− 1
2 c(c− 3), and length lZ = 1

2 c(c+ 1).
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The canonical filtration of supports is represented by

Il0 ⊃ IC2 ⊃ · · · ⊃ ICc−1 ⊃ IC
⊂ ⊂ · · · ⊂ ⊂

l0 ⊂ C2 ⊂ · · · ⊂ Cc−1 ⊂ C

and we have sequences

0→ IC2 → Il0 → L ∼=Ol0(−1)→ 0,

0→ ICi+1 → ICi → L ∼=Ol0(−1)⊗i
→ 0,

and hence restriction sequences

0→Ol0(−1)→OC→Ol0 → 0,

0→Ol0(−i)→OCi+1 →OCi → 0

for 1≤ i ≤ c− 1.
On the other hand, the first canonical filtration of OC reads as

Lc+1 = 0⊂ Lc ⊂ · · · ⊂ L2 ⊂OC,

where OC/Li+1 ∼=OCi .

Lemma 5.18. The graded sheaf , the generalised degree and the generalised rank
of OC are given, respectively, by

Gr(OC)=

c−1⊕
i=0

Ol0(−i), Deg(OC)=−
c(c− 1)

2
and R(OC)= c.

Proof. By using diagrams

0

��

0

��

Li+1

��

Li+1

��

0 // Li //

��

OC

��

// OCi−1
// 0

0 // Ol0(−i + 1)

��

// OCi
//

��

OCi−1
// 0

0 0

one gets the graded sheaf. The generalised degree and rank follow easily by applying
their definitions. �
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By Theorem 5.9 one gets χ(OC(m))= cm− 1
2 c(c− 3). Thus the graded sheaf

associated to OC is Gr(OC)=
⊕c−1

i=0 Ol0(−i), and the generalised rank and degree
are, respectively, R(OC)= c, Deg(OC)=−

1
2 c(c− 1).

We remark that we do not know whether the above fixed components intersect the
closure of the framed locally free instanton moduli, in general. We think that this
problem is related to reachability of sheaves, on multiple structure [Drézet 2017].
Nevertheless, for charge c = 1, the answer is positive; the sheaf ker(O⊕2

P3 →Q), in
Section 5B1, is in the closure of the moduli of locally free framed instanton bundles
[Jardim et al. 2017b, §6]. Furthermore, if c = 2 one can deform the (monomial)
double curve into a union of two curves intersecting at a point. Moreover, the moduli
space of instantons of charge c = 2 is irreducible as proved in [Jardim et al. 2017a,
Proposition 7]. Thus the 0 instanton sheaf should deform, from sheaf on the double
curve, to a sheaf on the reduced curve. Hence, the fixed component is in the closure
of the moduli space of framed instantons. For higher values of the charge this is a
difficult problem to answer. Since we think this is true, we close this note by writing:

Conjecture. The fixed components, under the lifted toric action on P3, intersect
the closure of the locally free component in the moduli space of framed instantons.
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THE AZIMUTHAL EQUIDISTANT PROJECTION FOR
A FINSLER MANIFOLD BY THE EXPONENTIAL MAP

NOBUHIRO INNAMI, YOE ITOKAWA, TOSHIKI KONDO,
TETSUYA NAGANO AND KATSUHIRO SHIOHAMA

Let (M, F) be a geodesically forward complete Finsler manifold and p∈M.
We observe how the preimage of a curve in M under exponential map at p
can behave in the tangent space Tp M at p, when the curve approaches a
conjugate cut point of p without crossing the cut locus of p. After this
investigation, we may regard the internal region of a tangent cut locus of
p ∈ M as the development of M. We deal with isometry problems of Finsler
manifolds and differentiability conditions of cut loci.

1. Introduction

Let (M, F) be a geodesically forward complete Finsler manifold without boundary
and expp :Tp M→M the exponential map at p∈M. Then expp is C∞ on Tp Mr{0}
and C1 at 0 ∈ Tp M (see [Shen 2001, Theorem 11.1.1]). Let d(p, q) denote the
distance from p to q induced by F and Sp M := {v | v ∈ Tp M with F(p, v)= 1}.

For a tangent vector v ∈ Sp M we define numbers ρ(v), λ(v)∈ (0,∞] as follows:

ρ(v)= sup{s > 0 | d(p, expp(tv))= t for any t ∈ (0, s)},

λ(v)= sup{s > 0 | d expp |tv is nonsingular for any t ∈ (0, s)}.

It is well known that ρ and λ are continuous on the domain in Sp M where they
are bounded. Let ν(v) denote the dimension of the kernel N (v) of d expp |λ(v)v.
It follows from the implicit function theorem that if ν is constant in an open set
U ⊂ Sp M, then λ is C∞ on U. In particular, if dim M = 2, then λ is C∞ on the
domain U in Sp M where λ is bounded.

We call C̃(p) := {ρ(v)v | v ∈ Sp M} the tangent cut locus of p, and C(p) :=
expp(C̃(p)) the cut locus of p. In a similar way we define the first tangent conjugate
locus Q̃(p) := {λ(v)v | v∈ Sp M} and the first conjugate locus Q(p) := expp(Q̃(p))
of p. We call a point q ∈ expp(C̃(p)∩ Q̃(p)) a conjugate cut point of p. We say

The research of Shiohama was partially supported by JSPS KAKENHI grant number 18K03314.
MSC2010: primary 53C20; secondary 53C22.
Keywords: Finsler manifold, cut locus, azimuthal equidistant projection, exponential map.
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that a point q ∈ C(p) is a nonconjugate cut point of p if q is not a conjugate cut
point of p.

Weinstein [1968] has proved that any compact differentiable manifold M not
homeomorphic to the 2-sphere has a Riemannian metric on M such that there exists a
point p∈M satisfying C̃(p)∩ Q̃(p)=∅. On the other hand, Innami, Shiohama and
Soga [Innami et al. 2012] have proved that if a complete Riemannian manifold M has
a pole p, i.e., C(p)=∅, then C̃(q)∩ Q̃(q) 6=∅ for any point q ∈M with C(q) 6=∅.
Ozols [1974] has given a description of C(p) locally around a nonconjugate cut
point q ∈ C(p) as an intersection of a finite number of smooth (n−1)-dimensional
manifolds and finitely many open sets given by smooth inequalities (n = dim M).
Ozols’ structure theorem is applicable to all cut points of p in a manifold with
Weinstein metric, i.e., C̃(p)∩ Q̃(p)=∅ for the point p ∈M. Itoh and Sakai [2007]
have given the topological structure theorem of a compact manifold with Weinstein
metric, using the distance function from p as a Morse function.

The structure of cut loci has been studied in [Warner 1965; 1967; Weinstein 1968;
Ozols 1974; Itoh and Tanaka 1998; Itoh and Sakai 2007] and so on. The differen-
tiability and Lipschitz continuity properties of cut loci and the distance functions
are studied in [Castelpietra and Rifford 2010; Figalli et al. 2011; Hebda 1994; Itoh
1996; Itoh and Tanaka 2001a; 2001b; Rifford 2004; Tanaka 2003] and so on. As was
seen in [Gluck and Singer 1978; Hebda 1983; Itoh and Sabau 2016; Myers 1935;
Sabau and Tanaka 2016] and so on, the structure of a cut locus is very complicated.

If Ũp = {rv | v ∈ Sp M, 0 ≤ r < ρ(v)}, then expp : Ũp → Up := M r C(p)
is a diffeomorphism. Moreover, Ozols [1976] has given a direction preserving
diffeomorphism from Ũp onto the open unit ball B(1) in Rn, n = dim M, when M
is a compact Riemannian manifold. Then, M r C(p) is diffeomorphic to B(1).
Obviously, ∂Ũp = C̃(p) where ∂Ũp is the boundary of Ũp in Tp M. Set Ũ c

p =

Ũp ∪ C̃(p). We think the covering domain expp : Ũ
c
p→ M to be the development

of a Finsler manifold M. When those points in the set expp
−1(q) are identified for

any point q ∈ M, we regard the quotient space Ũ c
p/ expp as the Finsler manifold M.

We study how to draw c̃(s) := expp
−1(c(s)) in Ũ c

p for a curve c : [0, 1]→M. The
problem arises in the case that c(s0) ∈ C(p) for some s0, because expp

−1(c(s0))

may not be one point. The distribution of expp
−1(q) in C̃(p) for points q ∈ C(p)

is the key to investigate the topological and metrical structure of M.
Ozols’ theorem [1974] and Itoh and Sakai’s method [2007] show us that, under

the condition C̃(p) ∩ Q̃(p) = ∅, a certain neighborhood of q ∈ C(p) is de-
composed into finitely many sets through each of which there passes a unique
minimal geodesic from p to q , and each of those sets are distributed isometrically
at corresponding points q̃ contained in the inverse image expp

−1(q). Here we
note that the unit speed minimal geodesics from p to q in M are denoted by
γv(t)= expp(tv), v= q̃/F(p, q̃), q̃ ∈ expp

−1(q). Namely, the Voronoi diagram D
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of the negative tangent vectors of all minimal geodesics from p to q in Tq M makes
the arrangement of those regions to the points q̃ with q = expp(q̃) in C̃(p)⊂ Tp M.
After arrangement, the vectors in those regions are pointing to the inside of Ũ c

p
at those points q̃ .

If q ∈ expp(C̃(p) ∩ Q̃(p)), then these decomposition and arrangement may
be more complicated. To describe what happens around q, we use the notion of
“limiting tangent line”. Let c′(s) be the tangent vector of c at s and Span(c′(s)) the
one-dimensional subspace spanned by c′(s) of Tc(s)M, which is called a tangent
line of c at s. We say that c has a limiting tangent line T at s = s0 if Span(c′(s))
converges to the one-dimensional subspace T of Tc(s0)M as s→ s0.

The north pole p and the south pole q in the unit sphere S2(1) give a simple
example (see Example 7.5): the tangent space at q is decomposed into individual
tangent vectors and arranged in each inward normal vector of the circle S1(π) with
center 0 and radius π in Tp S2(1). It is natural to ask how the curves approaching
a point q̃ in S1(π) are mapped by expp, if their limiting tangent lines are not
orthogonal to S1(π) at q̃ .

If q ∈ expp(C̃(p)∩ Q̃(p)) is an end cut point in a surface M, then at q the tangent
vector of the minimal geodesic γv0 , v0 ∈ Sp M, from p to q is often the limiting
tangent line of C(p) at q . Hartman [1964] has stated without proof that λ′(v0)= 0
(for the proof, see [Shiohama et al. 2003, Lemma 4.2.3, p. 142]). These facts imply
that the half plane bounded by the orthogonal line to v0 through expp

−1(q)=: t0v0

is mapped to the whole tangent space Tq M except for γv0
′(t0) at q by d expp |t0v0

as the limiting tangent vectors.
Let q̃ ∈ C̃(p) ∩ Q̃(p) and q := expp(q̃). What happens on the curves ap-

proaching q and q̃? Let c̃(s) and c(s) be curves such that c̃(0)= q̃, c(0)= q and
expp(c̃(s))= c(s). In this paper we study how the behaviors of c̃ and c are related.
In Section 2, using the first variation formula, we show how to find a converging
point lims→0 expp

−1(c(s)) for a curve c with c(0) ∈ C(p). In Section 3, we study
the relation between the tangent vectors of c̃(s) and c(s) at s = 0. Theorem 1.1 is
the two-dimensional case of our investigation. We say (see [Gibson 2001, p. 91])
that a function ϕ(s) has a zero of finite multiplicity m at s0 when

ϕ(s0)= 0, ϕ′(s0)= 0, . . . , ϕ(m−1)(s0)= 0, ϕ(m)(s0) 6= 0.

Theorem 1.1. Let M be a geodesically forward complete Finsler surface and
p ∈ M. Let q ∈ C(p) ∩ Q(p) be conjugate to p along a minimal geodesic
γθ0 : [0, d(p, q)]→M from p to q where (t, θ) is a polar coordinate system of Tp M.
Assume that ϕ(θ)= λ(θ)− λ(θ0) has a zero of finite multiplicity m at θ = θ0. Let
c(s) be a curve emanating from q such that c(s) ∈ M rC(p) except for q = c(0)
and c̃(s) the curve satisfying c(s)= expp(c̃(s)). Then the following are true.
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(1) If the limiting tangent line of c̃(s) at s = 0 is not tangent to the circle with
center 0 and radius d(p, q), then the limiting tangent line of c(s) is tangent to
γθ0 at q.

(2) If the limiting tangent line of c(s) at s = 0 is not tangent to γθ0 at q, then the
limiting tangent line of c̃(s) at s = 0 is tangent to the circle with center 0 and
radius d(p, q).

Moreover, if c̃(θ)= (t (θ), θ) and c′(θ0) 6∈ Span(γθ0
′(λ(θ0))), then t (θ)− t (θ0) has

a zero of multiplicity 1+m at θ0.

The north pole p and the south pole q in the unit sphere do not satisfy the
assumption in Theorem 1.1. However, an end cut point in a surface may satisfy
the assumption. We will prove this theorem under a more detailed calculation of
the high dimensional case. After we prepare some notations to be used in our
discussion, the result will be stated (see Theorem 3.4).

The set of tangent vectors pointing to the interior of Ũ c
p at a point q̃ ∈ C̃(p) is con-

sidered to be a part of the tangent space Texpp(q̃)M. In Section 4, for a cut point q , we
see how to take Tq M to pieces of convex cones with vertex 0 and find how to arrange
those cones at points of expp

−1(q). After these investigations, for a curve c(s)
crossing C(p), we consider what c̃(s) should be. We propose the notion of pull back
curves c̃(s) which satisfy expp(c̃(s))= c(s). They are not continuous, in general.

We consider the pseudo-Finsler metric F∗ on Tp M which is the pullback of F by
expp, i.e., F∗(x, y)= F(expp(x), d expp |x(y)) for any y ∈ Tx Tp M and x ∈ Tp M.
It follows that F∗(x, y)= 0 if and only if d expp |x(y)= 0. There exists a nonzero
vector y ∈ Tx Tp M such that F∗(x, y)= 0 if and only if x ∈ C̃(p)∩ Q̃(p). Let d∗

denote the pseudodistance induced by F∗. We study the relation between d and d∗.
In Section 5, we show the relation between M and Ũ c

p/ expp as distance spaces,
using pull back curves and d∗.

We say that C(p) is differentiable at q ∈C(p) if the tangent vector space TqC(p)
of C(p) is defined at q . In Section 6, we study how the set expp

−1(q) lies in C̃(p)
when the cut locus C(p) is differentiable at q ∈C(p). The Klingenberg lemma and
the generalized Berger–Omori theorem proved in [Innami et al. 2019] (see [Berger
1960; 1961; Klingenberg 1959; Nakagawa and Shiohama 1970a; 1970b; Omori
1968] also) suggest us that it is homeomorphic to a sphere (see Theorem 6.5).

In Section 7, we give some examples which help us to understand the discussions
and results in this paper.

2. Directional differentiation of a distance function

Let (M, F) be a geodesically forward complete Finsler manifold without boundary.
For y ∈ Tx M let ωy denote a co-vector in Tx M∗ such that ωy(v)= gy(y, v) for any
vector v ∈ Tx M where gy is the fundamental tensor induced by F. Let f (q) :=
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d(p, q) for all q ∈ M. Then f 2 is C∞ nearby p and C1 at p. Actually, d(q, · )2

are C2 on M for all q ∈ M if and only if F is Riemannian (see [Shen 2001,
Proposition 11.3.3]).

Let Ap(q) be the set of all tangent vectors at q which are the tangent vectors of
all constant speed minimal geodesics from p to q and let Ap(q)s = Ap(q)∩ Sq M
where Sq M is the unit sphere with center 0 in Tq M. From the first variation formula,
the distance function from a point is directionally differentiable. Sabau and Tanaka
[2016] have proved this fact of the Finsler manifold version, using second order
remainder term. Here we give a slightly modified proof, replacing the second order
remainder term by the mean value theorem. Then we use only C1 differentiability
without second order derivatives.

Lemma 2.1 [Sabau and Tanaka 2016]. Let c : [0, 1] → M be a curve of class C1

such that c(0)= q and c′(0)= w ∈ Tq M. We then have

d( f ◦ c)
dt

∣∣∣∣
t=0
= min
v∈Ap(q)s

ωv(w).

Proof. Let γ : [0, f (q)] → M be a unit speed minimal geodesic from p to q,
and let H : (−ε, ε) × [0, f (q)] → M be a variation of γ through piecewise
smooth curves such that H(0, s) = γ (s), H(t, 0) = p, H(t, f (q)) = c(t). Then
∂H(0, f (q))/∂t = w. If γt(s) := H(t, s) and L(γt) is the length of γt , then
L(γt)≥ f ◦c(t). Hence, it follows from the first variation formula (see [Shen 2001,
equation (5.6)]) that

gγ ′( f (q))(γ
′( f (q)), w)≥ lim sup

t→0

f ◦ c(t)− f (q)
t

,

meaning that

(1) min
v∈Ap(q)

ωv(w)≥ lim sup
t→0

f ◦ c(t)− f (q)
t

.

Assume that t j is a sequence converging to 0 such that

lim
j→∞

f ◦ c(t j )− f (q)
t j

= lim inf
t→0

f ◦ c(t)− f (q)
t

and a sequence of minimal geodesics γ j : [0, f (c(t j ))] → M from p to c(t j ) con-
verges to a minimal geodesic γ from p to q . For a sufficiently small δ > 0, we have

f (q)≤ f (γ j ( f (c(t j ))− δ))+ d(γ j ( f (c(t j ))− δ), q),

and, hence,

−d(γ j ( f (c(t j ))− δ), q)≤ f (γ j ( f (c(t j ))− δ))− f (q).
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Thus we have

d(γ j ( f (c(t j ))− δ), γ j ( f (c(t j ))))− d(γ j ( f (c(t j ))− δ), q)

≤ d(γ j ( f (c(t j ))− δ), γ j ( f (c(t j ))))+ f (γ j ( f (c(t j ))− δ))− f (q)

= f ◦ c(t j )− f (q).

Let α j : [0, d(q, c(t j ))] → M be the unique minimal geodesic from q to c(t j )

for every j. Since c(t j ) converges to q as j → ∞, we may assume that all
α j ([0, d(q, c(t j ))]) are contained in a convex ball around γ j ( f (c(t j )) − δ). If
h(t) := d(γ j ( f (c(t j ))− δ), α j (t)) for t ∈ [0, d(q, c(t j ))], we then have h(0) =
d(γ j ( f (c(t j ))− δ), q) and h(d(q, c(t j ))) = d(γ j ( f (c(t j ))− δ), γ j ( f (c(t j )))). It
follows from the first variation formula that there exists a number s ∈ (0, d(q, c(t j )))

such that

h(d(q, c(t j )))− h(0)= gv j (v j , α j
′(s))d(q, c(t j )),

where v j denotes the tangent vector of the unit speed minimal geodesic from
γ j ( f (c(t j ))− δ) to α j (s). Thus we have

gv j (v j , α j
′(s))d(q, c(t j ))≤ f ◦ c(t j )− f (q).

If c0(t) = expq
−1(c(t)) for sufficiently small t > 0, then c0(0) = 0, d(q, c(t)) =

F(q, c0(t)) and we have

lim
t→+0

d(q, c(t))
t

= lim
t→+0

F(q, c0(t)− 0)
t

= F
(

q, lim
t→+0

c0(t)− 0
t

)
= F(q, c0

′(0))= F(q, c′(0)),

because d expq |0 is the identity map. Since lim j→∞ α j
′(s) = c′(0)/F(q, c′(0))

and lim j→∞ v j = γ
′( f (q)), we have

lim
j→∞

gv j (v j , α j
′(s))d(q, c(t j ))

t j
= gγ ′( f (q))(γ

′( f (q)), c′(0)).

Therefore we conclude that

min
v∈Ap(q)s

ωv(w)≤ ωγ ′( f (q))(w)≤ lim inf
t→0

f ◦ c(t)− f (q)
t

.

Combining this inequality with (1), we complete the proof of the lemma. �
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Let X p(w) :={y∈ Sp M |ωγy ′(d(p,q))(w)=minv∈Ap(q)s ωv(w)}. From Lemma 2.1
we see how to map c(s) into Tp M by expp

−1.

Theorem 2.2. Let c : [0, 1]→ M be a curve of class C1 such that c(0)= q ∈C(p),
c′(0) = w ∈ Tq M and c(s) 6∈ C(p) for all s ∈ (0, 1]. Let c̃(s) be the curve in
Tp M such that expp(c̃(s)) = c(s) for all s ∈ (0, 1]. We then have lims→0 c̃(s) ∈
d(p, q)X p(w).

3. Curves approaching a conjugate cut point

Let (M, F) be a geodesically forward complete Finsler manifold without boundary.
Let Y (t) := d expp |tv(tw) for v ∈ Sp M and w ∈ Tp M. Then, from Lemma 11.2.2
in [Shen 2001], Y (t), t ∈ [0, a), is the Jacobi field along γv(t) = expp(tv) with
initial condition Y (0)= 0 and Dγv ′(0)Y = w, where Dv is the covariant derivative
at p in the direction v (see (5.33) in [Shen 2001]). From Lemma 6.1.1 in [Shen
2001], it satisfies

Dγv ′Dγv ′Y + Rγv ′(Y )= 0

where Rγv ′(Y )= R(Y, γv ′)γv ′ is the Riemann curvature which is self-adjoint with
respect to the fundamental tensor gγv ′ induced by F.

Let e1, . . . , en be an orthonormal basis of Tp M with respect to gv such that en=v

and let Ei (t) be the parallel vector field along γv with Ei (0) = ei for each i =
1, . . . , n. If Y (t)=

∑n
j=1 y j (t)E j (t), then Y (t) is identified with the column vector

Y (t)=

y1(t)
...

yn(t)


Under this notation, the covariant derivative Dγv(t)Y is identified with the differential
Y ′(t) of its column vector Y (t) with respect to t .

Let Yi (t)= d expp |tv(tei )=
∑n

j=1 y j i (t)E j (t). If we set

Yi (t)=

y1i (t)
...

yni (t)

 for i = 1, . . . , n,

then the matrix value function J (t) = (Y1(t), . . . , Yn(t)) satisfies the differential
equation of Jacobi type:

J ′′(t)+ R(t)J (t)= 0

where R(t)=
(
gγv ′(t)(Rγv ′(t)(Ei (t)), E j (t))

)
is a symmetric n× n matrix.
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Lemma 3.1. With respect to the orthonormal bases {e1, . . . , en} for Tp M and
{E1(t), . . . , En−1(t), En(t)= γv ′(t)} for Tγv(t)M, the Jacobi field Y (t) along γv is
denoted by

Y (t)= (E1(t) · · · En−1(t) γv ′(t))J (v, t)


w1
...

wn−1

wn



= (E1(t) · · · En−1(t) γv ′(t))
(

J0(v, t) 0
0 t

)
w1
...

wn−1

wn

 ,
for w =w1e1+· · ·+wn−1en−1+wnen , where J0(v, t) is the matrix value function
satisfying that J0(v, 0) = 0 and J0

′(v, 0) = I (I is the (n−1)× (n−1) identity
matrix).

Lemma 3.2. Assume that Y1(t0) = · · · = Yk(t0) = 0, 0 ≤ k ≤ n − 1, and that
rank J (v, t0)= n− k, i.e., rank d expp |t0v = n− k. Then the set of tangent vectors
{Y1
′(t0), . . . , Yk

′(t0), Yk+1(t0), . . . , Yn−1(t0)} spans the orthogonal complement of
γv
′(t0) in Tγv(t0)M. Furthermore, Yi

′(t0) and Y j (t0) are orthogonal for i = 1, . . . , k
and j = k+ 1, . . . , n− 1.

Proof. For each m = 1, . . . , n − 1, if f (t) = gγv ′(t)(γv
′(t), Ym(t)) = 0 for all

t ≥ 0, then f (0) = 0, f ′(0) = 0 and f ′′(t) = 0 for all t > 0, and, hence,
gγv ′(t)(γv

′(t), Ym(t)) = 0 for all t ≥ 0. Therefore, Ym(t0) is contained in the
orthogonal compliment of γv ′(t0).

We prove that {Y1
′(t0), . . . , Yk

′(t0)} is linearly independent. Suppose for indirect
proof that

∑k
i=1 ai Yi

′(t0)=0 where at least one of ai ’s is not zero. Let e=
∑k

i=1 ai ei

and Y (t) the Jacobi field along γv such that Y (0)= 0 and Y ′(0)= e. Obviously, Y
is not identically zero. However, since a Jacobi field Y satisfies Y (t0) = 0 and
Y ′(t0)= 0, we have Y (t)= 0 identically, a contradiction.

From this and

Span(Y1(t), . . . , Yk(t))= Span
(

Y1(t)
t − t0

, . . . ,
Yk(t)
t − t0

)
, 0< t < t0,

we see that Span(Y1(t), . . . ,Yk(t)) converges to Span(Y1
′(t0), . . . ,Yk

′(t0)) as t→ t0.
Since rank J (v, t0)= n− k, we see that {Yk+1(t0), . . . , Yn(t0)} is linearly inde-

pendent.
We next prove that Yi

′(t0) and Y j (t0) are orthogonal for i = 1, . . . , k and
j = k + 1, . . . , n − 1. Since both Yi and Y j are Jacobi fields along γv with
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Yi (0)=Y j (0)=0, we see that gγv ′(t)(Yi
′(t), Y j (t))−gγv ′(t)(Yi (t), Y j

′(t)) is constant
for t and zero at t = 0. From this, we have

gγv ′(t0)(Yi
′(t0), Y j (t0))= gγv ′(t0)(Yi (t0), Y j

′(t0))= 0

because Yi (t0)= 0. This proves Lemma 3.2. �

Remark 3.3. As a simple application of Lemma 3.2, we get the following well-
known fact: If γv(t0) is conjugate to γv(0) along a geodesic γv , then there exists a
δ > 0 such that no point γv(t) with 0< |t − t0|< δ is conjugate to γv(0). Because
we have det(Y1

′(t0) · · · Yk
′(t0) Yk+1(t0) · · · Yn−1(t0)) 6= 0 and

det J (t)= (t − t0)k det(Y1
′(t1) · · · Yk

′(tk) Yk+1(t) · · · Yn−1(t))

where, from the mean value theorem,

Yi
′(ti )=

y1i
′(t1i )
...

yni
′(tni )

 for i = 1, . . . , k

for some t j i with |t j i − t0|< |t − t0|, j = 1, . . . n.

We investigate how the preimage expp
−1(c(s)) behaves for a curve c(s) if

q = c(0) is a conjugate cut point along a geodesic γv and c(s)∈MrC(p) for s 6= 0.
Let v0 = en ∈ Sp M and {e1, . . . , en−1} an orthonormal basis of the orthogonal

complement v0
⊥ of v0 with respect to gv0 in Tp M. We use this basis to have a

coordinate system for Tp M. Let (V, τ−1
= (v1, . . . , vn−1)) be a local coordinate

system of Sp M around v0, where τ :W = τ−1(V )⊂ Rn−1
→ V ⊂ Sp M, such that

τ(0)= v0 and dτ0 is an isometry from T0Rn−1 to Tv0 Sp M with respect to gv0 |Tv0 Sp M

and let (R+V, ψ−1
= (v1, . . . , vn−1, t)) be a polar coordinate system of Tp M such

that ψ(v, t)= tτ(v) for t > 0 and v ∈W = τ−1(V ). Then we have

dψ(0,t) =
(

tdτ0 0
0 1

)
.

Assume that q = γτ(0)(t0) for τ(0) = v0. We make a local coordinate system
(U, x1, . . . , xn) in a tubular neighborhood U around γτ(0) at q as follows:

(1) x1(q)= x2(q)= · · · = xn(q)= 0.

(2) x1(expp(ψ(0, t)))=0, . . . , xn−1(expp(ψ(0, t)))=0 and xn(expp(ψ(0, t)))=
t0− t .

(3) If z = γw(s) for w =
∑n−1

i=1 ai Ei (t) where γw is the geodesic with γw ′(0)=w
and

∑n−1
i=1 ai

2
= 1, then

(x1(z), . . . , xn−1(z), xn(z))= (sa1, . . . , san−1, t0− t).
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Since c(s) ∈ M r C(p) for s 6= 0, we have c̃(s) = ψ−1(expp
−1(c(s))) =

(v(s), t (s)) such that t (0) = t0 and v(0) = 0, i.e., τ(v(0)) = v0. We study how
t ′(s) and v′(s) behave as s→ 0+ 0. In the coordinate systems defined as above,
let expp(tτ(v))= expp(ψ(v, t))= (x1(v, t), . . . , xn(v, t)). If the partial derivative
of xi with respect to v j is written by xi, j , then d expp |tτ(v) ◦dψ (v,t) is expressed by

d expp |tτ(v) ◦ dψ(v,t) =

x1,1(v, t) · · · x1,n(v, t)
...

...

xn,1(v, t) · · · xn,n(v, t)


with respect to the bases

{
∂
∂v j
, . . . , ∂

∂vn−1
, ∂
∂t

}
and

{
∂
∂x1
, . . . , ∂

∂xn

}
. Let the column

vectors y1i (v, t)
...

yni (v, t)

 , i = 1, . . . , n− 1,

denote the Jacobi fields

Yi (v, t)=
∂ expp(tτ(v))

∂vi

along γτ(v) with respect to the basis
{
∂
∂x1
, . . . , ∂

∂xn

}
. Then, we have

d expp |tτ(v) ◦ dψ(v,t) =

y11(v, t) · · · y1n−1(v, t) x1,n(v, t)
...

...
...

yn1(v, t) · · · ynn−1(v, t) xn,n(v, t)

 .
Here the n-th column vector is the coordinate of γτ(v)′(t). When we assume that
there exists a positive integer k := ν(v) = dim ker d expp |λ(v)τ(v) > 0 for all v
in a neighborhood U of 0, it follows from the implicit function theorem that
λ(v) := λ(τ(v)) is smooth in U. Furthermore, we can choose a coordinate system
around q such that

d expp |λ(v)τ(v) ◦ dψ(v,λ(v))

=

 0 · · · 0 y1k+1(v, λ(v)) · · · y1n−1(v, λ(v)) x1,n(v, λ(v))
...

...
...

...
...

0 · · · 0 ynk+1(v, λ(v)) · · · ynn−1(v, λ(v)) xn,n(v, λ(v))

 .
From the mean value theorem, there exists a number ti j (v, t) for i = 1, . . . , n

and j = 1, . . . , n− 1 between λ(v) and t such that

xi, j (v, t)= yi j (v, λ(v))+ (t − λ(v))yi j
′(v, ti j (v, t)).
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It should be noted that the covariant derivatives Dγτ(v) ′(t)Yi do not equal the
differential Yi

′(v, t) with respect to t , in general. However, because Yi (v, λ(v))= 0,
we have Dγτ(v) ′(λ(v))Yi = Yi

′(v, λ(v)).
We assume that ei = dτ0

(
∂
∂vi

)
for i = 1, . . . , n− 1. Let w1 ∈ Span(e1, . . . , ek)

and w2 ∈ Span(ek+1, . . . , en−1) and w3 ∈ R. We briefly write w = (w1, w2) =

(w1, . . . , wn−1), w1 = (w11, w21, . . . , wk1) and w2 = (wk+12, wk+22, . . . , wn−12).
It follows from Taylor’s theorem with integral form of the remainder (see [Warner

1971, Lemma on p. 13]) that

λ(w1, w2)− λ(0, 0)

=

n−1∑
i1=1

wi1λi1(0, 0)+ · · ·+
1
`!

n−1∑
i1,...,i`=1

wi1 · · ·wi`λi1···i`(0, 0)

+
1
`!

n−1∑
i1,...,i`+1=1

wi1 · · ·wi`+1

∫ 1

0
(1− s)`λi1···i`+1(sw) ds.

Define an integer m(w) > 0 by

m(w)=min
{
`>0

∣∣∣ ∑
i1,...,i`

wi1 · · ·wi`λi1···i`(0,0) 6=0, i j ∈{1, . . . ,k}, j=1, . . . ,`
}
.

We then define a function g by, if m = m(w) 6= ∞,

g(w1)=
1

m!

∑
i1,...,im

wi11 · · ·wim1λi1···im (0, 0),

where i j ∈ {1, . . . , k}, j = 1, . . . ,m, and g(w1) = 0 if m(w) = ∞. Then g is a
homogeneous function with degree m. Further we define a function f by

f (w1, w2, s, u)= λ((sw1, uw2))− λ(0, 0)− sm g(w1)

for any (w1, w2) ∈ T0Rn−1
= Rk

×Rn−k−1. From the definition of f , each term
contains the parameter u as a factor or the order of s is greater than m. In particular,

lim
s→0

f (w1, w2, s, s1+m)

sm = 0,

or, in other words,

lim
s→0

λ((sw1, s1+mw2))− λ(0, 0)
sm = g(w1).
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Hence we have

xi, j (sw1, uw2, t)

= yi j (sw1, uw2, λ(sw1, uw2))

+ (t − λ(sw1, uw2))yi j
′(sw1, uw2, ti j (sw1, uw2, t))

= yi j (sw1, uw2, λ(sw1, uw2))

+ (t − λ(0, 0)− sm g(w1)− f (w1, w2, s, u))yi j
′(sw1, uw2, ti j (sw1, uw2, t)).

Recall for the next step that λ(0, 0)= t0 and yi j (v, λ(v))= 0 for i = 1, . . . , n and
j = 1, . . . , k where v are near 0.

We first consider a curve

c̃(s)= ψ((sw1, sw2, t0+ sw3))

and set c(s)= expp(c̃(s)). Since c̃(0)=ψ((0, 0, t0)) and c̃′(0)=dψ((w1, w2, w3)),
we have

c′(0)=
n−1∑

j=k+1

w j2Y j (0, 0, t0)−w3 En(t0).

Therefore, we see that

c′(0) ∈ Span
(
Yk+1(0, 0, t0), . . . , Yn−1(0, 0, t0), En(0, 0, t0)

)
.

Next, we consider a curve c̃(s) = ψ((sw1, s1+mw2, t0 + s1+mw3)) for w =
(w1, w2) with m = m(w) > 0 and set c(s) = expp(c̃(s)). Then, we have c̃(0) =
ψ((0, 0, t0)) and

c̃′(s)= dψ((w1, (1+m)smw2, (1+m)smw3)).

Moreover, we have

lim
s→0

c′(s)
sm

=−g(w1)

k∑
j=1

w j1Y j
′(0,0, t0)+ (1+m)

n−1∑
j=k+1

w j2Y j (0,0, t0)− (1+m)w3 En(t0).

Since {Y1
′(0, 0, t0), . . . , Yk

′(0, 0, t0), Yk+1(0, 0, t0), . . . , Yn−1(0, 0, t0)} spans the
orthogonal complement of γτ(0)′(t0) in Tγτ(0)(t0)M, the above vector may become
any tangent vector in Tγv0 (t0)M. After changing the parameter, we have a curve

c̃(s)= ψ
(
((1+m)s)1/(1+m)w1, (1+m)sw2, t0+ (1+m)sw3

)
.

The image of this curve is the same as the previous one. We note that c̃(s) is not
differentiable at s = 0, but c(s) is differentiable at s = 0.

Summarizing the discussion so far, we get the following theorem.
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Theorem 3.4. Let M be a geodesically forward complete Finsler manifold without
boundary and p ∈ M. Let γ (t) = expp(tv) be a minimal geodesic from p to q
such that q = γ (t0) is conjugate to p along γ . Suppose k = dim ker d expp |t0v ≥ 1
is constant around v in Sp M. Let Jacobi vector fields Y1, . . . , Yn−1 be defined
as above such that Y1(t0) = · · · = Yk(t0) = 0. Then we have an orthogonal sum
Tq M =W1+W2+Span(γ ′(t0)), where W1 = Span(Y1

′(t0), . . . , Yk
′(t0)) and W2 =

Span(Yk+1(t0), . . . , Yn−1(t0)). Let c(s) and c̃(s), s ∈ (0, 1), be smooth curves such
that c(s) = expp(c̃(s)) ∈ M r C(p) for all s ∈ (0, 1), and lims→0 c(s) = q and
lims→0 c̃(s)= t0v. Then the following are true.

(1) If c̃(s) is differentiable at s = 0, then c′(0) ∈W2+Span(γ ′(t0)).

(2) Suppose that c′(0) exists and w 6= 0 is the projection of c′(0) to W1. If
there exists a vector w1 ∈ Rk such that w = −g(w1)

∑k
j=1w j1Y j

′(t0), then
lims→0 Span(c̃′(s)) ∈ ker d expp |t0v.

4. Sending curves into the tangent space by exp p
−1

Let (M, F) be a geodesically forward complete Finsler manifold without boundary.
For q ∈ C(p) let TqC(p) be the tangent cone of C(p) at q , i.e., v ∈ TqC(p)r {0}
if and only if there exists a sequence of vectors v j ∈ Tq M converging to 0 with
expq(v j ) ∈ C(p) such that v/F(q, v) = lim j→∞ v j/F(q, v j ). We do not know
whether {−v | v ∈ Ap(q)} ∩ TqC(p)=∅ is true or not.

The Voronoi region V (v) for v ∈ Ap(q)s in Tq M is defined by

V (v)= {w ∈ Tq M | ωv(w) < ωu(w) for all u ∈ Ap(q)s with u 6= v}.

Suppose Ap(q)s consists of more than one vector. If

Hv(u) := {w ∈ Tq M | ωv(w)−ωu(w) < 0}

for any u ∈ Ap(q)s with u 6= v, then V (v)=
⋂

u∈Ap(q)s ,u 6=v Hv(u). If Ap(q)s = {v},
we then set V (v)= Tq M r {0}. It follows that w ∈ V (v) if and only if there exists
the unique vector v ∈ Ap(q)s such that ωv(w)=min{ωu(w) | u ∈ Ap(q)s}.

Lemma 4.1. The following are true.

(1) −v∈V (v) for any v∈ Ap(q)s . If v∈ Ap(q)s and Ap(q)s 6= {v}, then v 6∈V (v).

(2) V (v) is a cone for any v ∈ Ap(q)s , i.e., µw ∈ V (v) for any w ∈ V (v) and any
µ > 0.

(3) V (v)∪ {0} is convex, i.e., µw1+ (1−µ)w2 ∈ V (v)∪ {0} for any µ ∈ [0, 1] if
w1, w2 ∈ V (v).

(4) V (v)∩V (u)=∅ and V (v)∩V (u)⊂ ker(ωv−ωu) for any u, v ∈ Ap(q)s with
u 6= v.
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(5)
⋃
v∈Ap(q)s V (v) is dense in Tq M. In particular,

⋃
v∈Ap(q)s V (v)= Tq M.

Proof. From the Cauchy–Schwarz inequality (see [Shen 2001, Lemma 1.2.6]:
ωu(w)≤ F(u)F(w) for all w ∈ Tq M with equality holding if and only if w = µu
for some µ≥ 0), we have

ωu(−v)≥−F(v)F(u)≥−1= ωv(−v)

for all u ∈ Ap(q)s. Suppose the equality ωu(−v)= ωv(−v) holds. Then we have
ωu(v)= ωv(v)= F(v)F(u). Hence v = µu for some µ ≥ 0. Then, 1= ωu(v)=

gu(u, µu)= µ, meaning u = v. Therefore, the equality does not hold if u 6= v.
If there exists a vector u ∈ Ap(q)s with u 6= v, then ωv(v)= 1= F(v)F(u) >

ωu(v), meaning that v 6∈ V (v). These prove (1).
Since ωv is the homogeneous with degree 1 for every v ∈ Ap(q)s, we have (2).
We prove (3). If Ap(q)s = {v}, we then have nothing to prove because V (v)=

Tq M r {0}. Assume that v ∈ Ap(q)s and Ap(q)s 6= {v}. Let w1, w2 ∈ V (v). We
then have ωv(w1) < ωu(w1) and ωv(w2) < ωu(w2) for any u ∈ Ap(q)s with u 6= v.
We may assume that µw1+ (1−µ)w2 6= 0 for µ ∈ [0, 1]. Then, we have

ωv(µw1+ (1−µ)w2)= µωv(w1)+ (1−µ)ωv(w2)

< µωu(w1)+ (1−µ)ωu(w2)

= ωu(µw1+ (1−µ)w2)

because of (2), proving that µw1+ (1−µ)w2 ∈ V (v).
From the definition of V (v), property (4) is a direct consequence.
We prove (5). Suppose that there exists w ∈ Tq M r

⋃
v∈Ap(q)s V (v). It fol-

lows from (1) that w 6= −v for any v ∈ Ap(q)s. We assume that ωv(w) =
inf{ωu(w) | u ∈ Ap(q)s} for some v ∈ Ap(q)s. Set w(ε) = w− εv for any ε > 0.
Then, for any u ∈ Ap(q)s with u 6= v, we have

ωu(w(ε))= ωu(w)+ εωu(−v)

> ωv(w)− ε

= ωv(w)+ εωv(−v)

= ωv(w(ε)).

From this, we see that w(ε) ∈ V (v), and, hence, w ∈ V (v)⊂
⋃
v∈Ap(q)s V (v). This

implies that
⋃
v∈Ap(q)s V (v)= Tq M. Thus,

⋃
v∈Ap(q)s V (v)= Tq M. �

Let Wq :=
⋃
v∈Ap(q)s V (v) which is dense in Tq M at q ∈ C(p).

Remark 4.2. We do not know whether Wq ∩ TqC(p)=∅ is true or not.

Let B f (q, ε) be the forward distance ball with center q and radius ε.
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Lemma 4.3. Let q ∈C(p). If q is not a conjugate cut point, then Wq∩TqC(p)=∅.
In particular, for any smooth curve c : [0, 1] → M with c(0)= q and c′(0) ∈Wq ,
there exists a number δ > 0 such that c(s) ∈ M rC(p) for all s ∈ (0, δ).

Proof. Since q is not a conjugate cut point, there exists a number ε > 0 such that
B f (q, ε)∩C(p) is a union of smooth hypersurfaces with boundaries (see [Ozols
1974]). This implies that w ∈Wq if and only if w 6∈ TqC(p). �

Lemma 4.4. If w ∈Wq r TqC(p), then there exist the unique point x ∈ Ũ c
p and a

curve c̃ : [0, ε)→ Tp M such that c̃(0)= x , c̃ is of class C∞ on (0, ε) and

d expp ◦ c̃

ds

∣∣∣∣
s=0
= w.

Proof. Assume that w ∈ V (v) for v ∈ Ap(q)s. Let γ : [0, d(p, q)] → M be the
minimal geodesic from p to q such that γ ′(d(p, q))= v and let c : [0, ε)→ M be
a curve such that c′(0)= w. From Lemma 2.1, it follows that

dd(p, c(s))
ds

∣∣∣∣
s=0
=min{ωu(w) | u ∈ Ap(q)s} = ωv(w).

This implies that a sequence of minimal geodesics T (p, c(s)) from p to c(s)
converges to γ as s→ 0+ 0. Then x = d(p, q)γ ′(0). Since w 6∈ TqC(p), there
exists a unique minimal geodesic T (p, c(s)) from p to c(s) for a sufficiently small
s > 0. If c̃(s) = d(p, c(s))y(s), where y(s) are the initial tangent vectors of
T (p, c(s)) at p, then c(s)= expp(c̃(s)) for s ∈ [0, ε). �

Remark 4.5. As was seen in Theorem 3.4, c̃′(0) may not exist: let M be a surface.
Then we know from [Shiohama and Tanaka 1996] that C(p) is locally a tree.
Suppose there exists an end point q of C(p) such that the sufficiently short edge e
ending at q is smooth. Then q is a point conjugate to p along a minimal geodesic γv
from p to q . If γv is the unique minimal geodesic, then the edge e has two lifts ẽ1

and ẽ2 in Tp M by expp such that ẽ1 ∩ ẽ2 = {λ(v)v} where expp(λ(v)v)= q . They
are tangent at λ(v)v, i.e., they are linearly dependent because λ′(v)=0 as mentioned
in Section 1. Let N be the tangent space of the circle with center origin and radius
d(p, q) in Tp M. Then ker d expp |x = N. Therefore, we can not find any w̃ such
that d expp |x(w̃)= w if w is a tangent vector at q orthogonal to γv ′(d(p, q)).

Theorem 4.6. Let c(s), s ∈ [a, b], be a curve of class C1 in M such that c′(a) 6= 0
and c(s) 6∈C(p) for all s ∈ (a, b]. Then there exists the unique curve c̃(s), s ∈ [a, b],
in Ũ c

p such that expp(c̃(s))= c(s) for all s ∈ [a, b].

Proof. Since expp : Ũp→Up is a diffeomorphism, c̃(s)= (expp |Ũp
)−1(c(s)) satis-

fies the required condition in s∈(a, b]. When c(a) 6∈C(p), c̃(a)=(expp |Ũp
)−1(c(a))

is also defined. Therefore, c̃(s), s ∈ [a, b], is the unique curve mentioned in the
theorem.
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Assume that q :=c(a)∈C(p). Let γs : [0, d(p, c(s))]→M be minimal geodesics
from p to c(s) for all s ∈ (a, b]. Assume that v ∈ Ap(q)s is an accumulation tangent
vector of γs

′(d(p, c(s))) as s→ 0. If w := c′(a) ∈ V (v)r TqC(p), then we can
have x ∈ Tp M and a curve c̃ mentioned in this theorem as was seen in Lemma 4.4
and γs

′(d(p, c(s))) converges to v as s→ a+ 0.
Assume that w ∈ V (v)r V (v). For any sufficiently small ε > 0, let cε(s) =

γs(d(p, c(s))−εs) for s ∈ (a, b]. Then we have cε(s) 6∈C(p) and cε ′(a)=w−εv.
Since cε ′(a)∈ V (v)rTqC(p), we have a curve c̃ε(s) such that expp(c̃ε(s))= cε(s).
Thus, expp(c̃(s))= c(s) as ε→ 0+ 0. �

We call a map c̃ : [a, b]→ Ũ c
p a pull back curve through expp (briefly, pb-curve)

if there exists a set of numbers {aλ | λ ∈3} ∪ {bλ | λ ∈3} in [a, b] satisfying the
following conditions:

(1) (aλ, bλ)∩(aλ′, bλ′)=∅ for λ, λ′∈3with λ 6=λ′ and c̃−1(Ũ c
prC̃(p))r{a, b}=⋃

λ∈3(aλ, bλ). In particular, we have c̃
(
(a, b)r

⋃
λ∈3(aλ, bλ)

)
⊂ C̃(p).

(2) Let c̃λ := c̃|[aλ+0,bλ−0] for every λ ∈3. Then c̃λ is continuous on [aλ, bλ] and
piecewise smooth on (aλ, bλ) for each λ ∈3.

(3) Let c := expp ◦ c̃. Then c : [a, b] → M is a piecewise smooth curve.

Since c is piecewise smooth, condition (3) implies that c(bλ− 0) = c(aλ′ + 0) if
bλ = aλ′ . Since the pb-curve c̃ is not assumed to be continuous, it may happen that
c̃(bλ− 0) 6= c̃(aλ′ + 0) even if c(bλ− 0)= c(aλ′ + 0) ∈ C(p).

We say that a nonconjugate cut point q of p is normal if exactly two minimal
geodesics from p to q exist in M. It follows from the implicit function theorem that
the set of all normal cut points of p makes a smooth hypersurface of M. Furthermore,
Itoh and Tanaka [1998] proved that the Hausdorff dimensions of the sets of all
conjugate cut points of p and all nonnormal cut points of p are not greater than
dim M − 2.

Lemma 4.7. Let c : [a, b] → M be a piecewise smooth curve. Assume that c does
not pass through any conjugate cut point and any nonnormal cut point of p. Then
there exists a pb-curve c̃ : [a, b]→ Ũ c

p such that expp(c̃(t))= c(t) and c̃ is a union
of piecewise smooth curves.

Proof. Since M rC(p) is an open set, there exists a set of numbers

{aλ | λ ∈3} ∪ {bλ | λ ∈3}

such that

c−1(M rC(p))r {a, b} =
⋃
λ∈3

(aλ, bλ).
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Then we have curves c̃λ : (aλ, bλ)→ Ũ c
p r C̃(p) such that expp ◦ c̃λ = c|(aλ,bλ) for

all λ ∈3. The domains of these curves are extended to their closures because of
Lemma 4.3 and Theorem 4.6.

Each connected component ` of c([a, b])∩C(p) has two curves g̃ and h̃ in C̃(p),
i.e., ` = expp ◦ g̃ = expp ◦ h̃, since ` is a piecewise smooth curve in a smooth
hypersurface in M consisting of normal cut points of p. We choose one of g̃
and h̃ for a pb-curve of `. Thus the union of those curves and c̃λ, λ ∈3, makes a
pb-curve c̃ of c. �

5. The relation between the distances induced by F and F∗

Let (M, F) be a geodesically forward complete Finsler manifold without boundary.
For a piecewise smooth curve c̃(t), t ∈[a, b], in Ũ c

p the length L(c̃) of c̃ is defined by

L(c̃)=
∫ b

a
F∗(c̃(t), c̃′(t)) dt.

It follows that L(c̃) = L(expp ◦ c̃). Let �(x, y) denote the set of all piecewise
smooth curves in Ũ c

p from x to y for x, y ∈ Ũ c
p and �0(x, y) the set of all pb-curves

in Ũ c
p whose image by expp connects expp(x) to expp(y) in M. Obviously, we

have �(x, y)⊂�0(x, y). For c̃ ∈�0(x, y), we have

L(c)= L(c̃)=
∑
λ∈3

∫ bλ

aλ
F∗(c̃λ(t), c̃λ′(t)) dt +

∫
[a,b]r∪λ∈3(aλ,bλ)

F∗(c̃(t), c̃′(t)) dt,

from the definition of a pb-curve.
We define the pseudodistances d∗(x, y) and d∗0 (x, y) from x to y by

d∗(x, y)= inf{L(c̃) | c̃ ∈�(x, y)}

d∗0 (x, y)= inf{L(c̃) | c̃ ∈�0(x, y)}.

It follows that d∗(x, y) ≥ d∗0 (x, y) ≥ d(expp(x), expp(y)) for any x, y ∈ Ũ c
p. It

may happen that d∗(x, y)= 0 for x 6= y when there exists a curve c(t), t ∈ [a, b],
from x to y in C̃(p) such that d expp(c̃

′(t))= 0 for t ∈ [a, b].

Lemma 5.1. For d∗0 (x, y) as above, we have d∗0 (x, y)= d(expp(x), expp(y)) for
any x, y ∈ Ũ c

p.

Proof. We prove that

d∗0 (x, y)≤ d(expp(x), expp(y)).

For any ε > 0 let c : [a, b] → M be a piecewise smooth curve from expp(x) to
expp(y) such that L(c)< d(expp(x), expp(y))+ε. Since the Hausdorff dimensions
of the sets of all conjugate cut points of p and all nonnormal cut points of p are
not greater than dim M − 2 (see [Itoh and Tanaka 1998, Lemmas 2 and 3; Federer
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1969]), we may assume that c does not pass those points. Then we can apply
Lemma 4.7 to obtain a pb-curve c̃ such that expp ◦ c̃ = c. Note that if this pb-
curve c̃ does not satisfy c̃(a)= x and c̃(b)= y, then those end points are replaced
by x and y, because limt→a expp(c̃(t))=expp(x) and limt→b expp(c̃(t))=expp(y).
The resulting curve c̃ after this change is a pb-curve as well and connects from x
to y such that expp(c̃(t))= c(t) for all t ∈ [a, b]. Therefore, we have

d∗0 (x, y)≤ L(c̃)= L(c) < d(expp(x), expp(y))+ ε,

and, hence, d∗0 (x, y)≤ d(expp(x), expp(y)). �

We define an equivalence relation ∼ in Ũ c
p as follows: x ∼ y if and only if

d∗0 (x, y) = 0. Let [x] denote the equivalence class of this relation ∼ containing
x ∈ Ũ c

p and Ũ c
p/∼ = {[x] | x ∈ Ũ c

p}. It follows from Lemma 5.1 that [x] = [y] if
and only if expp(x)= expp(y) for any x, y ∈ Ũ c

p. We define a metric d∗1 ([x], [y])
on Ũ c

p/∼ by d∗1 ([x], [y])= d∗0 (x, y) for any x, y ∈ Ũ c
p.

Lemma 5.2. Let d∗1 be the distance defined as above. Then (M, d) is isometric to
(Ũ c

p/∼, d∗1 ) where d is the distance induced by F on M.

The following theorem is a direct consequence of Lemma 5.2.

Theorem 5.3. Let (M, FM) and (N,FN ) be geodesically forward complete Finsler
manifolds and pM ∈ M, pN ∈ N. Assume that there exists a linear isomorphism
I : TpM M → TpN N such that FM(pM , x) = FN (pN , I (x)) for all x ∈ TpM M
and exppN

(I (x))= exppN
(I (y)) for all x, y ∈ C̃(pM) with exppM

(x)= exppM
(y).

If (Ũ c
pM
, d∗M) and (Ũ c

pN
, d∗N ) are isometric under the map I, then (M, FM) and

(N , FN ) are isometric.

Proof. From the assumption, we see that C̃(pN )= I (C̃(pM)) and [I (x)] = [I (y)]
for all x, y ∈ C̃(pM) with [x] = [y]. Therefore, (Ũ c

pM
/∼, dpM

∗

1) is isometric to
(Ũ c

pN
/∼, dpN

∗

1). This theorem follows from Lemma 5.2. �

Without assuming the invariance of the equivalence classes under the map I, we do
not have an isometry from M to N. In fact, there exist surfaces (M, FM) and (N , FN )

such that they are not isometric, although (Ũ c
pM
, d∗M) and (Ũ c

pN
, d∗N ) are isometric.

Example 5.4. Let a > b > 0. Let T 2 be a torus defined by

T 2
:=
{(
(a+b cos u) cos v, (a+b cos u) sin v, b sin u

) ∣∣ 0≤ u ≤ 2π, 0≤ v ≤ 2π
}
.

Let M = T 2. We make a surface N in the following way. Cut and open T 2 along
the meridian circle v = π , and then glue the boundary as follows:

((a+ b cos u) cos(π − 0), (a+ b cos u) sin(π − 0), b sin u)
and

((a+ b cos(−u)) cos(π + 0), (a+ b cos(−u)) sin(π + 0), b sin(−u))
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are identified for −π ≤ u ≤ π . The resulting surface N is a Klein bottle. Hence M
is not isometric to N. However, if pM ∈M and pN ∈ N are the points corresponding
to (a+ b, 0, 0), then (Ũ c

pM
, d∗M) is isometric to (Ũ c

pN
, d∗N ).

We next see the relation between (Ũ c
p, d∗) and (M, d). We say that a critical point

q∈C(p) is jointing if there exists a number δ>0 such that Bb(q, ε)∩B f (p, d(p, q))
is not connected for any ε ∈ (0, δ), where Bb(x, τ ) and B f (x, τ ) are backward and
forward open distance balls with center x ∈ M and radius τ > 0, respectively. It
follows from Theorem 4.3 in [Innami et al. 2019] that if a nonconjugate cut point
q ∈ C(p) is a local minimum point of the distance function d(p, · )|C(p), then q is
jointing. Let Join(p) denote the set of all jointing cut points of p in M.

Lemma 5.5. Let q ∈ C(p) be jointing. Then Ap(q)s consists exactly two elements,
say v and w, satisfying that ωv + kωw = 0 for some number k > 0. In particular, q
is a local minimum point of the function d(p, · )|C(p).

Proof. Since q is jointing, there exist at least two elements v and w in Ap(q)s. Let
N (v)={z ∈ Tq M |ωv(z)= 0}. If N (v) 6= N (w) for v 6=w, then there exists a curve
z(t), t ∈ [0, 1], connecting −v and −w such that ωv(z(t)) < 0 and ωw(z(t)) < 0
for all t ∈ [0, 1]. This contradicts the fact that q is a jointing cut point. This implies
that ωv+kωw = 0 for some number k > 0 and there is no vector other than v and w
in Ap(q)s. �

Lemma 5.6. Let q ∈ C(p) be not jointing. Then, for any ε > 0, there exists a curve
c : [0, 1] → M such that c(0) = c(1) = q, d(p, c(t)) < d(p, q) for all t ∈ (0, 1)
and L(c) < ε.

When dim M = 2, we can see the detailed structure of the cut locus C(p) in
[Sabau and Tanaka 2016; Shiohama and Tanaka 1996]. Let S f (p, t) be the forward
distance sphere with center p and radius t (the distance is measured from p) and
Ce(p) the set of all end cut points.

Lemma 5.7 [Shiohama and Tanaka 1996, Theorems A and B; Sabau and Tanaka
2016, Theorems B and C]. Let dim M = 2. Then the following are true.

(1) There exists a class M = {m1, . . .} of countably many rectifiable Jordan
arcs mi : Ii → C(p), i = 1, . . . , such that Ii is an open or closed interval
and such that

C(p)rCe(p)=
∞⋃

i=1

mi (Ii ), disjoint union

where each mi has at most countably many branch points such that there are
at most countably many members in M emanating from each of them.
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(2) There exists a set EM ⊂ (0,∞) of measure zero with the following properties.
For every t 6∈ EM with t > 0, there exist at most two minimal geodesics from p
to every point x ∈ S f (p, t) ∩C(p). Furthermore, if x ∈ S f (p, t) ∩C(p) is
joined from p by a unique minimal geodesic, then x is an end point of C(p).
There exists at most countably many points in S f (p, t)∩C(p) which are joined
from p by two distinct minimal geodesics.

Some claims of this lemma can be translated into the tangent space Tp M under
the exponential map expp as follows.

Lemma 5.8. Let dim M = 2. There exists a set EM ⊂ (0,∞) of measure zero
with the following properties. For every t 6∈ EM with t > 0, for every point
x ∈ S f (p, t) ∩ C(p), we have that expp

−1(x) consists of at most two points.
Furthermore, if expp

−1(x) consists of a unique point, then x is an end point of
C(p). There exists at most countably many pairs of points x̃ and ỹ in S̃(0, t)∩C̃(p)
such that expp(x̃) = expp(ỹ) =: z, and, moreover, we may assume that x̃ and ỹ
are interior points of expp

−1(mi ) for some members mi in M . In particular,
there exist subarcs `x̃ and `ỹ of expp

−1(mi ) containing x̃ and ỹ, respectively, with
expp(`x̃)= expp(``ỹ )⊂ mi .

From the construction of mi , we remark that, for every i , di : Ii → R defined by
di (t)= d(p,mi (t)) for all t ∈ Ii is strictly monotone.

Theorem 5.9. Let (M, FM) and (N,FN ) be geodesically forward complete Finsler
orientable surfaces, that is, dim M = 2, and pM ∈ M, pN ∈ N. Assume that
d(pM , · )

−1(a)∩ Join(pM) has at most one element for all a ∈R. If (Ũ c
pM
, d∗M) and

(Ũ c
pN
, d∗N ) are isometric under some linear map I from TpM M to TpN N, then M

and N are isometric.

Proof. Letψ :MrC(pM)→NrC(pN ) be given byψ(x)=exppN
◦I◦exppM

−1(x)
for all x ∈M rC(pM). From Lemma 5.1, B f (pM , r) is isometric to B f (pN , r) for
a sufficiently small r > 0. Let R = sup{r | B f (pM , r) is isometric to B f (pN , r)}.
We prove R =∞. Suppose for indirect proof that R <∞.

We prove that the map ψ can be extended to B f (pM , R) ∪ S f (pM , R) iso-
metrically. It follows from Lemma 5.6 that exppM

(x̃) = exppM
(ỹ) if and only if

exppN
(I (x̃))= exppN

(I (ỹ)) for all x̃, ỹ ∈ S(0, R)∩ C̃(pM) which are not tangent
jointing cut points. If exppM

(x̃) = exppM
(ỹ) =: x is jointing, then x is a local

minimum point of the function d(pM , · )|C(pM ) because of Lemma 5.5. From
the assumptions on Join(pM), (Ũ c

pM
, d∗M) and (Ũ c

pN
, d∗N ), we see that exppN

(I (x̃))
is a local minimum point of d(pN , · )|C(pN ) and, moreover,

d(pN , · )
−1(dM(p, x))∩ Join(pN )

has exactly one point. Thus, from Lemma 5.5, exppN
(I (x̃))= exppN

(I (ỹ))=: xN ,
since ApN (xN )

s consists of exactly two elements.
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Since we suppose R <∞, there exists a sequence of numbers t j 6∈ EM ∩ EN ,
t j > R, such that there exist points x̃ j and ỹ j with exppM

(x̃ j ) = exppM
(ỹ j ) =:

x j ∈ S(pM , t j ) ∩C(pM) but exppN
(I (x̃ j )) 6= exppN

(I (ỹ j )) for every j and they
converge to points x̃ and ỹ with exppM

(x̃)= exppM
(ỹ)=: x ∈ S(pM , R)∩C(pM),

respectively. However this cannot happen. In fact, we may assume that x j are
contained in one member mx in MM emanating from x ∈ C(pM). Let `x̃ and `ỹ be
subarcs of C̃(pM) containing all x̃ j and ỹ j , respectively. Since t j 6∈ EM ∩ EN and
the functions t 7→ d(p, I (`x̃(t))) and t 7→ d(p, I (`ỹ(t))) are strictly monotone,
we see that I (`x̃) and I (`ỹ) are identified and members in MN . This implies that
exppN

(I (x̃ j ))= exppN
(I (ỹ j )), a contradiction. �

6. Differentiable points of the cut locus

Let (M, F) be a geodesically forward complete Finsler manifold without boundary.
Let P(v,w) denote the vector subspace of Tq M spanned by v,w ∈ Tq M. Note that
if {v,w} is linearly dependent and w 6= 0, then the dimension of P(v,w) is one.

Lemma 6.1. Let q ∈ C(p) and w ∈ Tq M r TqC(p). Then there exists a tangent
vector v ∈ TqC(p) such that P(v,w)∩ Ap(q)r {0} 6=∅.

Proof. Let c(s), s ∈ [0, δ), be a smooth curve such that c(0) = q, c′(0) = w and
c(s) 6∈ C(p) for all s ∈ (0, δ). Let γs : [0, `s] → M be maximal minimal geodesics
from p through c(s). Then γs converges a minimal geodesic γ : [0, d(p, q)] → M
from p to q because of Theorem 4.6 and γs(`s) ∈ C(p) converges to q as s→ 0.
If vs denotes the initial tangent vector of the unit speed minimal geodesics from q
to γs(`s) at q, then there exists a subsequence vs j converging to a vector v and
γ ′(d(p, q)) ∈ P(v,w)∩ Ap(q). �

Lemma 6.2. Let X, Y and Z be vector spaces such that X is the direct sum of Y
and Z. For z1 ∈ Z (resp. z2 ∈ Z ), let Z1 (resp. Z2) be the vector subspace spanned
by Y and z1 (resp. z2) in X. Then either Z1 = Z2 or Z1 ∩ Z2 = Y . Furthermore, if
{z1, z2} is linearly independent, we then have Z1 ∩ Z2 = Y.

Proof. We prove that {z1, z2} is linearly dependent if Z1 ∩ Z2 6= Y. Suppose
Z1 ∩ Z2 6= Y. Then there exists a vector z ∈ Z1 ∩ Z2 r Y. Hence z = ay1+ bz1 =

cy2 + dz2 for some y1, y2 ∈ Y and a, b, c, d ∈ R with b 6= 0, d 6= 0. Since
ay1 − cy2 = −bz1 + dz2 and Y ∩ Z = {0}, we have z2 = (b/d)z1. Therefore
Z1 ∩ Z2 6= Y implies that Z1 = Z2. �

Let H(TqC(p)) and L(TqC(p)) be the convex hull of TqC(p) in Tq M and
the vector subspace generated by H(TqC(p)) in Tq M, respectively. Obviously,
TqC(p) ⊂ H(TqC(p)) ⊂ L(TqC(p)). We say that q ∈ C(p) is an end cut point
of C(p) if γ ′(d(p, q)) ∈ TqC(p) for some minimal geodesic γ from p to q .
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Lemma 6.3. Let q ∈C(p) be not an end cut point and let a vector subspace V be a
complement of L(TqC(p)) in Tq M. Suppose dim V ≥ 1. Then Ap(q) contains
a cone which is a graph over V in Tq M = V + L(TqC(p)). Namely, there
exists a function f : V → TqC(p) such that f is positively homogeneous and
Ap(q)= {(w, f (w)) | w ∈ V }.

Proof. Let w ∈ V r {0}. As was seen in the proof of Lemma 6.1, we have
a tangent vector v ∈ TqC(p) and a minimal geodesic segment γ from p to q
such that γ ′(d(p, q)) ∈ P(v,w)∩ Ap(q) i.e., γ ′(d(p, q)) = aw+ bv for certain
numbers a, b ∈ R. Since q is not an end cut point of C(p), we have a 6= 0.
Moreover, from Lemma 6.2, a map from V r {0} to Tq M, aw 7→ aw + bv,
is injective. In fact, if aw1 + bv1 = cw2 + dv2 for some a, b, c, d ∈ R with
a 6= 0, c 6= 0 and w1, w2 ∈ V, v1, v2 ∈ TqC(p), then Span(w1, L(TqC(p))) =
Span(w2, L(TqC(p))) 6= L(TqC(p)). Therefore w1 and w2 are linearly dependent
and, moreover, aw1 = cw2. Thus, we can define a map f : V → TqC(p) by
f (w)= (b/a)v and f (0)= 0; then Ap(q) is the graph of f over V in Tq M. From
the construction of f , we see that f is positively homogeneous on V. �

Remark 6.4. Because there are various selection methods of the complement of
L(TqC(p)) in Tq M, this cone may not be determined uniquely (see Examples 7.2
and 7.4).

We say that C(p) is differentiable at q ∈C(p) if TqC(p) is a vector subspace of
Tq M, i.e., L(TqC(p)) = TqC(p). From the definition, C(p) is not differentiable
at any end cut point of C(p), because there exists a minimal geodesic γ from p
to q such that γ ′(d(p, q)) ∈ TqC(p) and −γ ′(d(p, q)) 6∈ TqC(p), implying that
TqC(p) is not a vector subspace.

The following theorem is a direct consequence of Lemma 6.3.

Theorem 6.5. If C(p) is differentiable at q ∈ C(p), then Ap(q) contains a cone
which is a graph over the complement V of TqC(p) in Tq M. In particular, the
union S of minimal geodesics T (p, q) from p to q contains a sphere with dimension
dim V = n− dim TqC(p).

Corollary 6.6. If C(p) is differentiable at q ∈C(p), there is an n−dim TqC(p)−1
sphere S in C̃(p) such that expp(T (0, q̃)) is a minimal geodesic from p to q in M
for the line segment T (0, q̃) from origin and ending any point q̃ ∈ S.

We define a distance function from p restricted to C(p) by dC(p)(q)= d(p, q)
for any q ∈C(p) and a distance function on M to C(p) by dC(p)

b(x)= d(x,C(p))
for any point x ∈ M. Let q ∈ C(p). We say that a minimal geodesic T (x, q)
from x to q is a perpendicular to C(p) with foot q if d(y, q) = dC(p)

b(y) for all
y ∈ T (x, q).
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Corollary 6.7. Let q ∈ C(p) be a local minimum point of dC(p). Then there exists
a number δ > 0 such that γv : [−δ, 0] → M is a perpendicular to C(p) with foot q
for any v ∈ Ap(q)s. In particular, if C(p) is differentiable at q, then the set of all
perpendiculars to q is homeomorphic to a disk containing 0 in the complement V
of TqC(p) for sufficiently small ε > 0.

Proof. Let δ > 0 be a number such that, for all x ∈ Bb(q, 2δ) ∩ C(p), we have
dC(p)(q)≤ dC(p)(x). For v ∈ Ap(q)s, if γv : [−d(p, q), 0]→ M is a geodesic with
γv
′(0)= v, then γv is a minimal geodesic from p to q . Let p1= γv(−δ). Then q is a

foot of p1 on C(p). In fact, otherwise, there exists a point q ′∈ Bb(q, 2δ)∩C(p) such
that dC(p)(q ′)<dC(p)(q), contradicting the choice of δ. This proves the corollary. �

7. Examples

It is well known that the cut loci of the compact rank one symmetric spaces (two
point homogeneous spaces) are smooth. We construct other cut loci in product
spaces such that they have differentiable points.

Example 7.1. Let (M×N , g= α×β) be the Riemannian product of two complete
Riemannian manifolds (M, α) and (N , β). Let p = (p1, p2) ∈ M × N. Then the
cut locus C(p) of p in M × N is given by C(p) = CM(p1)× N ∪ M ×CN (p2)

where CM(p1) (resp. CN (p2)) is the cut locus of p1 (resp. p2) in M (resp. N ).
This follows from the fact: γ (t) = (µ(t), ν(t)) is a minimal geodesic from p to
q = (q1, q2) with unit speed for t ∈ [0, d(p, q)] if and only if µ(t) (resp. ν(t)) is the
minimal geodesic from p1 (resp. p2) to q1 (resp. q2) with speed dM(p1, q1)/d(p, q)
(resp. dN (p2, q2)/d(p, q)). Therefore, we see, at q = (q1, q2) ∈ C(p),

TqC(p)=


Tq1CM(p1)+ Tq2 N =: S1 if q1 ∈ CM(p1) and q2 6∈ CN (p2),

Tq1 M + Tq2CN (p2)=: S2 if q1 6∈ CM(p1) and q2 ∈ CN (p2),

S1 ∪ S2 if q1 ∈ CM(p1) and q2 ∈ CN (p2).

Assume that CM(p1) and CN (p2) are differentiable. Then, C(p) is differentiable
at q = (q1, q2) ∈ C(p) if q1 6∈ CM(p1) or q2 6∈ CN (p2), since S1 ∪ S2 is a vector
subspace only when one of S1 and S2 is the empty set, i.e., one of CM(p1) and
CN (p2) is the empty set.

Let h be a smooth function on M × N such that ‖dh(v)‖g < ‖v‖g for all
v ∈ T (M × N ). Then we have a Finsler metric F by F(v)= ‖v‖g + dh(v) for all
v ∈ T (M × N ) which is a Randers change by an exact 1-form dh. The cut locus
of p in (M×N , F) is the same as (M×N , g) (see [Innami et al. 2019]) and, hence,
is smooth at the same points.

To be seen in the following example, the differentiability of a cut locus C(p) in
our sense is different from that of the distance function from p restricted to C(p).
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An example is like the cross shape of a thick long surface of revolution and a thin
long surface of revolution.

Example 7.2. Let M0 be a smooth surface of revolution whose Riemannian metric
is given by

ds2
= dt2

+ g(t)2dθ2, 0≤ t ≤ `, 0≤ θ ≤ 2π,

where g(t) > 0 for all t ∈ (0, `), g(0)= g(`)= 0, g′(0)=−g′(`)= 1. Let p and q
be the south and north pole of M0, i.e., the point with t = 0 and t = `, respectively.
Then we have CM0(p)= {q} and Ap(q)= Tq M0 r {0}. Assume that g is constant
on some interval [a, b] ⊂ (0, `). Let B(x, r) and B(y, r) be open distance balls
around x and y, respectively, where x =

( 1
2(a+ b), 0

)
and y =

( 1
2(a+ b), π

)
are

their coordinates.
Since [a, b]×[0, 2π ] is a flat cylinder, for a sufficiently small r > 0, B(x, r) and

B(y, r) are developed isometrically into the Euclid plane. The following surface S
of revolution replaces B(x, r) and B(y, r) in M0.

ds2
= dt2

+ h(t)2dϕ2, 0≤ t ≤ `1, 0≤ ϕ ≤ 2π,

where h(t) > 0 for all t ∈ (0, `1], h(0)= 0, h′(0)= 1 and h(t)= r− (`1− t) for all
t ∈ (`1−δ, `1], for some δ > 0. Let M be a surface such that two surfaces Sx and Sy

isometric to S are glued to M0rB(x, r)∪B(y, r) along each connected component
of its boundary. Then q ∈ CM(p) and CM(p) is a smooth curve passing through
q in a neighborhood of q. Furthermore, CM(p) near q is a geodesic through q
because of symmetry of M with respect to meridians θ = π/2 and θ = 3π/2.

We see that Ap(q) consists of two connected components with interior points. In
fact, the set of all minimal geodesics from p to q consists of meridians defined by
θ ∈ [−θ0, θ0]∪[π−θ0, π+θ0] for some θ0 > 0. This implies that the differential of
the distance function dp|CM (p) from p on CM(p) at q is not 0 and it is 0 for all initial
tangent vectors of meridians with θ ∈ (−θ0, θ0)∪(π−θ0, π+θ0). Therefore, CM(p)
is differentiable in our sense but the distance function dp|CM (p) is not differentiable
at the tangent vectors of the meridians with θ =−θ0, θ0, π−θ0, π+θ0 (see Figure 1).

q
CM .p/

domain of minimal geodesics

domain of minimal geodesics

Figure 1. CM(p) around q .
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We introduce the polar coordinate (r, ψ) in Tq M such that ψ = 0 contains the tan-
gent vector of CM(p) at q and Ap(q) is the coneψ ∈[ψ0, π−ψ0]∪[π+ψ0, 2π−ψ0].
If we choose the vector subspace V = {u(cosψ, sinψ) | u ∈ R} for any ψ ∈
[ψ0, π − ψ0] ∪ [π + ψ0, 2π − ψ0] as a complement to TqCM(p), then V it-
self is a graph over V contained in Ap(q) and obtained with the method in
Lemma 6.1. While, if V = {u(cosψ, sinψ) | u ∈ R} for ψ ∈ (0, ψ0), then
{u(cosψ0, sinψ0) | u ∈ R} ⊂ Ap(q) is the graph over V mentioned in Lemma 6.1.

Using the following Weinstein’s result, we may make many examples of cut
points as above.

Proposition 7.3 [Weinstein 1968, Proposition C]. Let D be an n-disk embedded in
a Riemannian manifold Mn. Then there is a new metric on M agreeing with the
original metric on a neighborhood of M-(interior of D) such that, for some point p
in D, expp is a diffeomorphism of the unit disk about the origin in Tp M onto D.

Example 7.4. Let S be a sphere having a flat domain Q. We first draw the smooth
simple closed curve K in Q such that the cut locus C(K ) of K in the inside of K
is like Figure 1. For example, let E be an ellipse in Q. We modify slightly arcs C1

and C2 near the end points of short axis of E in such a way that C1 and C2 are
pieces of a circle with center at the center of the ellipse. We may assume that the
resulting simple closed curve K is still symmetric with respect to the long axis and
its cut locus C(K ) is like Figure 1. Then, we change the metric on the outside of K
and find a point p ∈ S as stated in Proposition 7.3. We have C(p)= C(K ) which
is like Figure 1.

We check the exponential map and its differential map of the unit sphere in the
Euclid space.

Example 7.5. Let (r, θ) be a geodesic polar coordinate about the north pole
p = (0, 0, 1) of the unit sphere

M = {(x, y, z) | x2
+ y2
+ z2
= 1},

namely,

x = sin r cos θ, y = sin r sin θ, z = cos r.

Let D = {(x, y) | x2
+ y2 < 1} be the unit disk. We use the orthogonal projection

to xy-plane as a local coordinate system about the south half sphere of M. Then
the exponential map expp at p is given by

expp(r, θ)= (sin r cos θ, sin r sin θ), π

2
< r < 3π

2
.
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We see that expp(π, θ)= q where q = (0, 0,−1) is the south pole of M and q is
the point conjugate to p along all minimal geodesics from p to q, since

d expp |(r,θ) =

(
cos r cos θ − sin r sin θ
cos r sin θ sin r cos θ

)
and, hence,

d expp |(π,θ) =

(
− cos θ 0
− sin θ 0

)
.

Let c̃(t)= (r(t), θ(t)) be a curve in Tp M. Then we have

c(t)= expp(c̃(t))= (sin r(t) cos θ(t), sin r(t) sin θ(t)).

If c′(t)= (x ′(t), y′(t)), we then have the equation{
x ′(t)= r ′(t) cos r(t) cos θ(t)− θ ′(t) sin r(t) sin θ(t),
y′(t)= r ′(t) cos r(t) sin θ(t)+ θ ′(t) sin r(t) cos θ(t)

and, hence,(
cos r(t) cos θ(t) − sin r(t) sin θ(t)
cos r(t) sin θ(t) sin r(t) cos θ(t)

)(
r ′(t)
θ ′(t)

)
=

(
x ′(t)
y′(t)

)
,

or (
cos θ(t) − sin θ(t)
sin θ(t) cos θ(t)

)(
cos r(t) 0

0 sin r(t)

)(
r ′(t)
θ ′(t)

)
=

(
x ′(t)
y′(t)

)
.

Hence, we have

r ′(t)=
1

cos r(t)

(
x ′(t) cos θ(t)+ y′(t) sin θ(t)

)
,

θ ′(t)=
1

sin r(t)

(
y′(t) cos θ(t)− x ′(t) sin θ(t)

)
.

Since x2
+ y2
= sin2 r , cos θ = x/

√
x2+ y2 and sin θ = y/

√
x2+ y2, we have

r ′(t)=
x ′(t)x(t)+ y′(t)y(t)√
x(t)2+ y(t)2 cos r(t)

, θ ′(t)=
y′(t)x(t)− x ′(t)y(t)

x(t)2+ y(t)2
.

If c(t)= (t, 0), then c̃(t)= (arcsin t, 0) for t ∈ [0, 1]. We consider a curve c(t)=
(t, bta), t ∈[0, 1], for a>1 and b 6=0. Then we have c′(0)= (1, 0) and c̃(0)= (π, 0).
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Hence, cos r(t) < 0 near t = 0. For c̃′(0), since

r ′(t)=−
t + ab2t2a−1

√
t2+ b2t2a

√
1− (t2+ b2t2a)

, θ ′(t)=
abta
− bta

t2+ b2t2a ,

we have r ′(t)→−1 and

θ ′(t)→


∞ for 1< a < 2,
b for a = 2,
0 for a > 2,

as t→ 0+ 0. Therefore, c̃ is differentiable at t = 0 if a ≥ 2. Otherwise, c̃ cannot
be extended differentiably to t = 0. This example shows us that we are not allowed
to express d expp(c̃

′(0))= c′(0) in Lemma 4.4 for 1< a < 2 and b 6= 0.
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SHIFT OPERATORS, RESIDUE FAMILIES
AND DEGENERATE LAPLACIANS

ANDREAS JUHL AND BENT ØRSTED

In this paper, we introduce new aspects in conformal geometry of some very
natural second-order differential operators. These operators are termed
shift operators. In the flat space, they are intertwining operators which are
closely related to symmetry breaking differential operators. In the curved
case, they are closely connected with ideas of holography and the works of
Fefferman–Graham, Gover–Waldron and one of the authors. In particular,
we obtain an alternative description of the so-called residue families in con-
formal geometry in terms of compositions of shift operators. This relation
allows easy new proofs of some of their basic properties. In addition, we
derive new holographic formulas for Q-curvatures in even dimension. Since
these turn out to be equivalent to earlier holographic formulas, the novelty
here is their conceptually very natural proof. The overall discussion leads
to a unification of constructions in representation theory and conformal ge-
ometry.
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1. Introduction and formulation of the main results

Conformal differential geometry has seen spectacular developments in recent years,
both from a perspective of pure mathematics, and from a mathematical physics point
of view. The construction of ambient metrics and Poincaré metrics by Fefferman
and Graham [2012] gave rise to many important applications and fundamental
insights. This is closely connected to the idea of holography.
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Attempts to extend these ideas to a conformal submanifold theory were one source
for the notion of symmetry breaking operators. This recent notion in representation
theory is central in studies of, for instance, the interplay between the representation
theory of the conformal group (the Möbius group) of Euclidean space and the
corresponding group for a hyperplane. In particular, it plays a basic role in the study
of branching laws of representations. The works [Kobayashi et al. 2015; 2016;
Kobayashi and Speh 2015; 2018; Kobayashi and Pevzner 2016; Fischmann et al.
2016; Frahm and Ørsted 2019] reflect recent progress in this area. Curved analogs
of symmetry breaking operators in conformal geometry deal with conformally
covariant differential operators C∞(X)→ C∞(M), where M is a hypersurface of
a Riemannian manifold X (see [Juhl 2009]). Residue families (introduced in [Juhl
2009]) are curved versions of symmetry breaking operators which are defined in
a setting where X is a tubular neighborhood of M and where the metric on X is
determined by the metric on M . For recent substantial progress in the general case
we refer to [Gover and Peterson 2018].

In this paper, we shall develop a theory of some second-order differential opera-
tors, originally found via representation theory as shift operators between symmetry
breaking operators. These operators turn out to be very natural and admit generaliza-
tions within a framework defined by Riemannian metrics. Remarkably, these general-
izations did appear in earlier work from a number of different perspectives, in particu-
lar from the point of view of tractor calculus, a powerful tool in conformal geometry.

Shift operators recently appeared in the theory of symmetry breaking operators.
The latter operators are generalizations of Knapp–Stein intertwining operators
which intertwine principal series representations of semisimple Lie group. Sym-
metry breaking operators map between functional spaces on a given flag variety
to functional spaces on a subvariety and are equivariant only with respect to the
symmetry group of the subvariety. This loss of symmetry is the origin of the
notion. A typical situation is that of the round sphere Sn+1 with an equatorially
embedded subsphere Sn ↪→ Sn+1. The noncompact model of that situation is
a standard embedding Rn ↪→ Rn+1. In these cases, the relevant groups are the
conformal groups of the respective submanifolds. Conformal symmetry breaking
differential operators acting on functions in that setting are of particular importance
for conformal differential geometry [Juhl 2009].

Shift operators shift the spectral parameter in the distributional Schwartz kernels
of conformal symmetry breaking operators. Such results in the setting Rn ↪→ Rn+1

first appeared in [Fischmann et al. 2019] and will be recalled in Section 2E. The
basic shift operator in that theory is given by the 1-parameter family [Fischmann
et al. 2019, (3.5)]

(1-1) P(λ)= r1− (2λ− n− 3)∂r : C∞(Rn+1)→ C∞(Rn+1), λ ∈ C
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of second-order differential operators on Rn+1. Here 1 denotes the nonpositive
Laplacian of the flat metric on the space Rn+1 with coordinates (r, x). We regard
r as a defining function of the subspace Rn . For any λ ∈ C, the operator P(λ) is
equivariant with respect to principal series representations restricted to the conformal
group Conf(Rn) of the subspace Rn with the flat metric regarded as the subgroup
of the conformal group Conf(Rn+1) of Rn+1 leaving Rn invariant. More precisely,
P(λ) satisfies the intertwining relation

(1-2)
(
γ∗(r)

r

)n−λ+2

◦ γ∗ ◦ P(λ)= P(λ) ◦
(
γ∗(r)

r

)n−λ+1

◦ γ∗

for all γ ∈ Conf(Rn)⊂ Conf(Rn+1). Here γ∗ = (γ−1)∗ denotes the push-forward
operator on functions induced by γ .

In the present paper, we generalize these results to a framework defined by
Riemannian metrics and discuss some applications. One of the main applications
concerns the residue families of [Juhl 2009]. As noted above, they can be regarded as
curved analogs of symmetry breaking differential operators. More precisely, residue
families are 1-parameter families of conformally covariant differential operators

(1-3) Dres
N (h; λ) : C

∞(M+)→ C∞(M), λ ∈ C

of order N ∈ N. These are defined in the following setting. We consider a general
Riemannian manifold (M, h). Let M+ be an open neighborhood of {0} × M in
[0,∞)×M . On the open interior M◦

+
= (0, ε)×M of M+, let g+ = r−2(dr2

+hr )

be an even Poincaré metric in normal form relative to h. Here hr is a 1-parameter
family of metrics on M with h0 = h. The metric ḡ = dr2

+ hr is a conformal
compactification of g+. The relevant concepts were developed in [Fefferman and
Graham 2012] and will be recalled in Section 2. Although the Poincaré metric
g+ is not completely determined by the metric h, residue families only depend on
the Taylor coefficients of the family hr at r = 0 which are uniquely determined
by h. More precisely, the even-order family Dres

2N (h; λ) involves 2N derivatives by
the variable r and depends on the Taylor coefficients of hr of order ≤ 2N . The
conformal covariance of residue families describes their behavior under conformal
changes h→ e2ϕh of the metric on the submanifold M ↪→ M+ = [0, ε)×M .

Our generalizations of the shift operator P(λ) are differential operators which
act on smooth functions on M+ and are defined in terms of an even Poincaré metric
g+ on M◦

+
. In fact, we define a curved version of the shift operator P(λ) by the

formula1

(1-4) S(g+; λ)= r1ḡ − (2λ−n+1)∂r −
1
2(λ−n+1) tr(h−1

r ḣr ).

1The shift by 2 in the parameter λ is a matter of conventions.
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Here the dot denotes derivatives with respect to r and ḡ = r2g+. This definition
can also be written in the form

S(g+; λ)= r1ḡ − (2λ−n+1)∂r − (λ−n+1)v̇(r)/v(r),

where the function v(r, ·) ∈ C∞(M) is defined by the relation

dvol(hr )= v(r) dvol(h)

of volume forms. We note that, in contrast to residue families, the shift operators
are not defined only by the Taylor coefficients of hr at r = 0.2

The operator S(g+; λ) is a second-order differential operator which degenerates
for r = 0, i.e., on the submanifold M . Theorem 3.7 establishes the shift property of
S(g+; λ). This property describes its action on functions of the form rλu∈C∞(M◦

+
),

where u is an eigenfunction of the Laplacian 1g+ of the Poincaré metric g+ on M◦
+

.
The following result describes the behavior of S(g+; λ) under conformal changes

of the boundary metric h (Proposition 3.9).

Theorem 1. Assume that (Mn, h) is a manifold of dimension n. Let ĥ = e2ϕh be a
metric in the conformal class of h. Let g+ be an even Poincaré metric in normal
form relative to h on M◦

+
. Let κ be a diffeomorphism of M+ which restricts to the

identity on M and for which the Poincaré metric ĝ+ = κ∗(g+) is in normal form
relative to ĥ. In these terms, we have

(1-5) S(ĝ+; λ)= κ∗ ◦
(
κ∗(r)

r

)λ−n

◦ S(g+; λ) ◦
(
κ∗(r)

r

)n−λ−1

◦ κ∗.

This result may be regarded as a version of conformal covariance. Although the
transformation law (1-5) formally resembles the equivariance property (1-2), the
former law is not a generalization of the latter one. In fact, the diffeomorphisms κ
should not be confused with the conformal maps γ : κ leaves the submanifold M
pointwise fixed. However, the formal similarity between the intertwining property
(1-2) and the conformal transformation law (1-5) can be explained by recognizing
P(λ) and S(g+; λ) (for Einstein g+) both as special cases of the degenerate Lapla-
cian I·D introduced in [Gover and Waldron 2014] (this concept will be recalled in
Section 2G). Indeed, we note that

P(λ)= S(ghyp; λ−2)

and

S(ghyp;λ)=(I·D)[r2ghyp;r, λ−n+1] and S(g+;λ)=−(I·D)[r2g+;r, λ−n+1],

2However, in the analytic category, the family hr is completely determined by h.
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where ghyp denotes the hyperbolic metric in the upper half-space and g+ is Einstein
(see (2-38) and (3-4)). Since γ preserves the hyperbolic metric ghyp, we have

γ ∗(r2ghyp)=

(
γ ∗(r)

r

)2

(r2ghyp)

and the conformal transformation law for I·D (Proposition 2.2) implies(
r

γ ∗(r)

)λ−n−2

◦ γ ∗ ◦ P(λ) ◦ γ∗ ◦
(

r
γ ∗(r)

)n−λ+1

=

(
r

γ ∗(r)

)λ−n−2

◦ γ ∗ ◦ (I·D)[r2ghyp; r; λ−n−1] ◦ γ ∗ ◦
(

r
γ ∗(r)

)n−λ+1

=

(
r

γ ∗(r)

)λ−n−2

◦ γ ∗ ◦ (I·D)[γ ∗(r2ghyp); γ
∗(r); λ−n−1] ◦ γ ∗ ◦

(
r

γ ∗(r)

)n−λ+1

= (I·D)[r2ghyp; r, λ−n−1] = P(λ).

This proves (1-2). A similar calculation gives (1-5) (Remark 3.10).
For N ∈ N, we define the compositions

(1-6) SN (g+; λ)
def
= S(g+; λ) ◦ · · · ◦ S(g+; λ+N−1)︸ ︷︷ ︸

N factors

.

We shall refer to these operators as iterated shift operators or simply also as shift
operators. Theorem 1 implies that all iterated shift operators SN (g+; λ) are confor-
mally covariant (in the sense as in (1-5)). The following result states that residue
families (1-3) can be written in terms of iterated shift operators (Corollary 4.2).
Its proof rests on the shift property of the shift operators. Let the embedding
ι : M ↪→ M+ be defined by m 7→ (0,m).

Theorem 2. Assume that (Mn, h) is a Riemannian manifold of dimension n. Let
N ∈ N so that 2N ≤ n if n is even. Then the residue family Dres

2N (h; λ) of order 2N
is proportional to the composition of the family λ 7→ S2N (g+; λ+ n− 2N ) with the
restriction ι∗ to M. More precisely, we have

(1-7) (−2N )N

(
λ+

n+1
2
−2N

)
N

Dres
2N (h; λ)= ι

∗S2N (g+; λ+n−2N ).

A similar formula holds true for odd-order residue families.

Some comments on this result are in order.
By construction, the family S2N (g+; λ) involves 4N derivatives in the variable

r and depends on all Taylor coefficients of hr . The identity (1-7) shows that its
composition with the restriction operator ι∗ actually involves only 2N derivatives
in r and depends only on the Taylor coefficients of hr up to order 2N . In particular,
the compositions ι∗S2N (g+; λ) are completely determined by h. In the following,
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we shall denote these compositions by 62N (h; λ). For N ∈ N not satisfying
the assumptions in Theorem 2, the compositions ι∗S2N (g+; λ) in general are not
determined only by h.

The product formula (1-7) yields a new expression for the residue families.
It extends a result of [Clerc 2017; Fischmann et al. 2019] in the flat case. The
description of residue families in terms of restrictions to M of ”powers” of a
universal shift operator living in a neighborhood of M resembles the construction
of the conformally covariant powers of the Laplacian (GJMS operators) of h by
powers of the Laplacian of an ambient metric associated to h [Graham et al. 1992].

Theorem 2 can be used to deduce properties of residue families from properties of
shift operators and vice versa. In particular, the conformal covariance of SN (g+; λ)
implies a conformal covariance law for residue families. This reproves [Juhl 2009,
Theorem 6.6.3].

In addition, Theorem 2 enables us to give easy proofs of the systems of factoriza-
tion identities of residue families which play an important role in [Juhl 2009; Juhl
2013] in connection with the description of recursive structures for GJMS operators
and Q-curvatures. Our new proofs of these factorization identities rest on two basic
facts. The first one (Theorem 5.1) is also of independent interest.

Theorem 3. Assume that N ∈ N with 2N ≤ n if n is even. Then

(1-8) SN

(
g+;

n−1
2

)
= r N P2N (ḡ),

up to an error term in O(r∞) for n odd and o(rn−N ) for n even. Moreover, the
equality holds true without an error term if g+ is Einstein.

Here P2N (ḡ) is a GJMS operator of the conformal compactification ḡ of the
Poincaré metric g+ in normal form relative to h.3 The second basic fact is the
identity

(1-9) 62N

(
h; n

2
−N

)
= ((2N−1)!!)2 P2N (h)ι∗

(Theorem 5.6). This formula reproves a special case of a result of [Gover and
Waldron 2014]. Together with

(1-10) 62N

(
h; n−1

2
−N

)
= (2N )!ι∗P2N (ḡ)

it shows that the operators 62N (h; λ) interpolate between GJMS operators for the
metrics h and ḡ.

The coefficients of the families SN (g+; λ) depend on the parameters r and λ.
A closer study of both dependencies seems to be of interest. Theorem 3 may be

3For odd n, the operators P2N (ḡ) are well-defined for all N ∈ N. See the comments at the
beginning of Section 5A.
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regarded as a result in that direction. More results in this direction are discussed in
Section 6F.

Finally, through the relation between residue families and iterated shift operators,
we derive a new formula for the critical Q-curvature Qn(h) of a manifold (Mn, h)
of even dimension n (Theorem 5.12).

Theorem 4. Let n be even. Then

(1-11) Qn(h)= cn6n−1(h; 0)∂r (log v),

where cn = (−1)n/22n−2
(
0
( n

2

)
/0(n)

)2.

There is an interesting formal resemblance of the latter formula for the critical
Q-curvature with a formula of Fefferman and Hirachi [2003].

Theorem 4 extends to all subcritical Q-curvatures Q2N (h) for 2N < n in the
form

(1-12) Q2N (h)= c2N62N−1

(
h; n

2
− N

)
∂r (log v),

where c2N = (−1)N 22N−2(0(N )/0(2N ))2 (Theorem 5.14).
Combining (1-11) and (1-12) with Theorem 2, yields formulas for Q-curvatures

in terms of residue families. These turn out to be equivalent to the holographic
formulas proved in [Graham and Juhl 2007; Juhl 2011]. In other words, these
holographic formulas for Q-curvatures can be viewed as natural consequences of
Theorem 2.

The operator S(g+; λ) appeared in the literature in different contexts. The
construction of asymptotic expansions of eigenfunctions for the Laplacian 1g+ of a
Poincaré metric in [Graham and Zworski 2003] involved a second-order operator Ds .
In [Gover and Waldron 2014], the operator Ds was interpreted and generalized within
tractor calculus. This led to the definition of the so-called degenerate Laplacian I·D
which played a role in the discussion after Theorem 1. Compositions as in (1-6)
of these operators were used in [Gover and Waldron 2014] in connection with the
construction of asymptotic expansions in a more general eigenfunction problem.
The relations among these construction will be described in Section 2. In [Clerc
2017], Clerc gave a representation theoretical alternative construction of a family
of symmetry breaking differential operators introduced in [Juhl 2009] in terms of
compositions of shifted operators P(λ). Theorem 2 is a generalization of his result
to the curved setting.

The paper is organized as follows. After a collection of background material, we
use Section 3 to introduce the shift operator S(g+; λ) and prove basic properties. In
Section 4, we establish the connection between residue families and iterated shift
operators. Section 5 is devoted to various applications. Here we provide easy new
proofs of the factorization identities of residue families and discuss holographic
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formulas for Q-curvatures. In Section 6, we illustrate the main results in low-order
cases. In the final section, we speculate on the role of iterated shift operators in the
theory of the building block operators M2N [Juhl 2013; 2016] of GJMS operators.
In this connection, we derive a new formula for the so-called holographic Laplacian
[Juhl 2016] for the metric ḡ.

2. Preliminaries

In the present section, we fix notation and describe the general setting. We recall
basic facts on GJMS operators, Q-curvatures, residue families, shift operators and
the degenerate Laplacian.

2A. General notation. N is the set of natural numbers and N0 the set of nonnega-
tive integers. For a complex number a ∈ C and an integer N ∈ N, the Pochhammer
symbol (a)N is defined by (a)N

def
= a(a+ 1) · · · (a+ N − 1). We also set (a)0

def
= 1.

C∞(M) is the space of smooth functions on the manifold M and C∞c (M) denotes
the subspace of functions with compact support. The Laplacian of a Riemannian
metric g on a manifold M is denoted 1g; it acts on C∞(M). Here we use the
convention that −1g is nonnegative, i.e., −1g = δgd, where δg is the formal
adjoint of the differential d . Ric(g) and τ(g) denote the Ricci tensor and the scalar
curvature of g. On a manifold (Mn, g) of dimension n, we set J(g)= 1

2(n−1)τ(g)
and define the Schouten tensor of g by P(g) = 1

n−2(Ric(g)− J(g)g). We shall
also write simply P and J if the metric is clear by context. The symbol ◦ denotes
compositions of operators.

2B. GJMS operators and Q-curvatures. Let (Mn, h) be a Riemannian manifold
of dimension n ≥ 3. For N ∈ N if n is odd and N 3 N ≤ n

2 if n is even, the GJMS
operators are conformally covariant differential operators

P2N (h) : C∞(M)→ C∞(M)

of order 2N which are of the form P2N (h) = 1N
h + LOT, where LOT denotes

lower-order terms. These lower-order terms only depend on covariant derivatives
of the curvature of h. Under conformal changes ĥ = e2ϕh with ϕ ∈ C∞(M) of the
metric, the GJMS operators satisfy

(2-1) P2N (ĥ)= e−(n/2+N )ϕ
◦ P2N (h) ◦ e(n/2−N )ϕ.

In [Graham et al. 1992], these operators were constructed in terms of powers of the
Laplacian of an ambient metric associated to h.

The GJMS operators generalize the well-known Yamabe operator

(2-2) P2 =1−
(n

2
− 1

)
J
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and the Paneitz operator

(2-3) P4 =1
2
+ δ((n−2)Jh− 4P)#d +

(n
2
−2
)(n

2
J2
−2|P|2−1J

)
,

where |P|2 = Pi jP
i j and # indicates the natural action of symmetric 2-tensors on

�1(M).
In odd dimension n, we have GJMS operators P2N of any order 2N , N ∈ N.

But, for general metrics h in even dimension n, the restriction 2N ≤ n is necessary
both for the definition of P2N (h) and for the existence of conformally covariant
differential operators with leading term 1N

h [Graham 1992; Gover and Hirachi
2004].

Explicit formulas for GJMS operators for general metrics are very complicated
[Juhl 2013]. But for some special metrics, they may be given by closed formulas.
In particular, for Einstein manifolds (Mn, h) they are given by the formula

(2-4) P2N (h)=
N∏

l=1

(
1h − 2µ

(n
2
+ l − 1

)(n
2
− l
))

for all N ∈N, where the constantµ∈R is defined by Ric(h)=2µ(n−1)h [Fefferman
and Graham 2012]. Here the above restriction on their order is irrelevant.

It is a basic observation [Branson 1995] that

(2-5) P2N (h)(1)= (−1)N
(n

2
− N

)
Q2N (h)

for a scalar curvature invariant Q2N (h) ∈ C∞(Mn) of order 2N . The quantities
Q2N (h) are well-defined by (2-5) as long as 2N < n. These curvature quantities are
called the subcritical Q-curvatures. Their analogs of even order n can be defined
by analytic continuation in dimension n through the subcritical Q-curvatures. The
quantity Qn(h) is called the critical Q-curvature of (Mn, h). Under the respective
conditions n > 2 and n > 4, (2-2) and (2-3) yield the subcritical Q-curvatures

(2-6) Q2 = J and Q4 =
n
2
J2
−2|P|2−1J

of order 2 and 4. Here we suppress the obvious dependence of constructions on
the metric h. By continuation in dimension n, we define the respective critical
Q-curvatures

(2-7) Q2 = J and Q4 = 2J2
−2|P|2−1J

in dimension n = 2 and n = 4.
In the following, we shall often simplify notation by omitting the composition

sign ◦ in compositions with multiplication operators. It also will often lead to
simplifications to suppress the obvious dependence of constructions on h.
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2C. Poincaré metrics, eigenfunction expansions and GJMS operators. In the
present section, we briefly recall basic definitions concerning Poincaré metrics
in the sense of Fefferman and Graham [2012] and recall a description of GJMS
operators of (M, h) in terms of eigenfunctions of the Laplacian of an associated
Poincaré metric on M◦

+
[Graham and Zworski 2003]. This description will be of

central importance for all later constructions.
Let M be a manifold of dimension n ≥ 3. Let M+ be an open neighborhood of
{0}×M in [0,∞)×M , i.e., M+=[0, ε)×M for some ε > 0. We use the coordinate
r on the first factor. We define the embedding ι : M→ M+ by ι(m)= (0,m). Let
M◦
+
= (0, ε)×M . A smooth metric

(2-8) g+ = r−2(dr2
+ hr )

on M◦
+

is called a Poincaré metric in normal form relative to a metric h on M if
ḡ = r2g+ extends to M+, ḡ restricts to h, i.e., ι∗(ḡ)= h, and the Ricci tensor of g+
satisfies the Einstein condition

(2-9) Ric(g+)+ ng+ = O(r∞)

for odd n ≥ 3 and the Einstein condition

(2-10) Ric(g+)+ ng+ = O(rn−2)

together with the vanishing trace condition

(2-11) trh
(
ι∗(r−n+2(Ric(g+)+ ng+))

)
= 0

for even n ≥ 4. The metric ḡ = r2g+ on M+ is called a conformal compactification
of g+. The family hr in (2-8) is a smooth 1-parameter family of metrics on M .

If, for odd n, we also assume that hr has an even expansion

(2-12) hr = h0+ r2h2+ r4h4+ · · · ,

then the condition (2-9) implies that the coefficients h2, h4, . . . are uniquely de-
termined by h0 = h. These metrics are conveniently referred to as even Poincaré
metrics. One may consider the conformal compactification ḡ of an even Poincaré
metric as a smooth metric on the larger space (−ε, ε)× M . In the real analytic
category, hr converges and Ric(g+)+ ng+ = 0 in a neighborhood of {0}×M .

For even n, the situation is more complicated. In that case, the family hr has an
expansion of the form

(2-13) hr = h0+ r2h2+ · · ·+ rn−2hn−2︸ ︷︷ ︸
even powers

+rn(hn + log rh(1)0 )+ · · · .
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The condition (2-10) uniquely determines the coefficients h2, . . . , hn−2 by h0 = h.
Moreover, the vanishing trace condition (2-11) can be satisfied and determines the
h-trace of hn . However, the trace-free part of hn is not determined by h.

In general, the higher-order solutions of the Einstein condition contain log r
terms. The first log r coefficient h(1)0 (Fefferman–Graham obstruction tensor) is
uniquely determined by h and trace-free. For specific choices of the trace-free part
of hn , the condition

Ric(g+)+ ng+ = O(r∞)

may be satisfied by solutions with expansions of the form

(2-14) hr = h0+ r2h2+ · · ·+ rnhn + · · ·︸ ︷︷ ︸
even powers

+

∞∑
j=1

(rn log r) j h( j)
r

with even families h( j)
r . The log r terms in these expansion vanish if and only if the

obstruction tensor vanishes.
Now assume that g+= r−2(dr2

+hr ) is a Poincaré metric in normal form relative
to h. Hence h0= h. Let ĥ= e2ϕh be a metric in the same conformal class as h. Then
a suitable change of coordinates brings g+ into normal form relative to ĥ. Following
[Graham and Lee 1991, Section 5; Fefferman and Graham 2012, Proposition 4.3],
we briefly recall the arguments proving this basic observation. The metric g+ is
asymptotically hyperbolic since |dr/r |g+ = 1 on r = 0. The latter property suffices
to prove the existence of u ∈ C∞(M+) so that for ρ = reu

∈ C∞(M+) we have

|dρ|2
ρ2g+
= 1 near M .

Here the restriction of u to r = 0 can be arbitrarily chosen. Now let X= gradρ2g+(ρ)

be the gradient field of ρ with respect to the conformal compactification ρ2g+ of
g+. Let 8t

X be the flow of X. In these terms, we define the map

κ : [0, ε)×M 3 (λ, x) 7→ (8λX)(x) ∈ [0, ε)×M

for sufficiently small ε. Then κ(0, x)= x and κ∗(ρ)(λ, x)= λ. The gradient field
X is orthogonal to the slices ρ−1(λ). It follows that

κ∗(ρ2g+)= dλ2
+ kλ

for some 1-parameter family kλ. Hence

κ∗(g+)=
1

κ∗(ρ)
κ∗(ρ2g+)= λ−2(dλ2

+ kλ).

Finally, we note that

k0= ι
∗(dλ2

+kλ)= ι∗κ∗(ρ2g+)= (κι)∗(ρ2g+)= ι∗(ρ2g+)= ι∗
(
ρ

r

)2
h0= e2ι∗(u)h0
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(with obvious embeddings ι). In other words, for the choice ι∗(u)= ϕ, κ∗(g+) is a
Poincaré metric in normal form relative to ĥ.

The volume function v(r) ∈ C∞(Mn) is defined by the relation

(2-15) dvol(hr )= v(r) dvol(h)

of volume forms. For odd n and even Poincaré metrics, the function v(r) has an
even Taylor series v(r)= 1+ r2v2+ r4v4+ · · · . Similarly, for even n, we have

v(r)= 1+ r2v2+ · · ·+ rnvn + · · · .

The indicated coefficients in these expansions are locally determined by h. The
coefficients v2 j are called the renormalized volume coefficients of (Mn, h) [Graham
2000]. Note that

(2-16) v̇(r)/v(r)= 1
2 tr(h−1

r ḣr ).

In particular, for even n, the coefficient vn only depends on the trace of hn . We also
set

(2-17) w(r) def
=

√
v(r).

Then w(r)=
∑

j≥0 r2 jw2 j . The coefficients w2N are polynomials in v2k for k ≤ N .
A routine calculation shows that the Laplacian of g+ takes the form

(2-18) 1g+ = r21hr + r2∂2
r − (n−1)r∂r +

1
2 tr(h−1

r ḣr )r2∂r ,

where 1hr is the Laplacian of hr and ḣr denotes the derivative of hr with respect
to r . Since ḡ and g+ are conformally equivalent, another calculation shows that

(2-19) 1ḡ = r−2(1g+ + (n−1)r∂r )=1hr + ∂
2
r +

1
2 tr(h−1

r ḣr )∂r .

For even hr , this formula is well-defined on (−ε, ε)×M .
We continue with the discussion of GJMS operators of (Mn, h). These operators

can be described in terms of asymptotic expansions of the solutions of the equation

1g+u+ λ(n− λ)u = 0, λ ∈ C.

In the case of the hyperbolic ball such solutions can be represented as Helgason–
Poisson transforms of distributions (or even hyperfunctions) on the boundary Sn

[Helgason 1984]. Here we consider solutions with smooth boundary values in the
curved setting. A corresponding Poisson transform was constructed in [Graham
and Zworski 2003, Proposition 3.5]. Its definition rests on a local (near the bound-
ary) asymptotic analysis of the expansions of eigenfunctions and global mapping
properties of the resolvent of 1g+ acting on appropriate functional spaces.
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More precisely, we consider eigenfunctions u with asymptotic expansions of the
form

(2-20) u(r, x)∼
∑
j≥0

rλ+2 j a2 j (λ)(x)+
∑
j≥0

rn−λ+2 j b2 j (λ)(x)

with coefficients a2 j (λ), b2 j (λ) ∈ C∞(M). The coefficients in both sums in (2-20)
are determined by the respective leading coefficients a0(λ) and b0(λ) through a re-
cursive algorithm. Moreover, for a global eigenfunction u, both leading coefficients
are related by a scattering operator S(λ).

We recall these constructions in some more detail. First, a local asymptotic
analysis yields a map

8(λ) : C∞(M)→ rn−λC∞(M+), <(λ) > n/2

so that
(1g+ + λ(n− λ))8(λ) f = O(r∞).

For even Poincaré metrics, it has the form

8(λ) f = rn−λ f +
∑
j≥1

rn−λ+2 jT2 j (n− λ) f,

where T2 j (λ) are meromorphic families of differential operators on M of order 2 j .
Next, the resolvent R(λ)= (1g++λ(n−λ))

−1
: L2(M+)→ L2(M+) is holomorphic

for <(λ) > n. Moreover, its restriction to the space of smooth functions which
vanish of infinite order on the boundary, admits a meromorphic continuation to C.
The range of that restriction of R(λ) is contained in rλC∞(M+). Then the family

(2-21) P(λ) def
= 8(λ)− R(λ)(1g+ + λ(n− λ))8(λ)

of Poisson transforms is meromorphic on <(λ) > n/2 with poles only for real λ
with λ(n− λ) ∈ σd(−1g+)⊂ (0, (n/2)

2).4 P(λ) is continuous up to <(λ)= n/2,
λ 6= n/2. It satisfies

(1g+ + λ(n− λ))P(λ)= 0.

Away from the real poles in <(λ) > n/2 and λ 6∈ n/2+N0, we have

(2-22) P(λ) f = rλG+ rn−λF

for F,G ∈ C∞(M+) with ι∗(F) = f .5 f is viewed as the boundary value of
the eigenfunction u = P(λ) f . For the details see [Graham and Zworski 2003,
Proposition 3.5]. Later we shall use (2-22) for <(λ)= n/2, λ 6= n/2.

4The poles of 8(λ) in n/2+N cancel in the sum (2-21).
5For λ ∈ n/2+N the corresponding expansion contains a log r -term.
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The scattering operator S(λ) : C∞(M)→ C∞(M) is defined by

S(λ) : f 7→ ι∗(G)

for G as in (2-22). It follows that in the asymptotic expansion (2-20) of u = P(λ) f
the coefficients are given by

b2 j (λ)= T2 j (n− λ) f and a2 j (λ)= T2 j (λ)S(λ) f.

Note that T0(λ)= Id.
The families T2 j (λ) only depend on the Taylor series of hr . For odd n and even

Poincaré metrics, these are determined by h. Therefore, we write T2 j (λ)=T2 j (h; λ).
For even n, only the families T2 j (λ)with 2 j ≤n are determined by h and we indicate
that dependence accordingly. However, the scattering operator S(λ) is a global
object which depends on the chosen metric on M◦

+
.

The families T2 j (h; λ) are meromorphic in λ, with simple poles at λ= n
2 − k for

k = 1, . . . , j . Under the restriction 2 j ≤ n for even n, the residue of T2 j (h; λ) at
λ= n

2 − j is proportional to the GJMS operator P2 j (h) on (M, h). More precisely,
we have the basic residue formula

(2-23) Resλ=n/2− j (T2 j (h; λ))=
1

22 j j !( j − 1)!
P2 j (h)

describing GJMS operators in terms of asymptotic expansions of eigenfunctions of
1g+ . In [Graham and Zworski 2003, Section 4] this formula is derived from the
original ambient metric definition of the GJMS operators.

The residue at λ= n
2 + N of the right-hand side of the expansion (2-20) yields

the contribution

rn/2+N (Resn/2+N (S(λ))+Resn/2−N (T2N (λ))
)
.

Under mild assumptions, this residue vanishes. Hence (2-23) implies the residue
formula

(2-24) Resλ=n/2+ j (S(λ))=−
1

22 j j !( j − 1)!
P2 j (h)

for the poles of the scattering operator [Graham and Zworski 2003, Theorem 1].
We emphasize that the formula (2-23) only rests on the local analysis of eigen-

functions near the boundary r = 0. However, the definition of the scattering operator
and the construction of exact eigenfunctions involves the global resolvent R(λ)
on an asymptotically hyperbolic manifold M◦

+
. For a given closed M , a simple

choice for M◦
+

is M◦
+
= (0, 1)×M . In that case, the metric on M◦

+
is a Poincaré

metric near both boundary components at r = 0 and r = 1. The resulting scattering
operator then acts on smooth functions on the disjoint union of both copies of M .
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A simple special case of the latter situation is the scattering operator of the
hyperbolic cylinder M◦

+
= 0\Hn+1 by a cocompact discrete subgroup of SO(1, n)◦

regarded as a subgroup of SO(1, n+1)◦ (using a trivial embedding). Then M◦
+

can
be identified with a cylinder (−∞,∞)×M with compact cross-section M =0\Hn .
The boundary consists of two copies of M . The scattering operator of the cylinder
acts on C∞(M)⊕C∞(M). It decomposes into the direct sum of endomorphisms
on the spaces E(µ)⊕ E(µ) generated by the eigenspaces

E(µ)=
{
u ∈ C∞(M) | −1u = µ(n−1−µ)u

}
,

where 1 is the Laplacian of the hyperbolic metric on M . The restriction S(λ;µ)
of S(λ) to this space is given by [Patterson and Perry 2001, Appendix B]

S(λ;µ)= 2n−2λ1
π

0
( n

2−λ
)

0
(
λ− n

2

)0(λ−µ)0(λ−(n−1−µ))
(

sinπ
( n

2−µ
)

sinπ
(n

2−λ
)

sinπ
( n

2−λ
)

sinπ
( n

2−µ
)).

Although S(λ;µ) contains off-diagonal terms, its residues at n
2 + N are diagonal.

More precisely, we find

Resλ=n/2+N (S(λ;µ))=−
1

22N N !(N−1)!

n/2+N−1∏
j=n/2

(
−µ(n−1−µ)+ j (n−1− j)

)
Id .

This result implies the residue formula

Resλ=n/2+N (S(λ))=−
1

22N N !(N−1)!

n/2+N−1∏
j=n/2

(1M+ j (n−1− j))

=−
1

22N N !(N−1)!
P2N (M, ghyp),

which confirms the residue formula (2-24) of [Graham and Zworski 2003].

2D. Residue families. We recall the concept of residue families introduced in [Juhl
2009]. We assume that g+ is an even Poincaré metric relative to h. For N ∈ N0

with 2N ≤ n for even n, we define a polynomial 1-parameter family of differential
operators C∞(M+)→ C∞(M) through

Dres
2N (h; ν)

def
= 22N N !

(
−

n
2
−ν+N

)
N
δ2N (h; ν+n−2N ),(2-25)

Dres
2N+1(h; ν)

def
= 22N N !

(
−

n
2
−ν+N+1

)
N
δ2N+1(h; ν+n−2N−1),(2-26)

where the family δN (h, ν) :C∞(M+)→C∞(M) is defined by the residue formula

(2-27) Resλ=−ν−1−N

(∫
M+

rλuϕ dvol(ḡ)
)
=

∫
M

f δN (h; ν)ϕ dvol(h).



118 ANDREAS JUHL AND BENT ØRSTED

Here u is an eigenfunction of −1g+ on M◦
+

with eigenvalue ν(n−ν) and boundary
value f (Section 2C), and we use test functions ϕ ∈C∞c (M+) ([Juhl 2009, (6.6.11)]).
Note that Dres

0 (λ)= ι∗. The above definitions yield the formula

(2-28) δN (h; ν)=
N∑

j=0

1
(N − j)!

[
T ∗j (h; ν)v0+ · · ·+ T ∗0 (h; ν)v j

]
ι∗∂N− j

r

([Juhl 2009, Definition 6.6.2]) in terms of solution operators T2 j (h; ν) and renormal-
ized volume coefficients v2 j . Here the operator T ∗j (h; ν) denotes the formal adjoint
of T j (h; ν) with respect to the scalar product on C∞(M) defined by h. Since g+ is
assumed to be even, solution operators and renormalized volume coefficients with
odd indices vanish. Although the residue families Dres

N (h; ν) are defined in terms of
asymptotic expansions of eigenfunctions of 1g+ , the assumptions on N guarantee
that they only depend on the Taylor coefficients of hr which are determined by h.
This justifies the notation. For even n, the family Dres

n (h; ν) sometimes is called
the critical residue family. The formula (2-28) shows that, for even n, also the
odd-order residue family Dres

n+1(h; ν) is determined by h.
In later sections, we shall prefer to use the notation Dres

N (h;λ) instead of Dres
N (h;ν).

2E. Shift operators and distributional kernels. We recall some results of [Fis-
chmann et al. 2019]. We regard Rn as a subspace of Rn+1 using the embedding
Rn ↪→Rn+1 defined by x 7→ (0, x). Elements of Rn+1 are written in the form (r, x).
We regard Rn+1 as a Riemannian manifold with the flat Euclidean metric g0. The
metric g0 is the conformal compactification of the upper half-space (Rn+1

+ , ghyp)

with the hyperbolic metric ghyp
def
= r−2g0. The hyperbolic metric ghyp is a Poincaré

metric g+ in normal form relative to the flat metric h0 on the boundary Rn of Rn+1
+ .

Let

(2-29) K+λ,ν(r, x) def
= |r |λ+ν−n−1(|x |2+ r2)−ν and K−λ,ν(r, x) def

= r K+λ−1,ν(r, x)

be the distributional Schwartz kernels studied in [Kobayashi and Speh 2015; Frahm
and Ørsted 2019]. The maps

ϕ 7→

∫
Rn+1

K+λ,ν(r, x − y)ϕ(r, x) dr dx

define operators C∞c (R
n+1) → C∞(Rn) which are equivariant with respect to

principal series representations of the conformal group of the subspace Rn ↪→Rn+1.
Sometimes they are referred to as symmetry breaking operators [Kobayashi and
Speh 2015]. Moreover, we set

(2-30) P(λ) def
= r1− (2λ− n− 3)∂r : C∞(Rn+1)→ C∞(Rn+1)
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(see [Fischmann et al. 2019, (3.5)]), where 1 is the Laplacian of the flat metric
g0 on Rn+1. The operator P(λ) is equivariant with respect to principal series
representations for the conformal group of Rn (see (1-2)). The following result
motivates us to refer to this operator as a shift operator for the kernel K±λ,ν(r, x)
[Fischmann et al. 2019, Theorem 3.5].

Proposition 2.1. The operator P(λ) shifts the λ-parameter of the kernels K±λ,ν(r, x),
i.e.,

P(λ)K±λ,ν(r, x)= (λ+ν−n−1)(ν−λ+1)K∓λ−1,ν(r, x).

It was proven in [Fischmann et al. 2019, Theorem 4.2] that composition of shifted
versions of P(λ) recover the conformal symmetry breaking differential operators
DN (λ) studied in [Juhl 2009; Kobayashi et al. 2015; Kobayashi and Speh 2015].
For a related representation theoretical proof of this fact we refer to [Clerc 2017].6

2F. The operator Dλ(g+). Assume we are in the setting of Section 2B. In par-
ticular, (Mn, h) is a Riemannian manifold and g+ is a Poincaré metric on M◦

+

in normal form relative to h. Following Graham and Zworski [2003, (4.4)], we
introduce a differential operator Dλ(g+) on C∞(M◦

+
) which plays a basic role in

the construction of the solution operators T2 j (h; λ) (see Section 2C). This operator
is defined by the equation

(2-31) r−(n−λ+1)
[1g+ + λ(n− λ)]r

n−λ
=−Dλ(g+), λ ∈ C

and has the explicit form

(2-32) Dλ(g+)=−r∂2
r +

(
2λ−n−1−r

2
tr(h−1

r ḣr )
)
∂r −

n−λ
2

tr(h−1
r ḣr )− r1hr .

In the case of the hyperbolic upper-half space (Rn+1
+ , ghyp), it is given by

Dλ(ghyp)=−r∂2
r + (2λ−n−1)∂r − r1h0 =−r1g0 + (2λ−n−1)∂r .

Comparing this formula with (2-30), yields the relation

(2-33) P(λ)=−Dλ−1(ghyp).

2G. The degenerate Laplacian. We recall the definition of the degenerate Lapla-
cian introduced by Gover and Waldron [2014]. Let (X, c) be an n+1-dimensional
conformal Riemannian manifold equipped with a scale σ ∈ C∞(X). Associated to
these data, we define the operator

(2-34) u 7→ −σ1gu+ (n+2ω−1)
[
g(dσ, du)− ω

n+1
1g(σ )u

]
−

2ω
n+1

(n+ω)σJ(g)u

6The operator P(λ) appears as (4.6) in [Clerc 2017].
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on C∞(X) (see [Gover and Waldron 2014, (2.9)]). Here g is a metric in the
conformal class c and ω ∈C. The above operator will be denoted by (I·D)[g, σ ;ω].
The notation I·D for the degenerate Laplacian reflects its definition as a scalar
product (in a tractor bundle) of a scale tractor I and the tractor operator D mapping
functions to tractors. We shall not go here into the definitions of the relevant
concepts of tractor calculus. Let M = σ−1(0) be the zero-locus of σ . We assume
that σ is a defining function for the hypersurface M . Let ι : M ↪→ X denote the
embedding of M .

It follows from the definition that the operator ι∗(I·D)[g, σ ;ω] degenerates to
the first-order operator

u 7→ (n+2ω−1)ι∗
[
g(dσ, du)− ω

n+1
1g(σ )u

]
.

If σ−2g has constant scalar curvature −n(n− 1), it follows that |gradg(σ )|
2
= 1

on M and this operator reduces to the conformally covariant Robin type boundary
operator

u 7→ (n+2ω−1)ι∗(∇gradg(σ )
−ωHg)u,

where Hg is the mean curvature of M [Gover 2010, Section 3.1; Juhl 2009, Sec-
tion 6.2].

By its very definition in terms of tractor calculus, the operator I·D satisfies a
conformal covariance property. For the convenience of the reader, we provide an
independent proof of that basic property.

Proposition 2.2. The degenerate Laplacian satisfies

(2-35) (I·D)[e2ϕg, eϕσ ;ω] ◦ eωϕ = e(ω−1)ϕ
◦ (I·D)[g, σ ;ω], ω ∈ C

for all metrics g, scales σ ∈ C∞(X) and ϕ ∈ C∞(X). Moreover,

(2-36) (I·D)[κ∗(g), κ∗(σ );ω] = κ∗ ◦ (I·D)[g; σ ;ω] ◦ κ∗

for any diffeomorphism κ of X. Here κ∗
def
= (κ−1)∗.

Proof. The first claim follows by a straightforward computation involving the
standard identities

(2-37)

1e2ϕg = e−2ϕ[1g + (n− 1)g(gradg(ϕ), gradg(·))
]
,

J(e2ϕg)= e−2ϕ
[
J(g)−1gϕ−

n−1
2
|dϕ|2g

]
,

1g(eωϕ)= ωeωϕ1gϕ+ω
2eωϕ|dϕ|2g,

grade2ϕg( f )= e−2ϕgradg( f ),

1g( f1 f2)=1g( f1) f2+ f11g( f2)+ 2g(gradg( f1), gradg( f2)),

gradg( f1 f2)= gradg( f1) f2+ f1gradg( f2)
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for any f, f1, f2 ∈ C∞(X). These relations imply

e−(ω−1)ϕ
◦ (I·D)[e2ϕg, eϕσ ;ω] ◦ eωϕ

= (I·D)[g, σ ;ω] +
[
−ω−

ω

n+1
(2ω+n−1)+ 2ω

n+1
(n+ω)

]
σ1gϕ

+
[
−(2ω+n−1)+ (2ω+ n− 1)

]
σg(gradg(ϕ), gradg(·))

+

[
−ω(ω+n−1)+ω(2ω+n−1)− nω(2ω+n−1)

n+1
+
ω(n−1)(n+ω)

n+1

]
σ |dϕ|2g

+

[
ω(2ω+n−1)− (n+1)ω(2ω+n−1)

n+1

]
g(gradg(ϕ), gradg(σ ))

= (I·D)[g, σ ;ω].

The second claim is immediate by construction. The proof is complete. �

For (X, g) being the flat Euclidean space (Rn+1, g0) and the scale r with zero-
locus Rn (as in Section 2E), the degenerate Laplacian I·D reduces to

(I·D)[g0, r; λ−n−1] = −r1g0 + (2λ−n−3)∂r .

Hence

(2-38) P(λ)=−(I·D)[g0; r, λ−n−1],

i.e., the shift operator P(λ) is a special case of I·D.

3. A curved version of the shift operator

Now we extend the definition of the shift operators P(λ) (in Section 2E) to the
setting of Section 2C. Thus, we assume that (Mn, h) is a Riemannian manifold
of dimension n ≥ 3 and we let g+ = r−2(dr2

+ hr ) be an even Poincaré metric in
normal form relative to h on M◦

+
= (0, ε)×M (for some ε > 0). In particular, that

means that, for odd n, hr has an expansion

hr = h+ r2h2+ r4h4+ · · · ,

where all coefficients h2 j are determined by h, and for even n in the expansion

hr = h+ r2h2+ · · ·+ rnhn + rn+2hn+2+ · · ·

the coefficients h≤n−2 and trh(hn) are determined by h. We recall the notation
ḡ = r2g+. The following definition corresponds to (1-4).

Definition 3.1. The second-order differential operator

(3-1) S(g+; λ)
def
= r1ḡ − (2λ−n+1)∂r −

1
2(λ−n+1) tr(h−1

r ḣr )

is called a shift operator. Here the dot denotes the derivative with respect to r .
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The notion shift operator is motivated by Theorem 3.7.
We shall regard S(g+; λ) as an operator C∞(M◦

+
)→ C∞(M◦

+
). Since ḡ is a

smooth metric on M+ = [0, ε)×M , the shift operators may also be regarded as
operators on C∞(M+), and mapping properties on M◦

+
naturally extend to M+.

We emphasize that the shift operator S(g+; λ) is not completely determined
by the Taylor coefficients of hr . The composition ι∗S(g+; λ) degenerates to a
first-order operator.

By (2-16), the shift operator can also be written in the form

(3-2) S(g+; λ)
def
= r1ḡ − (2λ−n+1)∂r − (λ−n+1)v̇(r)/v(r).

The following result describes the relations among the three operators Dλ, (I·D)[·; λ]
and S(·; λ).

Proposition 3.2. It holds that

(3-3) S(g+; λ)=−Dλ+1(g+).

Moreover, we have

(3-4) S(g+; λ)=−(I·D)[ḡ; r, λ− n+ 1]

if g+ is Einstein.

Proof. We recall the expressions (2-18) and (2-32) for 1g+ and Dλ(g+). Moreover,
by (2-19), we have

1ḡ = r−2(1g+ + (n− 1)r∂r ).

Combining these formulas, we obtain

S(g+; λ)= r−1(1g+ + (n− 1)r∂r )− (2λ−n+1)∂r −
1
2(λ−n+1) tr(h−1

r ḣr )

= r1hr + r∂2
r +

1
2 tr(h−1

r ḣr )r∂r − (2λ−n+1)∂r −
1
2(λ−n+1) tr(h−1

r ḣr )

= r1hr + r∂2
r −

(
2λ−n+1−r

2
tr(h−1

r ḣr )
)
∂r −

1
2(λ−n+1) tr(h−1

r ḣr )

=−Dλ+1(g+).

This proves the first claim. The second claim follows by evaluating I·D for g = ḡ
and σ = r . In particular, using

1ḡ(r)= 1
2 tr(h−1

r ḣr )

and the relation

(3-5) J(ḡ)=− 1
2r

tr(h−1
r ḣr )
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[Juhl 2009, (6.11.8)], we find

(I·D)[ḡ; r, ω] = −r1ḡ + (n+2ω−1)
(
∂r −

ω

n+1
1ḡ(r)

)
−

2ω
n+1

(n+ω)rJ(ḡ)

=−r1ḡ + (n+2ω−1)∂r +
ω

2
tr(h−1

r ḣr ).

Hence S(g+; λ)=−(I·D)[ḡ; r, λ− n+ 1]. The proof is complete. �

Remark 3.3. The identity (3-5) is not valid for general Poincaré metrics g+ since
these are only asymptotically Einstein. For the convenience of the reader, we insert
a proof of (3-5) for Einstein g+ which also clarifies the modification in the general
case. We recall the well-known transformation formula

(3-6) τ(ĝ)= e−2ϕτ(g)− 2n1ĝ(ϕ)+ n(n−1)|dϕ|2ĝ, ĝ = e2ϕg

for the scalar curvature. We apply (3-6) to ĝ = dr2
+hr , g = r−2(dr2

+hr ) and
ϕ = log r . For Einstein g, i.e., Ric(g)+ ng = 0, we have τ(g)=−n(n+1). Hence
we find

τ(dr2
+hr )=−

n(n+1)
r2 − 2n1dr2+hr (log r)+ n(n−1)|d log r |2dr2+hr

=−
n(n+1)

r2 − 2n
(
∂2

r (log r)+ 1
2 tr(h−1

r ḣr )∂r (log r)
)
+

n(n−1)
r2

=−n tr(h−1
r ḣr )

1
r
.

Hence
J(dr2

+hr )=−
1
2r

tr(h−1
r ḣr ).

We also note that, in [Gover and Waldron 2014], the authors deal with Einstein
metrics outside hypersurfaces in Riemannian manifolds. In particular, the calculation
at the end of [Gover and Waldron 2014, Section 5] employs the formula (3-5).

Remark 3.4. By the first part of Proposition 3.2, we have

(3-7) S(g+; λ)= rλ−n
◦ (1g+ + (λ+1)(n−λ−1)) ◦ rn−λ−1

as an identity of operators acting on C∞(M◦
+
). Sometimes, this formula for S(g+; λ)

will be more convenient to work with than the original definition (3-1). However,
the original definition has the advantage that it clearly shows that S(g+; λ) acts on
smooth functions on M+. In order to illustrate the convenience of the conjugation
formula (3-7), we note that it yields a slightly more conceptual proof of (3-5). We
use the fact that for Einstein g+,

P2(g+)=1g+ +m(m− 1)
with m = n+1

2 . Hence

P2(ḡ)= r−m−1 P2(g+)rm−1
= r−m−1(1g+ +m(m− 1))rm−1

= r−1S
(

g+;
n−1

2

)
.
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This identity is the special case N =1 of Theorem 3. On the function 1 it yields (3-5).

Remark 3.5. For even n, the condition Ric(g+)+ng+= O(rn−2) implies τ(g+)=
−n(n+ 1)+ O(rn). Hence an extension of the arguments in Remark 3.4 gives

P2(g+)=1g++m(m−1)+O(rn) and P2(ḡ)= r−1S
(

g+;
n−1

2

)
+O(rn−2).

The trace condition (2-11) improves the estimate of the scalar curvature to τ(g+)=
−n(n+ 1)+ o(rn) and we obtain

r P2(ḡ)= S
(

g+;
n−1

2

)
+ o(rn−1).

This is the special case N = 1 of Theorem 3 for Poincaré metrics.

We continue with the discussion of the shift property of the shift operators. Its
description requires some more notation. We recall that M◦

+
= (0, ε)× M and

u ∈ C∞(M◦
+
) be a solution to the equation

(3-8) 1g+u+ ν(n− ν)u = 0 for ν ∈ n/2+ iR, ν 6= n/2

with boundary value f ∈C∞(M) (see Section 2C). Such an exact eigenfunction can
be constructed as described in Section 2C by regarding M+ as part of a conformally
compact manifold. Then u gives rise to the family (see [Juhl 2009, Section 6.6])

(3-9) λ 7→ Mu(r; λ) ∈ C∞(M◦
+
), Mu(r; λ)

def
= rλ−n+1u, λ ∈ C.

We shall consider Mu(r; λ) as a family of functions on M◦
+

as well as a family of
distributions on M+. In the latter case, we have

〈Mu(r; λ), ϕ〉 =
∫

M+
rλ−n+1uϕ dvol(ḡ), <(λ) > n/2− 2,

where the test functions ϕ are in C∞c (M+) and the condition<(λ)> n
2−2 guarantees

the convergence of the integral. Then Mu(r; λ)will be understood as a meromorphic
family of distributions. For simplicity, we shall denote that family of distributions
also by Mu(r; λ). Finally, we introduce the multiplication operators

(3-10) Mr
def
= r · .

Remark 3.6. We consider the distribution Mu(r; λ) in the flat case. Let u ∈
C∞(Hn+1) be an eigenfunction of the Laplacian on the hyperbolic upper-half space
Hn+1. We assume that u can be written as Helgason’s Poisson transform [1984],

(3-11) u(r, x)=
∫

Rn

(
r

|x − y|2+ r2

)ν
f (y) dy
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of f ∈ C∞0 (R
n), say. Then

〈Mu(r; λ), ϕ〉 =
∫

Hn+1
rλ−n+1u(r, x)ϕ(r, x) dr dx

=

∫
Hn+1

∫
Rn

rλ−n+1
(

r
|x − y|2+ r2

)ν
f (y)ϕ(r, x) dy dr dx

=

∫
Rn

f (y)
(∫

Hn+1
K+λ−2,ν(r, x − y)ϕ(r, x) dx dr

)
dy.

The latter formula shows in which sense (3-9) can be regarded as a generalization of
the distributional kernels K±λ,ν(r, x) (see (2-29)). We also note that the asymptotic
expansion of u given by (3-11) is of the form

rν
∑
j≥0

r2 j a2 j (x)+ rn−νc(λ)
∑
j≥0

r2 j b2 j (x), r→ 0,

where b0 = f and c(λ) is Harish-Chandra’s c-function. In particular, the boundary
value f appears in the coefficient of rn−λ. Note that this notion of boundary value
slightly differs from that used in Section 2C by the coefficient c(λ).

Now we are ready to state and prove the shift property of the operators S(g+; λ).
The following result generalizes [Fischmann et al. 2019, Theorem 3.5]. Following
the terminology of [Fischmann et al. 2019], it may be referred to as a Bernstein–Sato
identity.

Theorem 3.7. Let (Mn, h) be a Riemannian manifold. Let u be a solution of (3-8).
Then the multiplication operator Mr and the shift operator S(g+; λ) shift the λ-
parameter when acting on the function Mu(r; λ), i.e.,

Mr (Mu(r; λ))= Mu(r; λ+ 1),

S(g+; λ)(Mu(r; λ))= (λ+ν−n+1)(ν−λ−1)Mu(r; λ− 1).

Proof. The first claim is obvious from the definitions. Using (3-7) and the fact that
u satisfies (3-8), we compute

S(g+; λ)(Mu(r; λ))= rλ−n1g+(r
n−λ−1rλ−n+1u)+ (λ+1)(n−λ−1)rλ−nu

=−ν(n−ν)rλ−nu+ (λ−n+1)(−λ−1)rλ−nu

= (λ+ν−n+1)(ν−λ−1)Mu(r; λ− 1).
The proof is complete. �

From Theorem 3.7 we easily deduce the poles of the meromorphic continuation
of the holomorphic family of distributions

C∞c (M+) 3 ϕ 7→
∫

M+
Mu(r; λ)ϕ dvol(ḡ), <(λ) >

n
2
− 2.
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Corollary 3.8. The family λ 7→ Mu(r; λ) is meromorphic with generically simple
poles at7

(3-12) λ=−ν+n−2−N and λ= ν−2−N

for N ∈ N0.

Proof. Indeed, Theorem 3.7 implies

Mu(r; λ)=
1

(λ+ν−n+2)(ν−λ−2)
S(g+; λ+ 1)(Mu(r; λ+ 1)).

The distribution on the left-hand side of this identity is holomorphic in the half-
plane <(λ) > n

2 − 2. The right-hand side provides a meromorphic continuation to
<(λ) > n

2 − 3 with simple poles in λ=−ν+ n+ 2 and λ= ν− 2. The assertion
follows by a repeated application of that argument. �

Alternatively, Corollary 3.8 can be proved by directly inserting the asymptotic
expansion of u into the integral which defines the distribution Mu(r; λ) for <(λ) >
n
2 − 2. The above argument using Theorem 3.7 is more conceptual, however.

Next, we discuss a conformal transformation law for shift operators. Let ĥ =
e2ϕh be conformally equivalent to h. We choose an even Poincaré metric g+ in
normal form relative to h and let ĝ+ = κ∗(g+) be a related even Poincaré metric in
normal form relative to ĥ; for the construction of the diffeomorphism κ we refer to
Section 2C. In these terms, we have the following result.

Proposition 3.9. S(ĝ+; λ)=
( r
κ∗(r)

)λ−n
◦κ∗◦S(g+; λ)◦κ∗◦

( r
κ∗(r)

)n−λ−1
.

Proof. By (3-7), we have

S(ĝ+; λ)= rλ−n1ĝ+rn−λ−1
+ (λ+1)(n−λ−1)1

r
.

But κ∗(g+)= ĝ+ implies 1ĝ+ = κ
∗1g+κ∗. Hence

S(ĝ+; λ)= rλ−nκ∗r−λ+nrλ−n1g+rn−λ−1rλ−n+1κ∗(rn−λ−1
·)+ (λ+1)(n−λ−1)1

r

= rλ−nκ∗(r−λ+n)κ∗rλ−n1g+rn−λ−1κ∗κ
∗(rλ−n+1)rn−λ−1

+ (λ+1)(n−λ−1)1
r

=

( r
κ∗(r)

)λ−n
κ∗(rλ−n1g+rn−λ−1)κ∗

( r
κ∗(r)

)n−λ−1
+ (λ+1)(n−λ−1)1

r
.

Now the obvious identity

1
r
=

( r
κ∗(r)

)λ−n
◦ κ∗ ◦

1
r
◦ κ∗ ◦

( r
κ∗(r)

)n−λ−1

7Here ν is generic if both ladders of poles in (3-12) do not intersect. For ν ∈ n
2 + iR being generic

it suffices to assume that ν 6= n
2 .
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implies

S(ĝ+, r; λ)=
( r
κ∗(r)

)λ−n
κ∗S(g+; λ)κ∗

( r
κ∗(r)

)n−λ−1
.

This completes the proof. �

Theorem 1 is a direct consequence of this result.

Remark 3.10. For Einstein g+, Proposition 3.9 also follows by combining the
conformal covariance of I·D (Proposition 2.2) with the identification of S(g+; λ)
as a degenerate Laplacian (Proposition 3.2). Indeed, for ĥ = e2ϕh, we write
g+= r−2(dr2

+hr ) and ĝ+= r−2(dr2
+ ĥr ) with ĝ+= κ∗(g+) and h0= h, ĥ0= ĥ.

Then

(3-13) κ∗(dr2
+ hr )=

(
κ∗(r)

r

)2
(dr2
+ ĥr ).

Now assume that g+ is Einstein. Then

S(ĝ+; λ)

=−(I·D)[dr2
+ĥr , r; λ−n+1] (by (3-4))

=−(I·D)
[(
κ∗(r)

r

)−2
κ∗(dr2

+hr ),
(
κ∗(r)

r

)−1
κ∗(r); λ−n+1

]
(by (3-13))

=−

( r
κ∗(r)

)λ−n
(I·D)

[
κ∗(dr2

+hr ), κ
∗(r); λ−n+1

]( r
κ∗(r)

)λ−n+1
(by (2-35))

=−

( r
κ∗(r)

)λ−n
κ∗(I·D)

[
dr2
+hr , r; λ−n+1

]
κ∗

( r
κ∗(r)

)λ−n+1
(by (2-36))

=

( r
κ∗(r)

)λ−n
κ∗S(g+; λ)κ∗

( r
κ∗(r)

)λ−n+1
. (by (3-4))

A general Poincaré metric g+ is only approximate Einstein. For such a metric, the
identification of S(g+; λ) with a degenerate Laplacian holds true only up to an
error term. This leads to error terms in the above calculation and in the resulting
conformal transformation law.

In Section 4, we shall prove a relation between compositions of shift operators
and residue families. For that purpose, we need a relation among the operator
S(g+; λ) and its formal adjoint S∗(g+; λ) with respect to the scalar product defined
by ḡ.

Proposition 3.11. The formal adjoint of the operator S(g+; λ) acting on C∞c (M
◦
+
)

with respect to the scalar product defined by ḡ is given by

S∗(g+; λ)= S(g+; n−λ−2).
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Proof. Let f1, f2 ∈ C∞c (M
◦
+
). Then, using dvol(ḡ)= rn+1 dvol(g+) and (3-7), we

have∫
M+
(S(g+; λ) f1) f2 dvol(ḡ)

=

∫
M+

rλ−n
[1g++(λ+1)(n−λ−1)](rn−λ−1 f1) f2rn+1 dvol(g+)

=

∫
M+
[1g++(λ+1)(n−λ−1)](rn−λ−1 f1)rλ+1 f2 dvol(g+)

=

∫
M+
(rn−λ−1 f1)[1g++(λ+1)(n−λ− 1)](rλ+1 f2) dvol(g+)

=

∫
M+

f1(r−λ−2
[1g++(λ+1)(n−λ−1)](rλ+1 f2)) dvol(ḡ).

Thus
S∗(g+; , λ)= r−λ−2

◦ (1g+ + (λ+ 1)(n− λ− 1)) ◦ rλ+1.

Comparing this relation with (3-7) completes the proof. �

In the proof of Theorem 4.1, we shall actually need the following improved
version of the latter result.

Remark 3.12. The relation∫
M+

S(g+; λ)( f1) f2 dvol(ḡ)=
∫

M+
f1S(g+; n−λ−2)( f2) dvol(ḡ)

continues to be true for f2 ∈ C∞c (M+) and f1 ∈ C∞(M◦
+
) with an asymptotic

expansion of the form

f1(r, x)∼
∑
j≥0

rν+ j a j (x), r→ 0, a j ∈ C∞(M)

with <(ν) > 0.

Proof. It suffices to prove the relations∫
M+
∂r ( f1) f2 dvol(ḡ)=−

∫
M+

f1∂r ( f2) dvol(ḡ)− 1
2

∫
M+

f1 tr(h−1
r ḣr ) f2 dvol(ḡ)

and∫
M+
(r1ḡ)( f1) f2 dvol(ḡ)=

∫
M+

f1
(
r1ḡ + 2∂r +

1
2 tr(h−1

r ḣr )
)
( f2) dvol(ḡ).

For the proof of the first relation we use (2-16) and the observation that the restriction
of f1 to the boundary vanishes. Green’s formula and (2-19) imply the second relation.
Here the boundary contributions vanish since the restrictions of f1 and r∂r ( f1) to
the boundary both vanish. �
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For later purpose, we need to understand the behavior of the composition of
S(g+; λ) with the multiplication by powers of r .

Lemma 3.13. Let f ∈ C∞(M◦
+
) and a ∈ N. Then

S(g+; λ)(ra f )= ra S(g+; λ−a) f − a(2λ−n+2−a)ra−1 f.

Proof. The proof is straightforward. The definition (3-1) and the formula (2-19) for
1ḡ imply

S(g+; λ)(ra f )= r1ḡ(ra f )− (2λ−n+1)∂r (ra f )− 1
2(λ−n+1) tr(h−1

r ḣr )ra f

= ra S(g+; λ−a) f + [a(a−1)− (2λ−n+1)]ra−1 f

= ra S(g+; λ−a) f − a(2λ− n+2−a)ra−1 f.

The proof is complete. �

Of course, this result is also true for f ∈ C∞(M+). In view of the second
part of Proposition 3.2, it should be viewed as an analog of the sl(2)-structure for
the degenerate Laplacian I·D proved in [Gover and Waldron 2014, Lemma 3.1,
Proposition 3.4].

4. A new formula for residue families

We recall that residue families Dres
N (h; λ) are defined by normalizations of the

families δN (h; λ) (see (2-27)). In the present section, we express these families in
terms of shift operators S(g+; λ) (see (3-1)) and discuss some consequences.

For N ∈ N, we define the family SN (g+; λ) of shift operators on M◦
+

by

(4-1) SN (g+; λ)
def
= S(g+; λ) ◦ · · · ◦ S(g+; λ+ N − 1)︸ ︷︷ ︸

N factors

.

We also set S0(g+; λ)= Id.
Similarly, we define

(4-2) (I·D)N [ḡ, r; λ]
def
= (I·D)[ḡ, r; λ] ◦ · · · ◦ (I·D)[ḡ, r; λ+ N − 1]︸ ︷︷ ︸

N factors

.

Again, we shall regard SN (g+; λ) as an operator C∞(M◦
+
)→C∞(M◦

+
) and also

as an operator on C∞(M+). By definition, SN (g+; λ) is a differential operator of
order 2N with polynomial coefficients in λ. As a polynomial in λ it is of degree N .

We also recall that, for N ∈ N with N ≤ n+ 1 for even n, the families δN (h; λ)
are determined by h.

Theorem 4.1. Let N ∈ N with N ≤ n+ 1 for even n. Then

(4-3) δN (h; λ)=
1

(−N )N (2λ−n+1)N
ι∗SN (g+; λ)
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as an identity of meromorphic functions in λ with values in operators C∞(M+)→
C∞(M).

Proof. Let u be an eigenfunction with boundary value f and satisfying (3-8) with
<(ν)= n/2, ν 6= n/2. We derive the assertion from Theorem 3.7 and the identity

(4-4) Resλ=−ν−1

(∫
M+

Mu(r; λ+n−1)ϕ dvol(ḡ)
)
=

∫
M

f ι∗ϕ dvol(h)

(see (2-27) for N = 0). In the following, it will be convenient to use, for any
λ-dependent operator A(λ), the notation

A((λ)N )
def
= A(λ) ◦ A(λ+ 1) ◦ · · · ◦ A(λ+ N − 1),

A((λ)N )
def
= A(λ) ◦ A(λ− 1) ◦ · · · ◦ A(λ− N + 1).

On the one hand, (2-27) implies

(4-5) Resλ=−ν−1−N

(∫
M+

Mu(r; λ+n−1)ϕ dvol(ḡ)
)
=

∫
M

f δN (h; ν)ϕ dvol(h).

On the other hand, using Theorem 3.7, we obtain for <(λ) /∈ − n
2 −N

Mu(r; λ+n−1)=
S(g+; λ+n)(Mu(r; λ+n))
(λ+ ν+ 1)(ν− λ− n− 1)

=
S(g+; λ+n)S(g+; λ+n+1)(Mu(r; λ+n+1))

(λ+ ν+ 1)(λ+ ν+ 2)(ν− λ− n− 2)(ν− λ− n− 1)

= · · · =
S(g+; (λ+n)N )(Mu(r; λ+n+N−1))
(λ+ ν+ 1)N (ν− λ− n− N )N

.

Now we take adjoints using Remark 3.12. This gives∫
M+

Mu(r; λ+n−1)ϕ dvol(ḡ)=
1

(λ+ ν+ 1)N (ν− λ− n− N )N

×

∫
M+

Mu(r; λ+n+N−1)S∗(g+; (λ+n+N−1)N )ϕ dvol(ḡ)

for<(λ)>−n
2−1. By the assumptions, the zeros of ν 7→ (λ+ν+1)N (ν−λ−n−N )N

are simple for <(λ) >− n
2 − 1. Hence (4-4) implies

Resλ=−ν−1−N

(∫
M+

Mu(r; λ+n−1)ϕ dvol(ḡ)
)

=
1

(−N )N (2ν− n+ 1)N

∫
M

f ι∗S∗(g+; (−ν+n−2)N )ϕ dvol(h)

=
1

(−N )N (2ν− n+ 1)N

∫
M

f ι∗SN (g+; ν)ϕ dvol(h).



SHIFT OPERATORS, RESIDUE FAMILIES AND DEGENERATE LAPLACIANS 131

Comparing this result with (4-5), completes the proof for <(ν) = n/2, ν 6= n/2.
The assertion then follows by meromorphic continuation. �

Since the operator SN (g+; λ) involves 2N derivatives in r , it is a nontrivial
observation that its composition with ι∗ only depends on h for appropriate choices
of N . But this is an immediate consequence of Theorem 4.1 as long as N ≤ n for
even n. Therefore, it is justified to introduce the notation

(4-6) 6N (h; λ)
def
= ι∗SN (g+; λ)

for such N . However, for even n and general N ∈ N, the composition ι∗SN (g+; λ)
does not only depend on h and the notation 6N (h; λ) will not be used.

As a direct consequence of Theorem 4.1, we obtain the following identification
of residue families with operators 6N (h; λ).

Corollary 4.2. Assume that N ∈ N so that 2N ≤ n for even n. Then

(4-7) Dres
2N (h; λ)=

1

(−2N )N
(
λ+ n

2−2N+ 1
2

)
N

62N (h; λ+n−2N )

and

(4-8) Dres
2N+1(h; λ)

=
1

2(−2N−1)N+1
(
λ+n

2−2N−1
2

)
N+1

62N+1(h; λ+n−2N−1).

Some further comments on this result are in order.
We recall that all residue families Dres

N (h; λ) are polynomials in λ. Hence
Corollary 4.2 shows that the zeros of the denominators on the right-hand sides of
(4-7) and (4-8) actually are zeros of the respective numerators. These formulas
naturally reflect the degrees of the families on both sides. In fact, the degrees of the
polynomials Dres

2N (h; λ) and 62N (h; λ) are N and 2N , respectively. Similarly, the
degrees of Dres

2N+1(h; λ) and 62N+1(h; λ) are N and 2N + 1, respectively.
Corollary 4.2 also shows that the composition of the order 2N family SN (g+; λ)

with ι∗ degenerates to a family of order N . Some of the properties of the families
SN (g+; λ) away from r = 0 will be discussed in Sections 5–6.

A direct consequence of Corollary 4.2 and Lemma 4.6 are factorization identities
for residue families Dres

N (h; λ) into compositions with the factors

S(g+; λ+ n− 1) and Mr .

Corollary 4.3. Let N ∈ N so that 2N ≤ n for even n. Then

Dres
2N (h; λ)= Dres

2N−1(h; λ− 1)S(g+; λ+ n− 1),

−(2N + 1)(2λ+ n− 2N − 1)Dres
2N+1(h; λ)= Dres

2N (h; λ− 1)S(g+; λ+ n− 1),
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and Dres
2N (h; λ)= Dres

2N+1(h; λ+ 1)Mr ,

−2N (2λ+ n− 2N + 2)Dres
2N−1(h; λ)= Dres

2N (h; λ+ 1)Mr .

Proof. The first two identities immediately follow from Corollary 4.2. The proofs
of the last two identities also require Lemma 4.6. We omit the details. �

The following result is a consequence of the conformal transformation law in
Proposition 3.9.

Lemma 4.4. Let N ∈ N and assume that ĥ = e2ϕh. Then

SN (ĝ+; λ)=
(
κ∗(r)

r

)n−λ
κ∗SN (g+; λ)κ∗

(
κ∗(r)

r

)λ+N−n
.

Proof. Proposition 3.9 yields

S(ĝ+; λ)=
(
κ∗(r)

r

)n−λ
κ∗S(g+; λ)κ∗

(
κ∗(r)

r

)λ−n+1
.

An application of that identity to the composition SN (ĝ+; λ) gives

SN (ĝ+; λ)=
(
κ∗(r)

r

)n−λ
κ∗S(g+; λ) · · · S(g+; λ+ N − 1)κ∗

(
κ∗(r)

r

)λ+N−n
.

The proof is complete. �

Now by combining Theorem 4.1 with Lemma 4.4, we obtain an alternative proof
of the conformal transformation law of residue families [Juhl 2009, Theorem 6.6.3].

Corollary 4.5. Let N ∈ N so that N ≤ n + 1 for even n. Assume that ĥ = e2ϕh.
Then

Dres
N (ĥ; λ)= e(λ−N )ϕDres

N (h; λ)κ∗
(
κ∗(r)

r

)λ
.

Proof. The assertion is a consequence of Theorem 4.1, Lemma 4.4, the limit formula
[Juhl 2009, (6.6.16)]

lim
r→0

(
κ∗(r)

r

)
= e−ϕ

and the fact that κ acts as the identity on M . �

Finally, we prove:

Lemma 4.6. Let N ∈ N and f ∈ C∞(M◦
+
). Then

(4-9) SN (g+; λ)(r f )= r SN (g+; λ− 1)( f )− N (2λ− n+ N )SN−1(g+; λ)( f ).
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Proof. We iteratively apply Lemma 3.13 to compute

SN (g+; λ)(r f )

= S(g+; λ) ◦ · · · ◦ S(g+; λ+ N − 1)(r f )

= SN−1(g+; λ)r S(g+; λ+ N − 2)( f )− (2λ− n+ 2N − 1)SN−1(g+; λ)( f )

= · · · = r SN (g+; λ− 1)( f )−
[

N (2λ−n+2N+1)−
N∑

j=1

2 j
]

SN−1(g+; λ)( f )

Now the identity
∑N

j=1 2 j = N (N + 1) completes the proof. �

The identity (4-9) obviously holds true also for all f ∈ C∞(M+).

5. Applications

In the present section, we further exploit the relation between families of shift
operators and residue families. The flow of information will be in both directions,
i.e., we use facts on families of shift operators to derive properties of residue families
and also use properties of residue families to derive properties of families of shift
operators.

It was shown in [Juhl 2009; 2013] that residue families Dres
2N (h; λ) satisfy two

systems of factorization identities. In Section 5A we provide new proofs of these
identities. They rest on the identification of two special values of the families of
shift operator in terms of GJMS operators. These are given in Theorem 5.1 and
Theorem 5.6, respectively. Theorem 5.1 will be further exploited in Section 6F. In
Section 5B, we shall describe a compressed formulation of the recursive algorithm
for the solution operators T2 j (h; λ) in terms of the families SN (g+; λ). In the last
section, we derive a new formula for all Q-curvatures (critical and subcritical ones)
in even dimension in terms of shift operators.

5A. Shift operators and GJMS operators. Juhl [2009; 2013] proved that, for
N ∈ N with 2N ≤ n for even n, the even-order residue families Dres

2N (h; ν) satisfy
the identities

(5-1) Dres
2N

(
h;−n

2
+N

)
= P2N (h)ι∗ and Dres

2N

(
h;−n+1

2
+N

)
= ι∗P2N (ḡ).

We briefly comment on the well-definedness of the second identity. For odd n, the
Taylor coefficients of hr are determined by h. Hence, for any N ∈ N, the left-hand
side of the second identity is determined by h. The right-hand side of this identity
involves a GJMS operator in even dimension n + 1. We recall that, for general
metrics, these are only defined for subcritical orders 2N ≤ n+ 1. But here they are
defined for all N ∈N. In fact, there is an explicit formula for the Taylor coefficients
of a Poincaré metric of ḡ [Juhl 2013]. These are determined by hr , i.e., by h. Thus
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the right-hand side is well-defined for all N ∈ N. For even n, the left-hand side of
the second identity is defined for 2N ≤ n. The right-hand side uses derivatives of a
Poincaré metric for ḡ which are determined by h.

For even N , the identities (5-1) are the simplest respective special cases of the
systems

(5-2) Dres
N

(
h;−n

2
+N−k

)
= P2k(h)Dres

N−2k

(
h;−n

2
+N−k

)
, 2≤ 2k ≤ N

and

(5-3) Dres
N

(
h;−n+1

2
+k
)
= Dres

N−2k

(
h;−n+1

2
−k
)

P2k(ḡ), 2≤ 2k ≤ N

of factorization identities [Juhl 2013, Theorems 3.1–3.2]. They play an important
role in connection with the description of recursive structures among GJMS op-
erators and Q-curvatures. Here we shall give an independent proof of the second
system. The arguments will also prove their counterparts for odd-order residue
families. Moreover, we derive the first system from its special case k= N , i.e., from
the first identity in (5-1). The new proofs completely differ from earlier arguments.

We start with the proof of system (5-3). The proof rests on Corollary 4.2 and
two basic facts. The first of these is also of independent interest. It will be used in
Section 6F.

Theorem 5.1. Let N ∈ N so that 2N ≤ n if n is even. Set m = n+1
2 . Then

SN (g+;m− 1)= r N P2N (ḡ)

up to an error term in O(r∞) for odd n and o(rn−N ) for even n. Moreover, the
equality is true without an error term if g+ is Einstein.

Proof. We first consider the case g+ Einstein. The identity (2-4) shows that the
2N -th order GJMS operator of g+ is given by the product

(5-4) P2N (g+)=
N∏

l=1

(
1g+ + (m+l−1)(m−l)

)
.

The conformal covariance of GJMS operators implies that

P2N (ḡ)= r−m−N P2N (g+)rm−N .

By the definition (4-1), we have

SN (g+;m− 1)= S(g+;m− 1) ◦ · · · ◦ S(g+;m+ N − 2).
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Hence, using (3-7) and (5-4), we obtain

SN (g+;m− 1)= r−m(1g+ +m(m−1)
)
· · ·
(
1g+ + (m+N−1)(m−N )

)
rm−N

= r−m P2N (g+)rm−N

= r N P2N (ḡ).

This completes the proof for g+ Einstein. For general Poincaré metrics and odd n,
the assertion follows by similar arguments using the generalization

(5-5) P2N (g+)=
N∏

l=1

(
1g+ + (m+l−1)(m−l)

)
+ O(r∞)

of (5-4). The conformal covariance of P2N show that

SN (g+;m− 1)= r N P2N (ḡ)+ O(r∞).

Similarly, for even n, the formula

(5-6) P2N (g+)=
N∏

l=1

(
1g+ + (m+l−1)(m−l)

)
+ o(rn)

(see Remark 3.5 for N = 1) and the conformal covariance of P2N show that

SN (g+;m− 1)= r N P2N (ḡ)+ o(rn−N ).

The proof is complete. �

Theorem 5.1 directly implies the following N factorization identities.

Corollary 5.2. Let N ∈ N so that 2N ≤ n for even n. Let 0≤ k ≤ N − 1. Then

SN (g+;m− k− 1)= Sk(g+;m− k− 1)r N−k P2N−2k(ḡ)

if g+ is Einstein. For general Poincaré metrics g+, the identity holds true with an
error term in O(r∞) for odd n and

Sk(g+;m− k− 1)o(rn−N+k)

for even n.

The second basic fact is a generalization of Lemma 3.13 which states that

S(g+; λ)r j
= r j S(g+; λ− j)− j (2λ−n− j+2)r j−1

for j ∈ N.

Lemma 5.3. Let k, j ∈ N. Then

(5-7) Sk(g+; λ)r j
=

k∑
l=0

(k
l

)
(− j)l(2λ−n− j+k+1)lr j−l Sk−l(g+; λ− j+l).
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Proof. We use induction over k. For k = 1, we have

S1(g+; λ)r j
= S(g+; λ)r j

= r j S(g+; λ− j)− j (2λ−n− j+2)r j−1

=

1∑
l=0

(1
l

)
(− j)l(2λ−n− j+2)lr j−l S1−l(g+; λ− j+l).

Now assume that the assertion holds true for k− 1. Then we compute

Sk(g+; λ)r j

= S(g+; λ) ◦ Sk−1(g+; λ+1)r j

= S(g+; λ)
k−1∑
l=0

(k−1
l

)
(− j)l(2λ−n− j+k+2)lr j−l Sk−l−1(g+; λ− j+l+1)

=

k−1∑
l=0

(k−1
l

)
(− j)l(2λ−n− j+k+2)l S(g+; λ)r j−l Sk−l−1(g+; λ− j+l+1).

By Lemma 3.13, the last display equals

k−1∑
l=0

(k−1
l

)
(− j)l(2λ−n− j+k+2)lr j−l S(g+; λ− j+l)Sk−l−1(g+; λ− j+l+1)

−

k−1∑
l=0

(k−1
l

)
(− j)l(2λ−n− j+k+2)l

× ( j − l)(2λ−n− j+l+2)r j−l−1Sk−l−1(g+; λ− j +l +1).

Shifting the summation index in the second sum and simplification gives

k−1∑
l=0

(k−1
l

)
(− j)l(2λ−n− j+k+2)lr j−l Sk−l(g+; λ− j+l)

+

k∑
l=1

(k−1
l−1

)
(− j)l(2λ−n− j+k+2)l−1(2λ−n− j+l+1)r j−l Sk−l(g+; λ− j+l).

Now observe that

(2λ−n− j+k+2)l = (2λ−n− j+k+1)l + l(2λ−n− j+k+2)l−1

and

(2λ− n− j + k+ 2)l−1(2λ− n− j + l + 1)

= (2λ− n− j + k+ 1)l − (k− l)(2λ− n− j + k+ 2)l−1
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as well as

l
(

k− 1
l

)
− (k− l)

(
k− 1
l − 1

)
= 0 and

(
k− 1

l

)
−

(
k− 1
l − 1

)
=

(
k
l

)
.

Putting things together, we conclude

Sk(g+; λ)r j
=

k∑
l=0

(k
l

)
(− j)l(2λ−n− j+k+1)lr j−l Sk−l(g+; λ− j+l).

The proof is complete. �

Now we are able to prove the system (5-3).

Theorem 5.4. Let N ∈ N so that N ≤ n+ 1 for even n. Then

(5-8) Dres
N

(
h;−n+1

2
+k
)
= Dres

N−2k

(
h;−n+1

2
−k
)

P2k(ḡ)

for all 0≤ 2k ≤ N.

Proof. We only discuss the case of even N . The proof in the odd-order case is
analogous. By Corollary 4.2, we have

Dres
2N

(
h;−n+1

2
+k
)
=

1
(−2N )N (k−2N )N

ι∗S2N

(
g+;

n−1
2
+k−2N

)
.

Now we additionally assume that g+ is Einstein. Then Corollary 5.2 implies the
identity

(5-9) S2N

(
g+;

n−1
2
+k−2N

)
= S2N−k

(
g+;

n−1
2
+k−2N

)
r k P2k(ḡ)

We use Lemma 5.3 to conclude that

S2N−k

(
g+;

n−1
2
+k−2N

)
r k

=

2N−k∑
l=0

(2N−k
l

)
(−k)l(−2N )lr k−l S2N−k−l

(
g+;

n−1
2
+l−2N

)
.

Note that no summand with summation index l ≥ k + 1 will contribute due to
(−k)l = 0. By restriction to r = 0, the last display yields

(5-10) ι∗S2N−k

(
g+;

n−1
2
+k−2N

)
r k

=

(2N−k
k

)
(−k)k(−2N )kι∗S2N−2k

(
g+;

n−1
2
+k−2N

)
.
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Finally, by Corollary 4.2, we have

Dres
2N−2k

(
h;−n+1

2
−k
)
=

1
(−2N+2k)N−k(k−2N )N−k

ι∗S2N−2k

(
g+;

n−1
2
+k−2N

)
.

Combining these observation, proves

Dres
2N

(
h;−n+1

2
+k
)
=

(2N−k
k

)
(−k)k(−2N )k(−2N+2k)N−k(k−2N )N−k

(−2N )N (k− 2N )N

× Dres
2N−2k

(
h;−n+1

2
−k
)

P2k(ḡ).

Now the combinatorial identity(2N−k
k

)
(−k)k(−2N )k(−2N + 2k)N−k(k− 2N )N−k

(−2N )N (k− 2N )N
= 1

completes the proof for Einstein g+. For general Poincaré metrics g+, we have to
control the error terms coming from Corollary 5.2. For odd n, error terms obviously
do to not contribute to (5-10). For even n, the relation (5-9) contains an error term
in

S2N−k

(
g+;

n−1
2
+k−2N

)
o(rn−k).

By Lemma 5.3, this contribution is contained in o(rn−2N ). Hence its composition
with ι∗ vanishes if 2N ≤ n.8 �

Remark 5.5. The proof of the factorizations (5-8) for even N given in [Juhl 2013]
assumes that g+ is Einstein. A closer inspection of this proof shows that it can
be refined to establish the assertion in full generality. The refinement rests on the
factorizations (5-5) and (5-6) with remainder terms. The point is that the remainder
terms do not contribute to the residue calculations in the refinement of that proof.
Note also that, along these lines, again only the critical case 2N = n (for n even)
requires the remainder term o(rn) in (5-6).

We continue with the discussion of the factorization identities (5-2). Their proof
rests on Corollary 4.2 and the identification of the value

ι∗S2N

(
g+;

n
2
−N

)
=62N

(
h, n

2
−N

)
as a tangential operator being a multiple of P2N (h)ι∗. This fact actually will
be deduced from the first identity in (5-1). Unfortunately, we do not have an

8The arguments show that, for even n and 2N < n, the weaker estimate O(rn) in (5-6) suffices.
However, the critical case 2N = n requires the stronger estimates o(rn).
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independent proof of this identity. The following result contains the relevant details
and some further information.

Theorem 5.6. Let k ∈N. The operator ι∗Sk
(
g+; n−k

2

)
defines a tangential differen-

tial operator Pk : C∞(M)→ C∞(M), i.e.,

ι∗Sk

(
g+;

n−k
2

)
= Pkι

∗.

For k ∈ N with k ≤ n for even n, the operator Pk only depends on h and is
conformally covariant, i.e.,

Pk(ĥ)= e−((n+k)/2)ϕ
◦Pk(h) ◦ e((n−k)/2)ϕ

for ĥ = e2ϕh. For k = 2N −1, the operator Pk(h) vanishes identically. For k = 2N ,
the operator Pk(h) is proportional to the GJMS operator P2N (h) of (M, h):

(5-11) P2N (h)= ((2N−1)!!)2 P2N (h).

Finally, we have

(5-12) ι∗S2N

(
g+;

n−1
2
−N

)
= (2N )!ι∗P2N (ḡ)

and

(5-13) ι∗S2N+1

(
g+;

n−3
2
−N

)
= (2N + 2)!ι∗∂r P2N (ḡ).

Proof. We recall that a differential operator D : C∞(M+)→ C∞(M+) restricts
to a tangential operator with respect to M if and only if D(r f ) = r D′( f ) for
all f ∈ C∞(M+) and some differential operator D′ : C∞(M+)→ C∞(M+). By
Lemma 4.6, we have

Sk(g+; λ)(r f )= r Sk(g+; λ− 1) f − k(2λ− n+ k)Sk−1(g+; λ− 1) f

for all f ∈ C∞(M+). Hence the Taylor series of ι∗Sk
(
g+; n−k

2

)
(r f ) in the variable

r has vanishing constant term. It follows that ι∗Sk
(
g+; n−k

2

)
defines a tangential

operator, i.e., there is an operator

Pk : C∞(M)→ C∞(M)

so that
ι∗Sk

(
g+;

n−k
2

)
= Pkι

∗.

Now assume that k ∈N with k ≤ n for even n. The further properties of Pk follow
from the relation between shift operators and residue families (Corollary 4.2). In
particular, for these values of k, the operators Pk are determined by h and the
conformal transformation law for Pk follows from Corollary 4.5. The fact that Pk
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vanishes identically for odd k = 2N − 1 is obvious. Indeed, by Corollary 4.2, we
have

P2N−1 = ι
∗S2N−1

(
g+;

n+1
2
−N

)
= 2(−2N+1)N (−N+1)N Dres

2N−1

(
h; N−n+1

2

)
= 0

since (−N+1)N = 0 and Dres
2N−1(h; λ) is regular in λ. By Corollary 4.2 and the

first factorization relation in (5-1), we conclude that

P2N ι
∗
= ι∗S2N

(
g+;

n
2
−N

)
= (−2N )N

(
−N+ 1

2

)
N Dres

2N

(
h; N−n

2

)
= ((2N−1)!!)2 P2N (h)ι∗.

The identity (5-12) follows from Corollary 4.2 and the second factorization identity
in (5-1). Similarly, the identity (5-13) follows from the factorization identity

Dres
2N+1

(
h;−n+1

2
+N

)
= Dres

1

(
h;−n+1

2
−N

)
P2N (ḡ)

for odd-order residue families (Theorem 5.4). By Corollary 4.2, this relation is
equivalent to

1
2(−2N−1)N+1(−N−1)N+1

ι∗S2N+1

(
g+;−N+n−3

2

)
=

1
2(N+1)

ι∗S1

(
g+;−N+n−3

2

)
P2N (ḡ).

Simplification proves the claim. The proof is complete. �

Some comments on the latter results are in order.
Theorem 5.6 overlaps with [Gover and Waldron 2014, Theorems 4.1 and 4.5].

Indeed, assume that g+ is Einstein. Then, by Proposition 3.2, Sk(g+; λ) can be re-
garded as a composition of k degenerate Laplacians I·D. The fact that ι∗Sk

(
g+; n−k

2

)
is tangential, is a consequence of a basic sl(2)-structure for the degenerate Laplacian
[Gover and Waldron 2014, Section 3.1]. It holds true for compositions of degenerate
Laplacians in a much more general setting. In the present situation, Lemmas 4.6
and 5.3 reflect that structure. In order to relate the tangential operator P2N to the
GJMS operator P2N (h), we used the first relation in (5-1). Note that this relation is
a consequence of the basic residue relation (2-23) (derived in [Graham and Zworski
2003] from the ambient metric construction of P2N (h)). In [Gover and Waldron
2014], the identification (5-11) also rests on ambient metric arguments.

As a consequence of Theorem 5.6, we obtain a new proof of the first system
(5-2) of factorization identities for residue families.
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Corollary 5.7. Let N ∈N with N ≤ n+1 for even n. Then we have the factorization
identities

(5-14) Dres
N

(
h;−n

2
+N−k

)
= P2k(h)Dres

N−2k

(
h;−n

2
+N−k

)
for 0≤ 2k ≤ N.

Proof. The obvious relation

SN (g+; λ)= S2k(g+; λ)SN−2k(g+; λ+ 2k)
implies the identity

ι∗SN

(
g+;

n
2
−k
)
= ι∗S2k

(
g+;

n
2
− k

)
SN−2k

(
g+;

n
2
+2k

)
.

By Theorem 5.6, it is equivalent to

ι∗SN

(
g+;

n
2
−k
)
= ((2k−1)!!)2 P2k(h)ι∗SN−2k

(
g+;

n
2
+2k

)
.

Now the identity (4-7) shows that, for even N , this relation can be restated as

(−2N )N
(
−k+1

2

)
N Dres

2N

(
h;−n

2
+2N−k

)
= ((2k−1)!!)2(−2N+2k)N−k

(
k+1

2

)
N−k P2k(h)Dres

2N−2k

(
h;−n

2
+2N−k

)
.

Simplification proves the claim for even-order residues families. We omit the
analogous proof for odd-order residue families which utilizes the identity (4-8). �

Since the family SN (g+; λ) is a polynomial of degree N in λ, the N identities
in Corollary 5.2 do not suffice to determine SN (g+; λ) in terms of lower-order
Sk(g+; λ) and GJMS operators of ḡ. However, that is possible by combining
Corollary 5.2 with the following formula for the leading coefficient of that polyno-
mial. We also recall that w(r)=

√
v(r).

Proposition 5.8. Let N ∈ N. Then

(5-15)
1
N !

d N

dλN SN (g+; λ)= (−2)Nw−1∂N
r (w ·).

Proof. The relations (2-16) and

w−1∂r (w f )= 1
2v
−1∂r (v) f + ∂r f, f ∈ C∞(M◦

+
)

show that we can rewrite the operator S(g+; λ) as

S(g+; λ)= r1ḡ + (n− 1)(∂r + v
−1∂r (v))− 2λw−1∂r (w ·).

Now the leading coefficient of the polynomial λ→ SN (g+; λ) coincides with the
product of the leading coefficients of the N factors. But these are all given by
−2w−1∂r (w ·). This proves the assertion. �
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For later use, we introduce the notation ∂wr
def
= w−1∂r (w ·). In these terms, the

right-hand side of (5-15) equals (−2)N (∂wr )
N . In Section 6F, we shall discuss

further consequences of Corollary 5.2 and Proposition 5.8.
Finally, we combine Proposition 5.8 with Corollary 4.2 to read off the leading

coefficients of residue families. The definition of residue families implies formulas
for these coefficients in terms of solution operators T2 j (h; λ) and renormalized
volume coefficients v2 j . The following result shows how these can be simplified.

Corollary 5.9. Let N ∈ N with 2N ≤ n for even n. The leading coefficient of the
even-order residue family λ 7→ Dres

2N (h; λ) equals

(−1)N 22N N !
(2N )!

ι∗∂2N
r (w ·).

Similarly, the leading coefficient of the odd-order residue family λ 7→ Dres
2N+1(h; λ)

equals

(−1)N 22N N !
(2N+1)!

ι∗∂2N+1
r (w ·).

Proof. The even-order residue family Dres
2N (h; λ) is a polynomial of degree N . By

Proposition 5.8, Corollary 4.2 and ι∗w(r)= 1, the coefficient of λN equals

(−2)2N 1
(−2N )N

ι∗∂2N
r (w ·).

This proves the assertion. The proof in the odd-order case is analogous. �

5B. Shift operators and solution operators. In the present section, we assume that
g+ is Einstein and that n is odd. By the latter assumption, all Taylor coefficients of
hr are determined by h. The obvious modifications for even n are left to the reader.
We relate the solution operator T2N (h; λ) (see Section 2B) to the coefficients in the
formal power series

(5-16) S(g+; λ)=−(2λ−n+1)∂r + r
∑
k≥0

r k S(k)(h; λ)

following from the formal power series

1ḡ + (λ−n+1)J(ḡ)=
∑
k≥0

r k S(k)(h; λ).

Here we used the identity (3-5).9 Only the operator S(0)(h; λ) contains two deriva-
tives in r . By (2-19) and [Juhl 2009, Lemma 6.11], the first few coefficients in the

9The assumptions guarantee that (3-5) is an identity of formal power series.
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expansion (5-16) are given by the operators

(5-17)

S(0)(h; λ) f =1h f + ∂2
r f + (λ−n+1)J(h) f,

S(1)(h; λ) f =−J(h)∂r f,

S(2)(h; λ) f =−δh(P(h)#d f )− 1
2 h(dJ(h), d f )+ 1

2(λ−n+1)|P(h)|2 f,

S(3)(h; λ) f =− 1
2 |P(h)|

2∂r f.

We recall that, under the present assumptions, the solution operators T2N (h; λ) are
well-defined for all N ∈N. In the following, we shall regard functions in C∞(M) as
functions on M+ that do not depend on r , i.e., ∂r annihilates functions in C∞(M).

Proposition 5.10. Let N ∈ N. Then

(5-18) −2N (2λ−n+2N )T2N (h; λ)=
N−1∑
k=0

S(2N−2k−2)(h; n−λ−2k−1)T2k(h; λ)

as an identity of operators acting on C∞(M). In particular, the 2N-th GJMS
operator on (Mn, h) is given by

(5-19) P2N (h)

=−22N−2((N−1)!)2
N−1∑
k=0

S(2N−2k−2)
(

h; n
2
+N−2k−1

)
T2k

(
h; n

2
−N

)
.

Proof. In (3-9), we replace the eigenfunction u by its asymptotic expansion∑
j≥0

rν+2 j a2 j (h; ν)+
∑
j≥0

rn−ν+2 j b2 j (h; ν)

(see (2-20)). In order to simplify the following equations, we shall suppress the
second sum. Then Theorem 3.7 implies

S(g+; λ)
(∑

j≥0

rλ+ν−n+2 j+1a2 j (h; ν)
)

= (λ+ν−n+1)(ν−λ−1)
(∑

j≥0

rλ+ν−n+2 j a2 j (h; λ)
)
.

By Lemma 3.13, this relation is equivalent to∑
j≥0

rλ+ν−n+2 j+1S(g+; n−ν−2 j−1)a2 j (h; ν)

=−

∑
j≥0

2 j (2ν−n+2 j)rλ+ν−n+2 j a2 j (h; ν).
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We rewrite this identity in terms of the expansion (5-16) and compare coefficients
of powers of r . This gives

S(2 j−2)(h; n−ν−1)a0(h; ν)+ · · ·+ S(0)(h; n−ν−2 j+1)a2 j−2(h; ν)

=−2 j (2ν−n+2 j)a2 j (h; ν)

for j ≥ 1. Using a2k(h; ν)= T2k(h; ν)a0(h; ν), we obtain

−2 j (2ν−n+2 j)T2 j (h; ν)=
j−1∑
k=0

S(2 j−2k−2)(h; n−ν−2k−1)T2k(h; ν).

Note that T2 j (h; ν) has a simple pole at ν = n
2 − j with residue given by P2 j (h)

(see (2-23)). Thus the last display implies

P2 j (h)=−22 j−2(( j−1)!)2
j−1∑
k=0

S(2 j−2k−2)
(

h; n
2
+ j−2k−1

)
T2k

(
h; n

2
− j
)
.

The proof is complete. �

Proposition 5.10 is a compressed version of the usual algorithm for the calculation
of the solution operators. We shall illustrate it by low-order examples in Section 6.

5C. Holographic formulas for Q-curvatures. In the present section, we assume
that n is even. We shall discuss new holographic formulas for the Q-curvatures
Q2N (h) for 2N ≤ n.

We start with a simple proof of a result which is also of independent interest
(see [Baum and Juhl 2010, Theorem 1.6.6]). It has been useful in connection with
a discussion of the recursive structure of Q-curvatures [Juhl 2014].

Proposition 5.11. Assume that n is even and let N ∈ N with 2N ≤ n. Then

Dres
2N (h; 0)(1)= 0.

Proof. Corollary 4.2 implies that

Dres
2N (h; 0)(1)=

1

(−2N )N
(n+1

2 − 2N
)

N

62N (h; n− 2N )(1).

By definition, we have

S2N (g+; n− 2N )= S(g+; n− 2N ) ◦ · · · ◦ S(g+; n− 1).

But (3-1) shows that

(5-20) S(g+; n− 1)(1)= 0.

Hence 62N (h; n− 2N )(1)= 0. This completes the proof. �
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The polynomial λ 7→ Dres
2N (h; λ)(1) is called the Q-curvature polynomial.

The Q-curvature polynomial Dres
2N (h; λ)(1) also vanishes in odd dimensions n.

The above arguments prove this fact if
( n+1

2 − 2N
)

N 6= 0.10

In the critical case 2N = n, Proposition 5.11 states that Dres
n (h; 0)(1) = 0.

Of course, this result also follows from Dres
n (h; 0) = Pn(h)ι∗ (see (5-1)) and

Pn(h)(1)= 0.
We continue with the discussion of the critical Q-curvature Qn(h) and recall the

holographic formula [Juhl 2009, Theorem 6.6.1]

(5-21) Qn(h)=−(−1)n/2 Ḋres
n (h; 0)(1).

The following result is a consequence of this identity.

Theorem 5.12 (holographic formula for critical Q-curvature). Let n be even. Then

(5-22) Qn(h)= (−1)n/2Dres
n−1(h;−1)∂r (log v)

or, equivalently,

(5-23) Qn(h)= cn6n−1(h; 0)∂r (log v)

with cn = (−1)n/22n−2
(
0
( n

2

)
/0(n)

)2.

We recall that the composition 6n−1(h; 0)= ι∗Sn−1(g+; 0) only depends on h.

Proof. The critical special case 2N = n of the first factorization identity in
Corollary 4.3 reads

Dres
n (h; λ)= Dres

n−1(h; λ− 1)S(g+; λ+ n− 1).

Now we differentiate this relation at λ= 0 and use the vanishing result (5-20). We
obtain

Ḋres
n (h; 0)(1)= Dres

n−1(h;−1)Ṡ(g+; n− 1)(1)

But Proposition 5.8 shows that Ṡ(g+; n− 1)=−2w−1∂r (w ·). Hence

Ṡ(g+; n− 1)(1)=−2w−1∂r (w)=−2∂r (logw)=−∂r (log v).

The relation (5-22) follows by combining these facts with the holographic formula
(5-21). The second relation (5-23) follows by combining the first relation with
Corollary 4.2. �

Remark 5.13. Formula (5-23) should be compared with the special case

(5-24) ((n−1)!!)2 Qn(h)= ι∗(I·D)n−1[−n+1] ◦ (I·D)L [1] log(1)

10In the remaining cases, the polynomial 62N (h; λ)(1) has a double zero at λ= n− 2N .



146 ANDREAS JUHL AND BENT ØRSTED

of [Gover and Waldron 2014, Theorem 4.7], where we set (I·D)[λ]= (I·D)[ḡ, r; λ]
and likewise for (I·D)L . Here the factor (I·D)L is defined to act on the log density
log(µ) (µ any positive smooth function) according to

(I·D)L [g, σ ;ω] log(µ)
def
=
[
−σ1g + (n−1)g(dσ, d ·)

]
log(µ)−

ω

n+1

[
(n−1)1g(σ )+ 2nσJ(g)

]
(see [Gover and Waldron 2014, Section 2]). For g = ḡ, σ = r and µ= 1, we find

(5-25) (I·D)L [ḡ, r;ω] log(1)=− ω

n+1
[
(n−1)1ḡ(r)+ 2nrJ(ḡ)

]
=−

ω

n+1

[n−1
2

tr(h−1
r ḣr )− n tr(h−1

r ḣr )
]

=
ω

2
tr(h−1

r ḣr )= ω∂r (log v).

Hence the formula (5-24) reduces to (5-23), up to a sign due to conventions. Now
the transformation law µn Qn(µ

2h)= Pn(h) log(µ)+ Qn(h) and (5-11) imply

((n−1)!!)2µn Qn(µ
2h)

= ι∗(I·D)n−1[−n+1] ◦ (I·D)[0] log(µ)+ ι∗(I·D)n−1[−n+1] ◦ (I·D)L [1] log(1).

But the relation

(I·D)L [1]a− (I·D)L [1]b = (I·D)[0](a− b)

yields

(I·D)[0] log(µ)+ (I·D)L [1] log(1)= (I·D)L [1] log(µ).

Hence

((n−1)!!)2µn Qn(µ
2h)= ι∗(I·D)n−1[−n+1](I·D)L [1] log(µ).

This proves [Gover and Waldron 2014, Theorem 4.7].11

The formula (5-23) resembles the well-known beautiful formula

Qn(h)= (−1)n/2−11n/2(log t)|ρ=0, t=1

of Fefferman and Hirachi [2003]. Here 1 denotes the Laplacian of the ambient
metric in normal form relative to h, and t is the homogeneous coordinate on the
ambient space R+×M × (−ε, ε) with coordinates (t, x, ρ).

Next, we establish a generalization of Theorem 5.12 to all subcritical Q-curvatures.

11Strictly speaking, µ on the right-hand side is a function on M+ and the formula for Qn does
only depend on the restriction of µ to the hypersurface M .
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Theorem 5.14 (holographic formula for subcritical Q-curvatures). Let n be even
and assume that 2N < n. Then

(5-26) Q2N (h)= c2N62N−1

(
h; n

2
− N

)
∂r (log v),

where c2N = (−1)N 22N−2(0(N )/0(2N ))2. Equivalently,

(5-27) Q2N (h)= (−1)N Dres
2N−1

(
h;−n

2
+ N − 1

)
∂r (log v).

Proof. On the one hand, we have

Dres
2N

(
h;−n

2
+ N

)
(1)= P2N (h)(1)= (−1)N

(n
2
− N

)
Q2N (h)

using (2-5) and (5-1). On the other hand, Corollary 4.2 implies

Dres
2N

(
h;−n

2
+ N

)
(1)=

1

(−2N )N
( 1

2 − N
)

N

62N

(
h; n

2
− N

)
(1).

But
62N

(
h; n

2
− N

)
=62N−1

(
h; n

2
− N

)
S
(

g+;
n
2
+ N − 1

)
and

S
(

g+;
n
2
+ N − 1

)
(1)=

(n
2
− N

)
∂r (log v).

By comparing both expressions for Dres
2N

(
h;−n

2 + N
)
(1), we obtain

Q2N (h)= (−1)N 1

(−2N )N
( 1

2 − N
)

N

62N−1

(
h; n

2
− N

)
∂r (log v).

Now simplification proves the first assertion. The second follows from this result
using the second relation in Corollary 4.2. �

Theorem 5.12 obviously follows from Theorem 5.14 by analytic continuation in
the dimension n. However, the above proof avoids this argument.

Finally, we prove that the formulas (5-23) and (5-27) are equivalent to the well-
known holographic formulas for Q-curvatures proved in [Graham and Juhl 2007;
Juhl 2011]. In fact, the definitions imply that (5-27) is equivalent to

(−1)N Q2N = 22N−2(N − 1)!2

×

(2N−1∑
j=0

T ∗j
( n

2 − N
)
v0+ · · ·+ T ∗0

(n
2 − N

)
v j

)
1

(2N − 1− j)!
ι∗∂2N−1− j

r

(
v̇

v

)
.

In the latter sum, the operator T ∗2k

( n
2 − N

)
acts on(

v0
1

(2N − 1− 2k)!
ι∗∂2N−1−2k

r + · · ·+ v2N−2k−2ι
∗∂r

)(
v̇

v

)
.



148 ANDREAS JUHL AND BENT ØRSTED

But this sum equals the (2N−1−2k)-th Taylor coefficient of v(v̇/v)= v̇, i.e., equals
(2N − 2k)v2N−2k . Hence the above formula simplifies to

(−1)N Q2N = 22N−2(N − 1)!2
N−1∑
k=0

(2N − 2k)T ∗2k
( n

2 − N
)
(v2N−2k).

This formula is equivalent to [Juhl 2011, Theorem 1.1]. The same arguments also
apply in the critical case. This completes the proof.

In summary, the above discussion provides reformulations and easy new proofs
of well-known holographic formulas for Q-curvatures (in even dimension). The
key arguments here are the second identity in Corollary 4.2 and/or the first identity
in Corollary 4.3.

6. A panorama of examples

In the present section, we illustrate the main results (Theorems 4.1, 5.1, 5.6, 5.12
and Proposition 5.10) by low-order examples. Furthermore, we discuss certain
remarkable expansion of the families SN (g+; λ) with respect to the parameter r .

We shall often simplify notation by omitting the obvious metrics. In particular,
we shall write 1 for 1h , J for J(h), P for P(h), S(λ) for S(g+; λ) etc.

We also recall the expansion [Juhl 2009, Section 6.11]

(6-1) 1ḡ f = [1 f + ∂2
r f ] − rJ∂r f + r2[

−δ(P#d f )− 1
2(dJ, d f )

]
+ O(r3).

By v̇/v = 2rv2+ O(r3) with v2 =−
1
2J(h), we have

S(g+; λ)=−(2λ−n+1)∂r + r
[
1h + ∂

2
r + (λ−n+1)J(h))

]
+ O(r2).

6A. Theorem 4.1 for N ≤ 3. The first-order family δ1(λ) is given by [Juhl 2009,
Section 6.2]

δ1(λ)= ι
∗∂r .

On the other hand, we have

(6-2) 61(λ)= ι
∗S1(λ)=−(2λ−n+1)ι∗∂r =−(2λ−n+1)δ1(λ).

This confirms Theorem 4.1 in the case N = 1.
The second-order family δ2(λ) is given by [Juhl 2009, Section 6.7]

δ2(λ)=
1
2 ι
∗∂2

r +
1

2(n−2−2λ)
(1+ (λ−n+2)J)ι∗.

On the other hand, by definition, we have

62(λ)= ι
∗S2(λ)= ι

∗S(λ)S(λ+ 1)

=−(2λ−n+1)ι∗∂r
[
r1ḡ + (−2λ+n−3)∂r + (λ−n+2)rJ

]
.
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By (6-1), this formula simplifies to

(6-3) 62(λ)=−(2λ−n+1)
[
1ι∗− (2λ−n+2)ι∗∂2

r + (λ−n+2)Jι∗
]

= (−2)2(2λ−n+1)2
[

1
2 ι
∗∂2

r −
1

2(2λ−n+2)
(1ι∗+ (λ−n+2)Jι∗)

]
= (−2)2(2λ−n+1)2δ2(λ).

This identity confirms Theorem 4.1 for N = 2.
Note that, for n = 3, the latter formula gives

62(λ)(1)=−(−2)2(2λ− 2)2
(λ− 1)

2(2λ− 1)
J=−2(λ− 1)2J.

This confirms the double zero mentioned after Proposition 5.11. In this case, both
factors in the definition of 62(λ) contribute a zero.

The third-order family δ3(λ) is given by [Juhl 2009, Section 6.8]

δ3(λ)=
1
6 ι
∗∂3

r +
1

2(n−2−2λ)
(1+ (λ−n+2)J)ι∗∂r .

On the other hand, by definition, we have

63(λ)= ι
∗S3(λ)= ι

∗S(λ)S(λ+ 1)S(λ+ 2)

=−(2λ−n+1)ι∗∂r
[
r1ḡ − (2λ−n+3)∂r + (λ−n+2)rJ

]
◦
[
r1ḡ − (λ−n+5)∂r + (λ−n+3)rJ

]
.

By (6-1), the last display simplifies to

(6-4) −(2λ−n+1)
[
(−(λ−n+5)+ 2− 2(2λ−n+3))1ι∗∂r

+(2−(2λ−n+5)−2(2λ−n+3)+(2λ−n+3)(2λ−n+5))ι∗∂3
r

+ (−2+2(λ−n+3)+ 2(2λ−n+3)− 2(2λ−n+3)(λ−n+3)

− (λ−n+2)(2λ−n+5))Jι∗∂r

]
= (−3)3(2λ−n+1)3

[
1
6 ι
∗∂3

r −
1

2(2λ−n+2)
[
1ι∗∂r + (λ−n+2)Jι∗∂r

]]
= (−3)3(2λ−n+1)3δ3(λ).

This identity confirms Theorem 4.1 for N = 3.

6B. Theorem 5.1 for N = 1. We have shown that the family SN (g+; λ) contains
the GJMS operator P2N (ḡ) if g+ is an Einstein metric on M◦

+
. Now we give a direct

proof for the first example. We recall that m = n+1
2 . By formula (3-5), we compute

S1(g+;m− 1)= S(g+;m− 1)= r
(
1ḡ −

n−1
2

J(ḡ)
)
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if g+ is Einstein. By (2-2), the right-hand side coincides with r P2(ḡ). For general
Poincaré metrics, the identity holds with error terms (see Remark 3.5).

6C. Theorem 5.6 for N = 1. It shows that the family S2N (g+; λ) induces a tan-
gential operator which is proportional to the GJMS operators for (M, h). Now we
compute

ι∗S2

(n
2
− 1

)
= ι∗S

(n
2
− 1

)
S
(n

2

)
= ι∗∂r

[
−∂r + r

[
1+ ∂2

r −

(n
2
− 1

)
J
]]

=1ι∗−
(n−2

2

)
Jι∗,

which coincides with P2ι
∗ (see (2-2)).

Note also that

ι∗S2

(
g+;

n−1
2
−1
)
= 2ι∗∂r

[
r1ḡ −

(n−1
2

)
rJ
]
= 2ι∗P2(ḡ)

and
ι∗S3

(
g+;

n−3
2
−1
)
= 4!ι∗∂r P2(ḡ)

by (6-3) and (6-4) (for Einstein g+ see also (6-8) and (6-11)). The latter two
identities are special cases of (5-12) and (5-13).

6D. Proposition 5.10 for N ≤ 2. We recall that [Juhl 2009, Section 6.7]

(6-5) T2(λ)=
1

2(n−2λ−2)
[1− λJ].

By (5-16), we have
S(0)(n−λ−1)=1+ ∂2

r − λJ.

Hence we obtain

−2(2λ−n+2)T2(λ)= S(0)(n−λ−1)T0(λ)

as an identity of operators on C∞(M). This coincides with (5-18) for N = 1.
We recall that [Juhl 2009, Theorem 6.9.4]

T4(λ)

=
1

4(n−4−2λ)

[
1

2(n−2−2λ)
[1−(λ+2)J][1−λJ]− 1

2λ|P|
2
−δ(P#d)− 1

2(dJ, d)
]
.

Now, using (5-17) and (6-5), we compute

S(2)(n−λ−1)T0(λ)+ S(0)(n−λ−3)T2(λ)

=−δ(P#d)− 1
2(dJ, d)− 1

2 |P|
2
+

1
2(n−2λ−2)

[1− (λ+2)J][1− λJ].
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Hence

−4(2λ−n+4)T4(λ)= S(2)(n−λ−1)T0(λ)+ S(0)(n−λ−3)T2(λ).

This coincides with (5-18) for N = 2.

6E. Theorem 5.12 for n≤ 4 and Theorem 5.14 for N ≤ 2. We first confirm (5-23)
for n = 2 and n = 4. As a preparation, we note that

∂r (log v)= v̇(r)/v(r)= 2rv2+ r3(4v4− 2v2
2)+ · · · .

For n = 2, (5-23) claims that

Q2 =−61(0)∂r (log v).

Now, using (6-2), this identity simplifies to

Q2 =−2v2.

For n = 4, (5-23) claims that

Q4 =
4

3663(0)∂r (log v).

Using (6-4), this formula reads

Q4 = 4
[ 1

6 ι
∗∂3

r +
1
4(1ι

∗∂r − 2Jι∗∂r )
]
∂r (log v).

The latter expression simplifies to

16v4− 8v2
2 + 2(1− 2J)v2.

Now the standard formulas

v2 =−
1
2J and v4 =

1
8(J

2
− |P|2)

confirm that the above formulas are equivalent to the well-known expressions

Q2 = J and Q4 = 2J2
− 2|P|2−1J.

Similar calculations confirm (5-26) for N = 1 and N = 2. In fact, by (6-2), the
assertion

Q2 =−61

(n
2
− 1

)
∂r (log v)

is equivalent Q2 =−2v2. Similarly, by (6-4), the assertion

Q4 =
4
3663

(n
2
− 2

)
∂r (log v)

is equivalent to

Q4 = 16v4− 8v2
2 + 21v2− nJv2 =

n
2
J2
− 2|P|2−1J.

These results reproduce the formulas in (2-6).
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6F. Some interesting expansions of SN(g+;λ). We finish this section with a dis-
cussion of some interesting expansions of the families SN (g+; λ). Here we restrict
to the low-order examples N ≤ 3. In order to simplify the presentation, we shall
also assume that g+ is Einstein. The expansions in question describe the families
SN (g+; λ) as polynomials in r with coefficients that are polynomials in the GJMS
operators P2k(ḡ) for k ≤ N and the operators ∂wr = w

−1∂r (w ·). The existence of
such expansions follows from Theorem 5.1, Corollary 5.2 and Proposition 5.8. Of
particular interest will be the coefficient of r N in the expansion of SN (h; λ). This
coefficient is a polynomial in λ the leading coefficient of which is related to the
second-order operators M2(ḡ), M4(ḡ) and M6(ḡ) (see (6-9), (6-12)) associated to
(M+, ḡ). We recall that these operators are the first coefficients in the r -expansion of
the holographic Laplacian introduced in [Juhl 2013]. These experiments provide evi-
dence for a general property of these expansions which will be formulated at the end.

As in Theorem 5.1, we shall use the notation m = n+1
2 .

Example 6.1. The second-order family S1(g+; λ) is linear in the variable λ and
satisfies two identities:

S1(g+;m−1)= r P2(ḡ),
d

dλ
S1(g+; λ)=−2∂wr .

These identities imply the representation

(6-6) S1(g+; λ)=−2(λ−m+1)∂wr + r P2(ḡ).

In particular, the coefficient of r is given by M2(ḡ)= P2(ḡ).

Example 6.2. The fourth-order family S2(g+; λ) is quadratic in the variable λ and
satisfies three identities:

S2(g+;m−1)= r2 P4(ḡ),

S2(g+;m−2)= S1(g+;m−2)r P2(ḡ),
1
2!

d2

dλ2 S2(g+; λ)= 4(∂wr )
2.

Hence S2(g+; λ) can be written in the form

(6-7) S2(g+; λ)= 4(λ−m+1)2(∂wr )
2
− (λ−m+1)S1(g+;m−2)r P2(ḡ)

+ (λ−m+2)r2 P4(ḡ).
Now applying Lemma 4.6 to the middle summand gives

S1(g+;m−2)r P2(ḡ)= r S1(g+;m−3)P2(ḡ)+ 2P2(ḡ).

Thus, by combination with (6-6), we can rewrite (6-7) as

(6-8) S2(g+; λ)= 4(λ−m+1)2(∂wr )
2
−2(λ−m+1)P2(ḡ)−4(λ−m+1)r∂wr P2(ḡ)

+r2[(λ−m+2)P4(ḡ)− (λ−m+1)P2(ḡ)2
]
.
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In particular, the coefficient of r2 is a linear polynomial in λ the leading coefficient
of which is given by the operator

(6-9) M4(ḡ)= P4(ḡ)− P2(ḡ)2.

Example 6.3. The sixth-order family S3(g+; λ) is cubic in the variable λ and
satisfies four identities:

S3(g+;m−1)= r3 P6(ḡ),

S3(g+;m−2)= S1(g+;m−2)r2 P4(ḡ),

S3(g+;m−3)= S2(g+;m−3)r P2(ḡ),
1
3!

d3

dλ3 S3(g+; λ)=−8(∂wr )
3.

Hence S3(g+; λ) can be represented in the form

(6-10) S3(g+; λ)=−8(λ−m+1)3(∂wr )
3
+

1
2(λ−m+1)2S2(g+;m−3)r P2(ḡ)

− (λ−m+1)(λ−m+3)S1(g+;m−2)r2 P4(ḡ)

+
1
2(λ−m+2)2r3 P6(ḡ).

Applying Lemma 4.6 to the middle two summands yields the relations

S2(g+;m−3)(r P2(ḡ))= r S2(g+;m−4)P2(ḡ)+ 6S1(g+;m−3)P2(ḡ),

S1(g+;m−2)(r2 P4(ḡ))= r2S1(g+;m−4)P4(ḡ)+ 6r P4(ḡ).

Hence, by combination with the respective representations (6-6) and (6-8) of
S1(g+; λ) and S2(g+; λ), we can rewrite S3(g+; λ) in the form

(6-11) (2λ−n+1)(2λ−n+3)
(
3∂wr P2(ḡ)− (2λ−n+5)(∂wr )

3)
−

3
2(2λ−n+1)r

[
(2λ−n+5)P4(ḡ)− (2λ−n+3)P2(ḡ)2

− 2(2λ−n+3)(∂wr )
2 P2(ḡ)

]
−

3
2(2λ−n+1)r2[(2λ−n+5)∂wr P4(ḡ)− (2λ−n+3)∂wr P2(ḡ)2

]
+

1
8r3
[
−2(2λ−n+1)(2λ−n+5)P2(ḡ)P4(ḡ)+ (2λ−n+3)(2λ−n+5)P6(ḡ)
−2(2λ−n+1)(2λ−n+3)P4(ḡ)P2(ḡ)+ 3(2λ−n+1)(2λ−n+3)P2(ḡ)3

]
.

In particular, the coefficient of r3 is a quadratic polynomial in λ the leading coeffi-
cient of which is a constant multiple of

(6-12) M6(ḡ)= P6(ḡ)− 2P2(ḡ)P4(ḡ)− 2P4(ḡ)P2(ḡ)+ 3P2(ḡ)3.
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The above examples suggest that in the analogous representation of SN (g+; λ)
the coefficient of r N is a constant multiple of the degree N − 1 polynomial

(6-13)
∑
|I |=N

m I

(
λ− n−1

2

)
N

λ− n−1
2 + N − Ir

P2I (ḡ).

Here the sum runs over all partitions I = (I1, . . . , Ir ) of size |I | = N and, for
any I , we set P2I = P2I1 · · · P2Ir ; for more details on the coefficients m I we refer
to [Juhl 2013]. The expression (6-13) resembles the polynomials in [Juhl 2013,
Theorem 4.1] which describes residue families in terms of GJMS operators. Note
that the leading coefficient of the polynomial (6-13) is the building block operator

M2N (ḡ)=
∑
|I |=N

m I P2I (ḡ)

(see Section 7). We will return to that problem in later work.

7. Epilogue

In the present section, we sketch some further developments and indicate some
interesting future developments.

We first prove a consequence of the expansions discussed in Section 6F. Then
we generalize this result to arbitrary order. We show that the result naturally
follows from a basic property of an operator which in [Juhl 2016] was termed the
holographic Laplacian. We expect that these generalizations play a similar role in
the study of the families SN (g+; λ) of arbitrary order N ∈ N.

In order to simplify the presentations as much as possible, we assume that M is
an analytic manifold of odd dimension n. For an analytic metric h on M , we let g+
be a Poincaré metric in normal form relative to h. It satisfies Ric(g+)+ ng+ = 0
and, for any N ∈ N, there is a well-defined GJMS operator P2N (h).

We also recall the notation ∂wr = w
−1∂r (w ·) and

M2(h)= P2(h), M4(h)= P4(h)− P2(h)2.

As usual, let ḡ = r2g+. The analogous definitions yield M2(ḡ) and M4(ḡ).

Theorem 7.1. rM4(ḡ)= 2[∂wr ,M2(ḡ)].

Proof. Using (6-6), we compute

S2(g+; λ)= S1(g+; λ)S1(g+; λ+ 1)

= S1(g+; λ)
[
−2(λ−m+2)∂wr + r P2(ḡ)

]
=−2(λ−m+2)S1(g+; λ)∂wr + S1(g+; λ)r P2(ḡ).
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Now we apply Lemma 3.13 to move the variable r in the last term to the left, i.e.,

S2(g+; λ)=−2(λ−m+2)S1(g+; λ)∂wr + r S1(g+; λ)P2(ḡ)− 2(λ−m+1)P2(ḡ)).

By another application of (6-6), we conclude

S2(g+; λ)= 2(λ−m+2)
[
−2(λ−m+1)(∂wr )

2
+ r P2(ḡ)∂wr

]
+ r [−2(λ−m)∂wr P2(ḡ)+ P2(ḡ)2− 2(λ−m+1)P2(ḡ)

= 4(λ−m+1)2(∂wr )
2
− 2(λ−m+1)P2(ḡ)

− 2r
[
(λ−m+2)P2(ḡ)∂wr + (λ−m)∂wr P2(ḡ)

]
+ r2 P2(ḡ)2.

The difference between (6-8) and the last display gives the relation

0= (λ−m+2)
[
r2M4(ḡ)− 2r [∂wr , P2(ḡ)]

]
.

The proof is complete. �

Now we describe an alternative proof of the commutator relation in Theorem 7.1.
The proof rests on a basic property of the holographic Laplacian H(h)(r) introduced
in [Juhl 2013; 2016]. We recall that this operator is the Schrödinger-type operator

(7-1) H(h)(r) def
= −δh(h−1

r d)+U(h)(r)

with the potential

(7-2) U(h)(r) def
= −w(r)−1(∂2/∂r2

− (n− 1)r−1∂/∂r − δ(h−1
r d)

)
(w(r)).

The operator H(h)(r) should be viewed as a 1-parameter deformation of the Yamabe
operator H(h)(0)= P2(h). It is a key fact (see [Fefferman and Graham 2013; Juhl
2013]) that (the Taylor series of) this operator coincides with

G(h)
(r2

4

)
,

where

G(h)(ρ) def
=

∑
N≥1

M2N (h)
ρN−1

(N − 1)!2

is a generating function of the so-called building block operators M2N (h) of the
GJMS operators of the metric h. In fact, any GJMS operator P2N (h) can be written
as a linear combination

(7-3) P2N (h)=
∑
|I |=N

n IM2I (h), n I ∈ Z

of compositions M2I =M2I1 · · ·M2Ir for I = (I1, . . . , Ir ). For the details we refer
to [Juhl 2013]. Now we consider the generating function G(ḡ(r))(η). It satisfies
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the basic relation

(7-4) G(ḡ(r))(η)= w(r)−1G(h)
(r2

4
+ η

)
w(r)+ (∂wr )

2

of second-order operators acting on functions in (r, x). Note that the operator in
the first term on the right-hand side only differentiates along M . The identity (7-4)
follows by combining the relation between G(ḡ) and the holographic Laplacian
of ḡ with an explicit formula [Juhl 2013, Theorem 7.2] for the Poincaré metric in
normal form relative to ḡ in terms of the Poincaré metric in normal form relative
to h; for the details we refer to [Juhl 2012]. By expansion into powers of η, the
relation (7-4) implies the identities

(7-5) M2N (ḡ(r))=
∑
k≥N

w(r)−1M2k(h)w(r)
(N − 1)!

(k− 1)!(k− N )!

(r2

4

)k−N

for N ≥ 2. In turn, the latter relation yields the following commutator relations.

Theorem 7.2. Let N ≥ 2. Then

(7-6) rM2N (ḡ)= 2(N − 1)[∂wr ,M2N−2(ḡ)].

Proof. Let N ≥ 3. We use (7-5) and its relative

(7-7) M2N−2(ḡ(r))=
∑

k≥N−1

w−1M2k(h)w
(N − 2)!

(k− 1)!(k− N + 1)!

(r2

4

)k−N+1

to calculate

[∂wr ,M2N−2(ḡ)] = ∂wr M2N−2(ḡ)−M2N−2(ḡ)∂wr
= w−1∂rwM2N−2(ḡ)−M2N−2(ḡ)w−1∂rw

= w−1∂r

( ∑
k≥N−1

M2k(h)w
(N − 2)!

(k− 1)!(k− N + 1)!

(r2

4

)k−1
·

)

−

∑
k≥N−1

w−1M2k(h)
(N − 2)!

(k− 1)!(k− N + 1)!

(r2

4

)k−1
∂r (w ·)

=
r
2

∑
k≥N−2

w−1M2k(h)w
(N − 2)!

(k− 1)!(k− N )!

(r2

4

)k−2
∂r

=
r

2(N−1)
M2N (ḡ).

This proves the assertion for N ≥ 3. For N = 2, the identity (7-7) is to be replaced
by

M2(ḡ)=
∑
k≥1

w−1M2k(h)w
1

(k− 1)!(k− 1)!

(r2

4

)k−1
+ (∂wr )

2.
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Since the additional term (∂wr )
2 commutes with ∂wr , the above arguments extend to

that case. �

Theorem 7.1 is the special case N = 2 of Theorem 7.2.

Example 7.3. Let M be the sphere Sn with the round metric gSn . Then

ḡ(r)= dr2
+ (1− r2/4)2gSn .

But M2(ḡ)= P2(ḡ) and

M2N (ḡ)= (N − 1)!N !(1− r2/4)−N−1 P2(gSn )

for N ≥ 2. These results can be derived from the identification of the holographic
Laplacian H(ḡ) with the generating series G(ḡ) of the operators M2N (ḡ). For a
direct proof see [Juhl 2013, Section 11.10]. Moreover, we have

∂wr = ∂r −
n
4

r(1− r2/4)−1.

Hence we calculate

2(N − 1)[∂wr ,M2N−2(ḡ)] = 2(N − 1)!(N − 1)!∂r ((1− r2/4)−N )P2(gSn )

= N !(N − 1)!(1− r2/4)−N−1r P2(gSn )

= rM2N (ḡ)

for N ≥ 3. This proves (7-6) for N ≥ 3. A direct calculation also confirms the case
N = 2.

In turn, Theorem 7.2 leads to a simple compressed formula for the generating
series G(ḡ) and thus for the holographic Laplacian of ḡ. In order to formulate the
result, we introduce the following notation. Let

R ◦ ad(∂wr )(·)
def
=

1
r
◦ [∂wr , ·].

Theorem 7.4. Assume that (Mn, h) is real analytic of odd dimension n. Then

(7-8) H(ḡ)(η)= G(ḡ)
(
η2

4

)
= exp

(
R ◦ ad(∂wr )

η2

2

)
(M2(ḡ)).

Proof. By a repeated application of the identity (7-6) we obtain

M2N (ḡ)= 2N−1(N − 1)!(R ◦ ad(∂wr ))
N−1(M2(ḡ))
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for N ≥ 2. Using the natural convention (R ◦ ad(∂wr ))
0
= Id, the latter identity also

holds for N = 1. Hence

H(ḡ)(η)=
∑
N≥1

M2N (ḡ)
1

(N − 1)!2

(
η2

4

)N−1

=

∑
N≥1

(R ◦ ad(∂wr ))
N−1(M2(ḡ))

1
(N − 1)!

(
η2

2

)N−1

=

∑
N≥0

(R ◦ ad(∂wr ))
N (M2(ḡ))

1
N !

(
η2

2

)N

= exp
(

R ◦ ad(∂wr )
η2

2

)
(M2(ḡ)).

This completes the proof. �

Theorem 7.4 again clearly shows that H(ḡ)(η) is a deformation of M2(ḡ)= P2(ḡ).
We finish with brief comments on generalizations of the present theory to differ-

ential forms. The theory of differential symmetry breaking operators on functions
has a natural extension to differential forms [Fischmann et al. 2016; Kobayashi et al.
2016]. Curved versions of that theory deal with residue families acting on differential
forms. Their theory will be developed elsewhere. Residue families on differential
forms are expected to have analogous descriptions in terms of compositions of
shift operators on differential forms. Results in [Fischmann et al. 2019] confirm
that picture in the flat case. Curved analogs of the degenerate Laplacian acting on
differential forms were studied in [Gover et al. 2015] in terms of tractor calculus.
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DIFFERENTIAL-HENSELIANITY AND MAXIMALITY
OF ASYMPTOTIC VALUED DIFFERENTIAL FIELDS

NIGEL PYNN-COATES

We show that asymptotic (valued differential) fields have unique maximal
immediate extensions. Connecting this to differential-henselianity, we prove
that any differential-henselian asymptotic field is differential-algebraically
maximal, removing the assumption of monotonicity from a theorem of As-
chenbrenner, van den Dries, and van der Hoeven. Finally, we use this result
to show the existence and uniqueness of differential-henselizations of asymp-
totic fields.

1. Introduction

The basic objects of this paper are valued differential fields (assumed throughout to
have equicharacteristic 0) with small derivation and their extensions, by which we
mean valued differential field extensions with small derivation. By Zorn’s lemma,
any valued differential field K with small derivation has an immediate extension
that is maximal in the sense that it has no proper immediate extension. By the
main result of [ADH 2018], such extensions are spherically complete, and thus
maximal as valued fields in the usual sense. Hence by [Kaplansky 1942] any two
maximal immediate extensions of K are isomorphic as valued fields over K . If K
is additionally assumed to be monotone and to have linearly surjective differential
residue field, then Aschenbrenner, van den Dries, and van der Hoeven showed in
[ADH 2017, Theorem 7.4.3] that they are isomorphic as valued differential fields
over K and conjectured in [ADH 2018] that monotonicity could be removed from
this result. Van den Dries and Pynn-Coates [2019] showed that this conjecture holds
when the value group is the union of its convex subgroups of finite archimedean
rank. Here, we prove the conjecture when the valued differential field is asymptotic,
a condition opposite in spirit to monotonicity.

Theorem 3.5. If an asymptotic valued differential field K has small derivation
and linearly surjective differential residue field, then any two maximal immediate
extensions of K are isomorphic over K .
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We also show the uniqueness of differentially algebraic immediate extensions
of K that are differential-algebraically maximal. This was likewise proved earlier in
the monotone setting [ADH 2017, Theorem 7.4.3], with the case of many constants
essentially going back to [Scanlon 2000].

Theorem 3.5 has a consequence related to the topics discussed in Matusinski’s
survey [2014] transposed to this setting. Let K be an asymptotic valued differential
field with small derivation. By [ADH 2018], K has an immediate extension L that
is asymptotic and spherically complete, so L is isomorphic as a valued differential
field to a Hahn field (also called a “generalized series field” in [Matusinski 2014])
endowed with a derivation making it an asymptotic valued differential field with
small derivation. Hence if K has linearly surjective differential residue field, then
any other immediate differential Hahn field extension of K that is asymptotic is
also isomorphic to L over K by Theorem 3.5.

Since there is an equivalence between algebraic maximality and henselianity for
valued fields of equicharacteristic 0, one might hope for a similar relationship in
the setting of valued differential fields after adding the prefix “differential”, but
it turns out to depend on the interaction between the valuation and the derivation.
In fact, any differential-algebraically maximal valued differential field with small
derivation and linearly surjective differential residue field is differential-henselian
[ADH 2017, Theorem 7.0.1], but the converse fails, even in the setting of monotone
fields with many constants [ADH 2017, example after Corollary 7.4.5]. In contrast,
we show that the converse holds in the case of few constants, removing entirely the
monotonicity assumption in [ADH 2017, Theorem 7.0.3]:

Theorem 3.6. If K is a valued differential field with small derivation and few
constants that is differential-henselian, then K is differential-algebraically maximal.

Note that by [ADH 2017, Lemmas 7.1.8 and 9.1.1], any K as in the theorem
above is in fact asymptotic. Using Theorem 3.6 we then prove the following
generalization of [van den Dries and Pynn-Coates 2019, Theorem 1.3].

Theorem 3.7. If K is an asymptotic valued differential field with small deriva-
tion and linearly surjective differential residue field, then K has a differential-
henselization which is minimal, and so any two differential-henselizations of K are
isomorphic over K .

1.A. Basic definitions and notation. To understand these results, we define the
necessary conditions after setting up basic notation, which we keep close to that of
[ADH 2017]. We let d, i , m, n, and r range over N= {0, 1, 2, . . . }. Throughout,
K is a valued differential field, that is, a field of characteristic 0 together with a
surjective map v : K×→ 0, where 0 is a (totally) ordered abelian group called the
value group of K , and a map ∂ : K → K satisfying v(Q×)= {0} and, for all x, y
in their domain,
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(V1) v(xy)= v(x)+ v(y);

(V2) v(x + y)>min{v(x), v(y)} whenever x + y 6= 0;

(D1) ∂(x + y)= ∂(x)+ ∂(y);

(D2) ∂(xy)= x∂(y)+ ∂(x)y.

We introduce a symbol∞ /∈ 0 and extend the ordering to 0 ∪ {∞} by∞> 0. We
also set∞+ γ = γ +∞=∞+∞ :=∞ for all γ ∈ 0, allowing us to extend v to
K by setting v(0) :=∞. We also set 0 6= :=0 \{0}. We let O := {a ∈ K : v(a)> 0}
be the valuation ring of K and O := {a ∈ K : v(a) > 0} its (unique) maximal ideal.
We also set O 6= :=O \ {0} and O 6= := O \ {0}. Then k :=O/O denotes the residue
field of K . As it is often more intuitive, we define for a, b ∈ K

a 4 b ⇔ v(a)> v(b), a ≺ b ⇔ v(a) > v(b),
a � b ⇔ v(a)= v(b), a ∼ b ⇔ a− b ≺ b.

Regarding the derivation, we usually write a′ for ∂(a) if the derivation is clear from
context, and the field of constants of K is denoted by C := {a ∈ K : ∂(a)= 0}. For
another valued differential field L , we apply the subscript L to these symbols; for
example, OL denotes the valuation ring of L . Recall that a valued field extension L
of K is said to be immediate if kL = k and 0L = 0, where we identify k with a
subfield of kL and 0 with an ordered subgroup of 0L in the usual way. We call a
pseudocauchy sequence a pc-sequence and refer the reader to [ADH 2017, §2.2
and §3.2] for definitions and basic facts about them.

We let K {Y } := K [Y, Y ′, Y ′′, . . . ] denote the ring of differential polynomials
over K (we hereinafter shorten “differential-polynomial” to “d-polynomial”) and
set K {Y }6= := K {Y } \ {0}. Let P range over K {Y }6=. The order of P is the
smallest r such that P ∈ K [Y, Y ′, . . . , Y (r)]. Its degree is its total degree. If r is
the order of P , m its degree in Y (r), and n its (total) degree, then the complexity
of P is the triple c(P) := (r,m, n); complexities are ordered lexicographically.
For i = (i0, . . . , ir ) ∈ N1+r , we set Y i

:= Y i0(Y ′)i1 · · · (Y (r))ir . If P has order
at most r , then we decompose P as

∑
i Pi Y i , where i ranges over N1+r . We

also sometimes decompose P into its homogeneous parts, so let Pd denote the
homogeneous part of P of degree d and set P6d :=

∑
i6d Pi and P>d :=

∑
i>d Pi .

Letting |i | := i0+ · · · + ir , we note that Pd =
∑
|i |=d Pi Y i . The multiplicity of P

at 0, denoted by mul P , is the least d with Pd 6= 0. We often use, for a ∈ K , the
additive and multiplicative conjugates of P by a defined by P+a(Y ) := P(a+ Y )
and P×a(Y ) := P(aY ). For convenience, we also write P−a for P+(−a). Note that
(P+a)+b = (P+b)+a = P+(a+b) for b ∈ K , which we write P+a+b. We define P+a−b

likewise. The multiplicity of P at a is mul P+a . Note that (Pd)×a = (P×a)d , which
we denote by Pd,×a . For more on such conjugation, see [ADH 2017, §4.3]. We
extend the derivation of K to K {Y } in the natural way, and we also extend v to K {Y }
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by setting v(P) to be the minimum valuation of the coefficients of P . The relations
4, ≺, �, and ∼ are also extended to K {Y } in the obvious way. We recall how v(P)
behaves under additive and multiplicative conjugation of P in Section 2.E.

There are two conditions we sometimes impose connecting the valuation and the
derivation. First, we say K is asymptotic if, for all f , g ∈ O 6=,

f ≺ g ⇐⇒ f ′ ≺ g′.

If K is asymptotic, then ∂ is continuous with respect to the valuation topology on K
[ADH 2017, Corollary 9.1.5]. It follows immediately from the definition that if K
is asymptotic, then v(C×)= {0}, in which case we say that K has few constants.
This weaker condition is assumed in some lemmas, so as to delay the assumption
that K is asymptotic until Section 6. The class of asymptotic fields includes for
example the ordered (valued) differential field of logarithmic-exponential transseries
studied in [ADH 2017], and, more generally, the class of differential-valued fields
introduced in [Rosenlicht 1980].

The second condition is more basic and is assumed throughout: We say that K
has small derivation if ∂O ⊆ O. Small derivation also implies that ∂ is continuous
with respect to the valuation topology on K ; in fact, ∂ is continuous if and only if
∂O ⊆ aO for some a ∈ K× [ADH 2017, Lemma 4.4.7]. It also implies that ∂O ⊆O
[ADH 2017, Lemma 4.4.2], so ∂ induces a derivation on k. Then we say that k is
r-linearly surjective if, for all a0, . . . , ar ∈ k with ai 6=0 for some i 6 r , the equation
1+ a0 y+ a1 y′+ · · ·+ ar y(r) = 0 has a solution in k. We call k linearly surjective
if k is r -linearly surjective for each r . Generalizing the notion of henselianity for
valued fields, we say that K is r-differential-henselian (r-d-henselian for short) if

(rDH1) k is r -linearly surjective, and

(rDH2) whenever P ∈O{Y } has order at most r and satisfies P0 ≺ 1 and P1 � 1,
there is y ∈ O with P(y)= 0.

The following equivalent formulation is often used without comment. Its proof uses
the equalizer theorem (see Theorem 4.1), a key result from [ADH 2017] which also
underlies the results of this paper.

Lemma 1.1 [ADH 2017, Lemmas 7.1.1 and 7.2.1]. We have that K is r-d-henselian
if and only if for every P ∈ O{Y } of order at most r satisfying P1 � 1 and Pi ≺ 1
for all i > 2, there is y ∈O with P(y)= 0.

We say that K is differential-henselian (d-henselian for short) if it is r -d-henselian
for each r . These definitions are due to Aschenbrenner, van den Dries, and
van der Hoeven [ADH 2017, Chapter 7], although earlier notions were considered
by Scanlon [2000] for monotone fields and F.-V. Kuhlmann [2011] for differential-
valued fields. Connecting this to asymptoticity, we note that if K is 1-d-henselian
and has few constants, then it is asymptotic [ADH 2017, Lemmas 7.1.8 and 9.1.1].
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Throughout, by an extension of K we mean a valued differential field extension
of K with small derivation; similarly, embedding means “valued differential field
embedding”. In analogy with the notion of a henselization of a valued field,
we defined in [van den Dries and Pynn-Coates 2019] the notion of a differential-
henselization of a valued differential field: we call an extension L of K a differential-
henselization (d-henselization for short) of K if it is an immediate d-henselian
extension of K that embeds over K into any immediate d-henselian extension
of K . Finally, we call K maximal if it has no proper immediate extension and
differential-algebraically maximal (d-algebraically maximal for short) if it has
no proper differentially algebraic immediate extension. Recall from [ADH 2017,
Chapter 7] that if the derivation induced on k is nontrivial, then K is d-algebraically
maximal if and only if every pc-sequence in K of d-algebraic type over K has a
pseudolimit in K (see Section 2.C for this notion). It is also worth pointing out that
by the main result of [ADH 2018], K is maximal in this sense if and only if K is
maximal as a valued field in the usual sense, which in turn is equivalent to every
pc-sequence in K having a pseudolimit in K .

1.B. Outline. The main technical tool of the paper is Proposition 3.1, and assuming
this we prove Theorems 3.5, 3.6, and 3.7 in Section 3. We also use Proposition 3.1
to obtain analogues of these results relativized to d-polynomials of a fixed or-
der in Section 3.C. The rest of the paper after Section 3 is devoted to proving
Proposition 3.1, and the strategy closely follows the approach taken to prove [ADH
2017, Proposition 14.5.1], which is an analogue of Proposition 3.1 in the setting of
ω-free H -asymptotic differential-valued fields.

First, we adapt the differential newton diagram method of [ADH 2017, §13.5]
to the setting of valued differential fields with small derivation and divisible value
group in Section 4, which relies in an essential way on the equalizer theorem
[ADH 2017, Theorem 6.0.1]; this is where divisibility is used. The main results
are Proposition 4.4 and Corollary 4.5, which are then connected to pc-sequences in
Section 4.A.

From there, we proceed to study asymptotic differential equations in Section 5,
with the main technical notion being that of an unraveller, adapted from [ADH 2017,
§13.8]. There are three key steps in this section. First, we establish the existence
of an unraveller that is a pseudolimit of a pseudocauchy sequence in Lemma 5.8,
via Proposition 5.5. Second, we reduce the degree of an asymptotic differential
equation in Lemma 5.10. Third, we find a solution of an asymptotic differential
equation in a d-henselian field that approximates an element in an extension of that
field in Section 5.C.

The penultimate section, Section 6, based on [ADH 2017, §14.4], is quite
technical. It combines many results from the previous sections and culminates in
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Proposition 6.1 and Corollary 6.14, which is essential to the proof of Proposition 3.1.
One of the main steps here is Lemma 6.11, which allows us to use Lemma 5.10 to
reduce the degree of an asymptotic differential equation.

There are four salient differences from the approach in [ADH 2017]. The first
is that the “dominant part” and “dominant degree” of d-polynomials replace their
more technical cousins “newton polynomial” and “newton degree”, leading to the
simplification of some proofs. The second is that since K is not assumed to be
H -asymptotic, we replace the convex valuation on 0 given by v(g) 7→ v(g′/g), for
g ∈ K× with g 6� 1, with that given by considering archimedean classes. Third,
under the assumption of ω-freeness, newton polynomials are in C[Y ](Y ′)n for some
n, but dominant parts need not have this special form. This leads to changes in
Section 6, such as the need to take partial derivatives with respect to higher order
derivatives of Y than just Y ′. Finally, Lemma 3.2 enables the generalization of
Proposition 3.1 to nondivisible value group in Proposition 3.3. (An analogous
lemma was used in [Pynn-Coates 2019] to remove the assumption of divisible value
group from the corresponding results in [ADH 2017, Chapter 14].)

1.C. Review of assumptions. Throughout, K is a valued differential field with
nontrivial (surjective) valuation v : K×→ 0 and nontrivial derivation ∂ : K → K .
The valuation ring is O with maximal ideal O, and we further assume that K has
small derivation, i.e., ∂O⊆O. Then the differential residue field is k=O/O. The field
of constants is denoted by C . Additional assumptions on K , 0, and k are indicated
as needed. “Extension” is short for “valued differential field extension with small
derivation” and “embedding” is short for “valued differential field embedding”. We
let d , i , m, n, and r range over N= {0, 1, 2, . . . }.

2. Preliminaries

Throughout this section, P ∈ K {Y }6=.

2.A. Dominant parts of differential polynomials. We present in this subsection
the notion of the dominant part of a d-polynomial over K when K has a monomial
group M, i.e., a subgroup of K× that is mapped bijectively onto 0 by v. This
assumption yields slightly improved versions of lemmas from [ADH 2017, §6.6],
where this notion is developed without the monomial group assumption. All the
statements about dominant degree and dominant multiplicity given here remain true
in that greater generality, and we freely use them later even when K may not have
a monomial group. The proofs are essentially the same, so are omitted.

Assumption. In this subsection, K has a monomial group M.

We let dP ∈M be the unique monomial such that dP � P . For Q = 0 ∈ K {Y },
we set dQ := 0.
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Definition. Since d−1
P P ∈ O{Y }, we define the dominant part of P to be the d-

polynomial
DP := d−1

P P =
∑

i

(Pi/dP)Y i
∈ k{Y }6=.

For Q = 0 ∈ K {Y }, we set DQ := 0 ∈ k{Y }.
Then deg DP 6 deg P and ord DP 6 ord P . We call ddeg P := deg DP the

dominant degree of P and dmul P :=mul DP the dominant multiplicity of P at 0.

Note that if P is homogeneous of degree d , then so is DP .

Lemma 2.1. Let Q ∈ K {Y }. Then

(i) if P � Q, then DP+Q = DP ;

(ii) if P � Q and P + Q � P , then DP+Q = DP + DQ ;

(iii) DPQ = DP DQ .

Proof. Part (ii) is not in [ADH 2017], so we give a proof. Suppose P � Q and
P + Q � P , so dP+Q = dP = dQ . Then

DP+Q =
∑

i

(P + Q)i/dP+Q Y i
=

∑
i

(Pi/dP + Q i/dQ)Y i
= DP + DQ . �

Lemma 2.2. Let a ∈ K with a 4 1. Then

(i) DP+a = (DP)+ā , and thus ddeg P+a = ddeg P;

(ii) if a � 1, then DP×a = (DP)×ā , dmul P×a = dmul P , and ddeg P×a = ddeg P;

(iii) if a ≺ 1, then ddeg P×a 6 dmul P.

It follows from (ii) that ddeg P×g and dmul P×g only depend on vg, for g ∈ K×.
The next five results are exactly as in [ADH 2017, §6.6], but are recalled here for
the reader’s convenience.

Corollary 2.3 [ADH 2017, Corollary 6.6.6]. If f, g ∈ K and h ∈ K× satisfy
f − g 4 h, then

ddeg P+ f,×h = ddeg P+g,×h .

Corollary 2.4 [ADH 2017, Corollary 6.6.7]. Let f, g ∈ K×. Then mul P =
mul(P× f )6 ddeg P× f and

f ≺ g =⇒ dmul P× f 6 ddeg P× f 6 dmul P×g 6 ddeg P×g .

Below, we let E ⊆ K× be nonempty and such that for f, g ∈ K×, f 4 g ∈ E
implies f ∈ E . In this case, we say that E is4-closed, and we consider the dominant
degree of P on E defined by

ddegE P :=max{ddeg P× f : f ∈ E}.
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Note that 4-closed sets correspond to nonempty upward-closed subsets of 0. If
for γ ∈ 0 we have E = { f ∈ K× : v f > γ }, then ddeg>γ P := ddegE P . For any
g ∈ K× with vg = γ we set ddeg4g P := ddeg>γ P , and by the previous result we
have ddeg4g P = ddeg P×g. We define ddeg>γ P and ddeg≺g P analogously.

Lemma 2.5 [ADH 2017, Lemma 6.6.9]. If v(E) has no smallest element, then

ddegE P =max{dmul(P× f ) : f ∈ E}.

Lemma 2.6 [ADH 2017, Lemma 6.6.10]. If f ∈ E , then ddegE P+ f = ddegE P.

Corollary 2.7 [ADH 2017, Corollary 6.6.11]. Suppose that ddegE P = 1 and y ∈ E
satisfies P(y)= 0. If f ∈ E , then

mul P+y,× f = dmul P+y,× f = ddeg P+y,× f = 1.

2.B. Dominant degree in a cut. We recall the notion of “dominant degree in a cut”
from [van den Dries and Pynn-Coates 2019] and some basic properties proved there.
First, for later use we mention that the condition ddeg P > 1 is necessary for the
existence of a zero f 4 1 of P in an extension of K :

Lemma 2.8 [van den Dries and Pynn-Coates 2019, Lemma 2.1]. Let g ∈ K× and
suppose that P( f )= 0 for some f 4 g in some extension of K . Then ddeg P×g > 1.

In the rest of this section, (aρ) is a pc-sequence in K with γρ := v(aρ+1− aρ);
here and later ρ+ 1 denotes the immediate successor of ρ in the well-ordered set
of indices.

Lemma 2.9 [van den Dries and Pynn-Coates 2019, Lemma 2.2]. There is an index
ρ0 and a number d(P, (aρ)) ∈ N such that for all ρ > ρ0,

ddeg>γρ P+aρ = d(P, (aρ)).

If (bσ ) is a pc-sequence in K equivalent to (aρ), we have d(P, (aρ))= d(P, (bσ )).

We associate to each pc-sequence (aρ) in K its cut in K , denoted by cK (aρ),
such that if (bσ ) is a pc-sequence in K , then

cK (aρ)= cK (bσ ) ⇐⇒ (bσ ) is equivalent to (aρ).

Throughout, a := cK (aρ) and if L is an extension of K , then aL := cL(aρ). Note that
cK (aρ + y) for y ∈ K depends only on a and y, so we let a+ y denote cK (aρ + y)
and a− y denote cK (aρ − y). Similarly, cK (aρ y) for y ∈ K× depends only on a
and y, so we let a · y denote cK (aρ y).

Definition. The dominant degree of P in the cut of (aρ), denoted by ddega P , is
the natural number d(P, (aρ)) from the previous lemma.

Lemma 2.10 [van den Dries and Pynn-Coates 2019, Lemma 2.3]. Dominant degree
in a cut has the following properties:
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(i) ddega P 6 deg P;

(ii) ddega P+y = ddega+y P for y ∈ K ;

(iii) if y ∈ K and vy is in the width of (aρ), then ddega P+y = ddega P;

(iv) ddega P×y = ddega·y P for y ∈ K×;

(v) if Q ∈ K {Y } 6=, then ddega PQ= ddega P + ddega Q;

(vi) if P(`) = 0 for some pseudolimit ` of (aρ) in an extension of K , then
ddega P > 1;

(vii) if L is an extension of K , then ddega P = ddegaL
P.

2.C. Constructing immediate extensions. We review how to construct immediate
extensions by evaluating d-polynomials along pc-sequences. Recall from [ADH
2017, §4.4] that a pc-sequence (aρ) in K is of d-algebraic type over K if there is
an equivalent pc-sequence (bσ ) in K and a P ∈ K {Y } such that P(bσ ) 0; such a
P of minimal complexity is called a minimal d-polynomial of (aρ) over K . If no
such (bσ ) and P exist, then (aρ) is of d-transcendental type over K .

Assumption. In this subsection, the derivation induced on k is nontrivial.

Lemma 2.11 [ADH 2017, Lemma 6.8.1]. Let (aρ) be a pc-sequence in K with
pseudolimit a ∈ L , where L is an extension of K , and let G ∈ L{Y } \ L. Then there
exists an equivalent pc-sequence (bρ) in K such that G(bρ) G(a).

Lemma 2.12 [ADH 2017, Lemma 6.9.1]. Let (aρ) be a pc-sequence in K of d-
transcendental type over K . Then K has an immediate extension K〈a〉 with a
d-transcendental over K and aρ  a such that for any extension L of K and any
b ∈ L with aρ  b, there is a unique embedding K〈a〉 → L over K sending a to b.

Lemma 2.13 [ADH 2017, Lemma 6.9.3]. Let (aρ) be a pc-sequence in K with
minimal d-polynomial P over K . Then K has an immediate extension K〈a〉 with
P(a)= 0 and aρ a such that for any extension L of K and any b ∈ L with aρ b
and P(b)= 0, there is a unique embedding K〈a〉 → L over K sending a to b.

2.D. Constructing immediate extensions and vanishing.

Assumption. In this subsection, the derivation induced on k is nontrivial and 0
has no least positive element.

The notion of minimal d-polynomial is not first-order, so we include here a
first-order variant of Lemma 2.13 that is a special case of [ADH 2018, Lemma 5.3].
We then connect it to dominant degree in a cut. Under the assumptions above, all
extensions of K are strict [ADH 2018, Lemma 1.3], and K is flexible [ADH 2018,
Lemma 1.15 and Corollary 3.4]. These notions are defined in [ADH 2018] but are
incidental here, and mentioned only since they occur in the corresponding lemmas
of [ADH 2018].
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Let ` /∈K be an element in an extension of K such that v(`−K ):={v(`−x) : x∈K }
has no largest element (equivalently, ` is the pseudolimit of some divergent pc-
sequence in K ). We say that P vanishes at (K , `) if for all a ∈ K and v ∈ K× with
a−`≺ v, ddeg≺v P+a > 1. Then Z(K , `) denotes the set of nonzero d-polynomials
over K vanishing at (K , `).

Lemma 2.14 [ADH 2018, Lemma 5.3]. Suppose that Z(K , `) 6=∅ and P ∈ Z(K , `)
has minimal complexity. Then K has an immediate extension K〈 f 〉 such that
P( f )= 0 and v(a− f )= v(a−`) for all a ∈ K . Moreover, if M is an extension of
K and s ∈ M satisfies P(s)= 0 and v(a− s)= v(a− `) for all a ∈ K , then there
is a unique embedding K〈 f 〉 → M over K sending f to s.

Lemma 2.15 [ADH 2018, Corollary 4.6]. Suppose that (aρ) is a divergent pc-
sequence in K with aρ  `. If P(aρ) 0, then P ∈ Z(K , `).

Lemma 2.16 [ADH 2018, Corollary 4.7]. Suppose that (aρ) is a divergent pc-
sequence in K with aρ  `. Then

ddega P =min{ddeg≺v P+a : a− `≺ v}.

In particular, ddega P > 1 if and only if P ∈ Z(K , `).

Corollary 2.17. Suppose that (aρ) is a divergent pc-sequence in K with aρ  `.
The following conditions on P are equivalent:

(i) P ∈ Z(K , `) and has minimal complexity in Z(K , `);

(ii) P is a minimal d-polynomial of (aρ) over K .

Proof. The proof is the same as that of [ADH 2017, Corollary 11.4.13], using
Lemma 2.14 in place of their Lemma 11.4.8, Lemma 2.11 in place of their
Lemma 11.3.8, and Lemma 2.15 in place of their Lemma 11.4.11. �

In particular, Z(K , `)=∅ if and only if (aρ) is of d-transcendental type over K ,
and Z(K , `) 6=∅ if and only if (aρ) is of d-algebraic type over K .

2.E. Archimedean classes and coarsening. For γ ∈ 0, we let [γ ] denote its
archimedean class. That is,

[γ ] := {δ ∈ 0 : |δ|6 n|γ | and |γ |6 n|δ| for some n}.

We order the set [0] := {[γ ] : γ ∈ 0} by [δ] < [γ ] if n|δ| < |γ | for all n. Giving
the set of archimedean classes their reverse order, the map γ 7→ [γ ] is a convex
valuation on 0 (see [ADH 2017, §2.2] for the notion of a valuation on an abelian
group and [ADH 2017, §2.4] for that of a convex valuation on an ordered abelian
group). In particular, the implication [δ] < [γ ] =⇒ [δ + γ ] = [γ ] is often used.
Then for φ ∈ K× with φ 6� 1, the set 0φ := {γ : [γ ]< [vφ]} is a convex subgroup
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of 0. We will use vφ , the coarsening of v by 0φ , and its corresponding dominance
relation, 4φ , defined by

vφ : K×→ 0/0φ, a 7→ va+0φ,

and a 4φ b if vφ(a) > vφ(b). Note that the symbols vφ and 4φ also appeared in
[ADH 2017, §9.4], where they indicated a different coarsening of v.

We first recall how v(P) changes as we additively and multiplicatively conju-
gate P.

Lemma 2.18 [ADH 2017, Lemma 4.5.1]. Let f ∈ K .

(i) If f 4 1, then P+ f � P; if f ≺ 1, then P+ f ∼ P.

(ii) If f 6= 0, then v(P× f ) ∈ 0 depends only on v f ∈ 0.

Item (ii) allows us to define the function vP :0→0 by v f 7→ v(P× f ). The main
property of this function is recorded in the following lemma. Here, for α, β ∈ 0 we
write α = o(β) if [α]< [β].

Lemma 2.19 [ADH 2017, Corollaries 6.1.3 and 6.1.5]. Let P, Q ∈ K {Y } 6= be
homogeneous of degrees m, n, respectively. For α, β ∈ 0 with α 6= β, we have

vP(α)− vP(β)= m(α−β)+ o(α−β).

It follows that for γ ∈ 0 6=,

vP(γ )− vQ(γ )= v(P)− v(Q)+ (m− n)γ + o(γ ),

and if m > n, then vP − vQ is strictly increasing.

The lemmas from the rest of this subsection will play an important role in
Section 6. Lemmas 2.20–2.25 are variants of lemmas from the end of [ADH 2017,
§9.4]. The first two are facts about valued fields, not involving the derivation.

Lemma 2.20. Let f, g ∈ K× with f, g 6� 1. Then f ≺g g implies f ≺ f g.

Proof. From f/g ≺g 1, we obtain [v f − vg]> [vg]. If [v f − vg]< [v f ], then

[v f ] = [v f − (v f − vg)] = [vg],

contradicting [v f −vg]> [vg]. Thus [v f −vg]> [v f ]. But since v f −vg > 0, we
have f/g ≺ f 1, that is, f ≺ f g. �

Lemma 2.21. Let φ1, φ2 ∈ K× with φ1, φ2 6� 1 and [vφ1] 6 [vφ2]. Then for all
f, g ∈ K , we have

f 4φ1 g =⇒ f 4φ2 g and f ≺φ2 g =⇒ f ≺φ1 g.

In particular, f �φ1 g implies f �φ2 g.
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Proof. Note that for φ ∈ K× with φ 6� 1, f 4φ g if and only if v f − vg ∈ 0φ or
v f > vg, and f ≺φ g if and only if v f − vg > 0φ . Both implications then follow
from 0φ1 ⊆ 0φ2 . �

Lemma 2.22. Suppose that P is homogeneous of degree d and let g∈K× with g 6�1.
Then

P×g �g gd P.

Proof. By Lemma 2.19, v(P×g)= vP + d vg+ o(vg), so vg(P×g)= vg(gd P). �

Lemma 2.23. Suppose that g ∈ K× with g ≺ 1 and d = dmul P = mul P. Then
P×g �g gd P.

Proof. Since d = dmul P , we have Pi 4 Pd for i > d. Since g ≺ 1, we also have
g ≺g 1. Hence gi Pi ≺g gd Pd for i > d , so

P×g �g Pd,×g �g gd Pd

by Lemma 2.22. In view of Pd � P , this yields P×g �g gd P . �

Lemma 2.24. Suppose that g ∈ K× with g � 1 and d = ddeg P = ddeg P×g. Then
g P>d 4g P.

Proof. If P>d = 0, then the result holds trivially, so assume that P>d 6= 0. Take
i > d such that Pi � P>d . Then Lemma 2.22 and the fact that g � 1 give

(P×g)i = (Pi )×g �g gi Pi < gd+1 Pi � gd+1 P>d ,

so (P×g)>d <g gd+1 P>d . Since ddeg P×g = d, we also have (P×g)d � (P×g)>d .
As ddeg P = d , Pd � P , and so

gd P � gd Pd �g (P×g)d � (P×g)>d <g gd+1 P>d ,

using Lemma 2.22 again. Hence P <g g P>d . �

Lemma 2.25. Let f, g ∈ K× with f, g 6� 1 and [v f ]< [vg]. Then P× f �g P.

Proof. Take d with P× f � (P× f )d , so P× f � f f d Pd by Lemma 2.22. Then
Lemma 2.21 gives P× f �g f d Pd . As [v f ] < [vg], we get f �g 1, and thus
P× f �g Pd 4 P , so P× f 4g P . Now, apply the same argument to P× f and f −1 in
place of P and f , using [v( f −1)] = [−v f ] = [v f ], to get P = (P× f )× f −1 4g P× f ,
and hence P �g P× f . �

Assumption. In the next two results, K has a monomial group M.

Letm, n range overM. These two results are based on [ADH 2017, Lemma 13.2.3
and Corollary 13.2.4]:

Lemma 2.26. Let n 6= 1 and [vm]< [vn]. Suppose that P = Q+ R with R ≺n P.
Then

DP×m = DQ×m .
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Proof. From R ≺n Q, we get R ≺ Q, so if m = 1, then DP = DQ . Now assume
that m 6= 1. Then Lemma 2.25 gives

R×m �n R ≺n Q �n Q×m,

so R×m ≺ Q×m, and hence DP×m = DQ×m . �

Corollary 2.27. Suppose that n � 1 and ddeg P = ddeg P×n = d. Let Q := P6d .
Then for all m with [vm]< [vn] and all g 4 1 in K , we have

DP+g,×m = DQ+g,×m .

Proof. Let R := P − Q = P>d . Then Lemma 2.24 gives

R 4n n
−1 P ≺n P.

Let g 4 1. Then R+g � R and P+g � P by Lemma 2.18(i). Thus we have
R+g ≺n P+g, so it remains to apply the previous lemma. �

3. Main results

Assuming Proposition 3.1, we prove here the main results of this paper concerning
the uniqueness of maximal immediate extensions, the relationship between d-
algebraic maximality and d-henselianity, and the existence and uniqueness of
d-henselizations. The proof of Proposition 3.1 is given in Section 7.

Proposition 3.1. Suppose that K is asymptotic, 0 is divisible, and k is r-linearly
surjective. Let (aρ) be a pc-sequence in K with minimal d-polynomial G over K of
order at most r . Then ddega G = 1.

3.A. Removing divisibility. In the next lemmas, we construe the algebraic closure
K ac of K as a valued differential field extension of K : the derivation of K extends
uniquely to K ac [ADH 2017, Lemma 1.9.2] and we equip K ac with any valuation
extending that of K . This determines K ac as a valued differential field extension
of K up to isomorphism over K , with value group the divisible hull Q0 of 0 and
residue field the algebraic closure kac of k. If K is henselian, then its valuation
extends uniquely to K ac; see [ADH 2017, Proposition 3.3.11]. By [ADH 2017,
Proposition 6.2.1], K ac has small derivation.

Lemma 3.2. Suppose that K is henselian and the derivation on k is nontrivial. Let
(aρ) be a pc-sequence in K with minimal d-polynomial P over K . Then P remains
a minimal d-polynomial of (aρ) over the algebraic closure K ac of K .

Proof. We may suppose that (aρ) is divergent in K , the other case being trivial. Then
(aρ) is still divergent in K ac: If it had a pseudolimit a ∈ K ac, then we would have
Q(aρ) 0, where Q ∈ K [Y ] is the minimum polynomial of a over K (see [ADH



174 NIGEL PYNN-COATES

2017, Proposition 3.2.1]). But since K is henselian, it is algebraically maximal (see
[ADH 2017, Corollary 3.3.21]), and then (aρ) would have a pseudolimit in K .

Now suppose to the contrary that Q is a minimal d-polynomial of (aρ) over
K ac with c(Q) < c(P). Take an extension L ⊆ K ac of K with [L : K ] = n and
Q ∈ L{Y }. Then as K is henselian,

[L : K ] = [0L : 0] · [kL : k]

(see [ADH 2017, Corollary 3.3.49]), so we have a valuation basis B = {e1, . . . , en}

of L over K (see [ADH 2017, Proposition 3.1.7]). That is, B is a basis of L over
K , and for all a1, . . . , an ∈ K ,

v

( n∑
i=1

ai ei

)
= min

16i6n
v(ai ei ).

Then by expressing the coefficients of Q in terms of the valuation basis,

Q(Y )=
n∑

i=1

Ri (Y ) · ei ,

where Ri ∈ K {Y } for 16 i 6 n.
Since Q is a minimal d-polynomial of (aρ) over K ac, by Lemma 2.13 we

have an immediate extension K ac
〈a〉 of K ac with aρ  a and Q(a) = 0. Then

by Lemma 2.11, we have a pc-sequence (bρ) in K equivalent to (aρ) such that
Q(bρ) Q(a)= 0. Finally, after passing to a cofinal subsequence, we can assume
that we have i with Q(bρ)� Ri (bρ)·ei for all ρ. Then Ri (bρ) 0 and c(Ri )< c(P),
contradicting the minimality of P . �

Since minimal d-polynomials are irreducible, note that a corollary of this lemma
is that minimal d-polynomials over henselian K (with nontrivial induced derivation
on k) are absolutely irreducible. We can now replace the divisibility assumption in
the main proposition with that of henselianity.

Proposition 3.3. Suppose that K is asymptotic and henselian, and that k is linearly
surjective. Let (aρ) be a pc-sequence in K with minimal d-polynomial G over K .
Then ddega G = 1.

Proof. By the previous lemma, G remains a minimal d-polynomial of (aρ) over K ac.
Note that the value group of K ac is divisible, and its differential residue field is
linearly surjective, as an algebraic extension of k [ADH 2017, Corollary 5.4.3]. But
then ddegaK ac G= 1 by Proposition 3.1, and so ddega G= 1 by Lemma 2.10(vii). �

3.B. Main results. Recall from [van den Dries and Pynn-Coates 2019] that K
has the differential-henselian configuration property (dh-configuration property for
short) if for every divergent pc-sequence (aρ) in K with minimal d-polynomial G
over K , we have ddega G = 1. In that paper, we showed that several results follow
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from the dh-configuration property. In particular, Lemma 3.4, Theorem 3.6, and
Corollary 3.8 follow immediately in view of Proposition 3.3. For readability, we
include their proofs from that paper verbatim. Theorems 3.5 and 3.7 require minor
modifications involving henselizations.

The next lemma has the same proof as [van den Dries and Pynn-Coates 2019,
Lemma 4.1], except for using Proposition 3.3.

Lemma 3.4. Suppose K is asymptotic and henselian, and k is linearly surjective.
Let (aρ) be a pc-sequence in K with minimal d-polynomial G over K . Let L be a
d-algebraically maximal extension of K such that kL is linearly surjective. Then
there is b ∈ L with aρ  b and G(b)= 0.

Proof. Note that L is d-henselian by [ADH 2017, Theorem 7.0.1]. Since L is
d-algebraically maximal and the derivation of kL is nontrivial, every pc-sequence
in L of d-algebraic type over L has a pseudolimit in L by Lemma 2.13. Thus
we get a ∈ L with aρ  a. Passing to an equivalent pc-sequence we arrange that
G(aρ) 0. With γρ = v(aρ+1−aρ)= v(a−aρ), eventually, Proposition 3.3 gives
gρ ∈ K with v(gρ) = γρ and ddeg G+aρ ,×gρ = 1, eventually. By Corollary 2.3,
ddeg G+a,×gρ = 1, eventually. We have G(a+ Y )= G(a)+ A(Y )+ R(Y ), where
A is linear and homogeneous and all monomials in R have degree > 2, and so

G+a,×gρ (Y )= G(a)+ A×gρ (Y )+ R×gρ (Y ).

Now ddeg G+a,×gρ = 1 eventually, so v(G(a))> vA(γρ)< vR(γρ) eventually. With
v(G, a) as in [ADH 2017, §7.3] we get v(G, a) > v(a − aρ), eventually. Then
[ADH 2017, Lemma 7.3.1] gives b ∈ L with vL(a− b)= v(G, a) and G(b)= 0,
so vL(a− b) > v(a− aρ), eventually. Thus aρ  b. �

For the next result, we copy the proof of [van den Dries and Pynn-Coates 2019,
Theorem 4.2], except for an argument involving henselizations.

Theorem 3.5. Suppose that K is asymptotic and k is linearly surjective. Then any
two maximal immediate extensions of K are isomorphic over K . Also, any two
d-algebraically maximal d-algebraic immediate extensions of K are isomorphic
over K .

Proof. Let L0 and L1 be maximal immediate extensions of K . By Zorn’s lemma
we have a maximal isomorphism µ : F0→ F1 over K between valued differential
subfields Fi ⊇ K of L i for i = 0, 1, where “maximal” means that µ does not extend
to an isomorphism between strictly larger such valued differential subfields. First,
Fi is asymptotic by [ADH 2017, Lemmas 9.4.2 and 9.4.5], and kFi is linearly
surjective, as Fi is an immediate extension of K for i = 0, 1. Next, Fi must be
henselian, since its henselization in L i is algebraic over Fi , and thus a valued
differential subfield of L i for i = 0, 1. Now suppose towards a contradiction that
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F0 6= L0 (equivalently, F1 6= L1). Then F0 is not spherically complete, so we have
a divergent pc-sequence (aρ) in F0.

Suppose that (aρ) is of d-transcendental type over F0. The spherical completeness
of L0 and L1 then yields f0 ∈ L0 and f1 ∈ L1 such that aρ  f0 and µ(aρ) f1.
Hence by Lemma 2.12 we obtain an isomorphism F0〈 f0〉 → F1〈 f1〉 extending µ,
contradicting the maximality of µ.

Suppose that (aρ) is of d-algebraic type over F0, with minimal d-polynomial
G over F0. Then Lemma 3.4 gives f0 ∈ L0 with aρ  f0 and G( f0) = 0, and
f1 ∈ L1 with µ(aρ) f1 and µ(G)( f1)= 0, where we extend µ to the differential
ring isomorphism µ : F0{Y } → F1{Y } with Y 7→ Y . Now Lemma 2.13 gives an
isomorphism F0〈 f0〉 → F1〈 f1〉 extending µ, and we have again a contradiction.
Thus F0 = L0 and hence F1 = L1 as well.

The proof of the second statement is the same, using only Lemma 2.13. �

By Proposition 3.3 and [van den Dries and Pynn-Coates 2019, Theorem 4.3],
we can now remove monotonicity from [ADH 2017, Theorem 7.0.3] without any
further assumptions.

Theorem 3.6. If K is asymptotic and d-henselian, then it is d-algebraically maxi-
mal.

Proof. Let (aρ) be a pc-sequence in K with minimal d-polynomial G over K .
Towards a contradiction, assume that (aρ) is divergent in K . Then Lemma 2.13
shows that G has order at least 1 (since K is henselian) and provides a proper
immediate extension K〈a〉 of K with aρ  a. Replacing (aρ) by an equivalent
pc-sequence in K , we arrange that G(aρ) 0.

By Proposition 3.3, ddega G = 1. Taking gρ ∈ K with v(gρ) = γρ we have
ddeg G+aρ ,×gρ = 1, eventually. By removing some initial terms of the sequence, we
arrange that this holds for all ρ and that v(a−aρ)= γρ for all ρ. By d-henselianity,
we have zρ ∈ K with G(zρ) = 0 and aρ − zρ 4 gρ . From a − aρ � gρ we get
a− zρ 4 gρ .

Let r > 1 be the order of G. By [ADH 2017, Lemma 2.2.19], (γρ) is cofinal in
v(a− K ), so there are indices ρ0 < ρ1 < · · · < ρr+1 such that a− zρ j ≺ a− zρi ,
for 06 i < j 6 r + 1. Then

zρi − zρi−1 � a− zρi−1 � a− zρi � zρi+1 − zρi for 16 i 6 r.

We have a−zρr+1 ≺a−zρ0 4 gρ0 , so zρ0−zρr+1 4 gρ0 , and thus also aρ0−zρr+1 4 gρ0 .
Hence

ddeg G+zρr+1 ,×gρ0
= ddeg G+zρ0 ,×gρ0

= ddeg G+aρ0 ,×gρ0
= 1

by Corollary 2.3. Thus, with zρi in the role of yi , for 06 i 6 r + 1, and gρ0 in the
role of g, we have reached a contradiction with [ADH 2017, Lemma 7.5.5]. �
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The following generalizes [van den Dries and Pynn-Coates 2019, Theorem 1.3],
removing the assumption on the value group. Its proof is the same, except for the
use of the henselization.

Theorem 3.7. Suppose that K is asymptotic and k is linearly surjective. Then K
has a d-henselization which has no proper differential subfield containing K that is
d-henselian. In particular, any two d-henselizations of K are isomorphic over K .

Proof. We can assume that K is henselian, as K has a henselization that embeds
(uniquely) over K into any d-henselian extension of K . By [ADH 2017, Corol-
lary 9.4.11] we have an immediate asymptotic d-henselian extension K dh of K that
is d-algebraic over K and has no proper differential subfield containing K that is
d-henselian.

Let L be an immediate d-henselian extension of K ; then L is asymptotic by
[ADH 2017, Lemmas 9.4.2 and 9.4.5]. To see that K dh embeds into L over K ,
use an argument similar to that in the proof of Theorem 3.5, as K dh and L are
d-algebraically maximal by Theorem 3.6. Thus K dh is a d-henselization of K and
any d-henselization of K is isomorphic over K to K dh. �

In fact, the argument shows that K dh as in the proof of Theorem 3.7 embeds
over K into any (not necessarily immediate) asymptotic d-henselian extension
of K . This corollary has the same proof as [van den Dries and Pynn-Coates 2019,
Corollary 4.6].

Corollary 3.8. If K is asymptotic and k is linearly surjective, then any immediate
d-henselian extension of K that is d-algebraic over K is a d-henselization of K .

Proof. Let K dh be the d-henselization of K from the proof of Theorem 3.7. Then
K dh is asymptotic, so is d-algebraically maximal by Theorem 3.6. Hence any
embedding K dh

→ L over K into an immediate d-algebraic extension L of K is
surjective. �

3.C. Additional results. We also record versions of the above results relativized
to d-polynomials of a given order. In these results, we assume that 0 is divisible
but not that K is henselian. The proofs are the same as above, except for using
Proposition 3.1 in place of Proposition 3.3 and not needing to use henselizations.

To state these results, we make some definitions. If E and F are differential
fields, then we say that F is r-differentially algebraic (r-d-algebraic for short) over
E if for each a ∈ F there are a1, . . . , an ∈ F such that a ∈ E〈a1, . . . , an〉 and, for
i = 0, . . . , n− 1, ai+1 is d-algebraic over E〈a1, . . . , ai 〉 with minimal annihilator
of order at most r . It is routine to prove that if L is r -d-algebraic over F and F is
r -d-algebraic over E , then L is r -d-algebraic over E .

Definition. We call K r-differential-algebraically maximal (r-d-algebraically max-
imal for short) if it has no proper immediate r -d-algebraic extension.
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By Zorn, K has an immediate r -d-algebraic extension that is r -d-algebraically
maximal. Note that K is d-algebraically maximal if and only if it is r -d-algebraically
maximal for all r . In addition, if the derivation induced on k is nontrivial, then
by Lemmas 2.11 and 2.13 K is r-d-algebraically maximal if and only if every
pc-sequence in K with minimal d-polynomial over K of order at most r has a
pseudolimit in K .

Note that K being 0-d-algebraically maximal means that it has no proper immedi-
ate valued differential field extension with small derivation that is algebraic over K .
Since each algebraic field extension of K , given any valuation extending that of K
and the unique derivation extending that of K , has small derivation [ADH 2017,
Proposition 6.2.1], K is 0-d-algebraically maximal if and only if it is algebraically
maximal as a valued field. Thus the results below for r = 0 follow from the
corresponding results for valued fields and hence we may assume that r > 1, so the
derivation induced on k is nontrivial when k is r -linearly surjective, as was used in
the preceding proofs.

Theorem 3.9. If K is asymptotic, 0 is divisible, and k is r-linearly surjective, then
any two r-d-algebraically maximal r-d-algebraic immediate extensions of K are
isomorphic over K .

The proof of [ADH 2017, Theorem 7.0.1] shows that if K is r-d-algebraically
maximal and k is r -linearly surjective, then K is r -d-henselian. Conversely:

Theorem 3.10. If K is asymptotic and r-d-henselian, and 0 is divisible, then K is
r-d-algebraically maximal.

We say an extension L of K is an r-differential-henselization (r-d-henselization
for short) of K if it is an immediate asymptotic r -d-henselian extension of K that
embeds over K into any asymptotic r -d-henselian extension of K . In the next proof,
instead of using [ADH 2017, Corollary 9.4.11] we let K dh be any r -d-algebraically
maximal immediate r -d-algebraic extension of K , since K dh is r -d-henselian and no
proper differential subfield of K dh containing K is r -d-henselian by Theorem 3.10.

Theorem 3.11. If K is asymptotic, 0 is divisible, and k is r-linearly surjective, then
K has an r-d-henselization, and any two r-d-henselizations of K are isomorphic
over K .

Corollary 3.12. If K is asymptotic, 0 is divisible, and k is r-linearly surjective,
then any immediate r-d-henselian extension of K that is r-d-algebraic over K is an
r-d-henselization of K .

4. Newton diagrams

We develop a differential newton diagram method for valued differential fields
with small derivation. This approach is closely modelled on the differential newton
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diagram method for a certain class of asymptotic fields developed in [ADH 2017,
§13.5]. In Section 4.A, we connect this to dominant degree in a cut, adapting two
lemmas from [ADH 2017, §13.6]. The assumption of divisible value group allows
us to use the equalizer theorem, which underlies this method:

Theorem 4.1 [ADH 2017, Theorem 6.0.1]. Let P, Q ∈ K {Y }6= be homogeneous of
degrees m, n, respectively, with m > n. If (m− n)0 = 0, then there exists a unique
α ∈ 0 such that vP(α)= vQ(α).

Assumption. In this section, K has a monomial group M.

Let P range over K {Y } 6=, f and g over K , and m and n over M. For f ∈ K×, let
d f be the unique monomial with d f � f and u f := f/d f � 1. The next lemma plays
a subtle but important role in this section and the next. It is based on [ADH 2017,
Lemma 13.5.4], but with a somewhat different proof due to the differences between
dominant parts and newton polynomials (the appropriate analogue of dominant
parts in that setting).

Lemma 4.2. Suppose that 0 has no least positive element and f 4 m. If f ≺ m,
let u := 0; if f �m, let u := u f . Then

ddeg≺m P+ f =mul(DP×m)+ū .

In particular, ddeg≺m P = dmul P×m.

Proof. For n≺m, let e= nm−1
∈M. Then

P+ f,×n = P×m,+m−1 f,×e ,

so by replacing P with P×m and f with m−1 f , we may assume that m = 1. Set
Q:=P+ f , so by Lemma 2.2(i), DQ=(DP)+ f̄ =(DP)+ū . Thus mul(DP)+ū=dmul Q,
so it remains to show

ddeg≺1 Q = dmul Q.

First, we have ddeg≺1 Q 6 dmul Q by Corollary 2.4. For the other direction, let
d := dmul Q. We have v(Qd) < v(Qi ) for all i < d, so take g ≺ 1 with vg small
enough that

v(Qd)+ (d + 1) vg < v(Qi ) for all i < d.

It follows that

v(Qd)+ d vg+ o(vg) < v(Qi )+ i vg+ o(vg) for all i < d,

so v(Qd,×g) < v(Qi,×g) for all i < d by Lemma 2.19. Hence dmul Q×g > d . But

ddeg≺1 Q =max{dmul Q×g : g ≺ 1}

by Lemma 2.5, so ddeg≺1 Q > d , as desired. �
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We call y∈K× an approximate zero of P if, for m :=dy and u :=u y , DP×m(ū)=0.
If y is an approximate zero of P , we define its multiplicity to be mul(DP×m)+ū .
We call m an algebraic starting monomial for P if DP×m is not homogeneous. In
particular, if m is an algebraic starting monomial for P , then ddeg P×m > 1. Note
that m is an algebraic starting monomial for P if and only if m/n is an algebraic
starting monomial for P×n. By Corollary 2.4, P has at most deg P−mul P algebraic
starting monomials.

Assumption. In the rest of this section, 0 is divisible.

The existence of algebraic starting monomials is an easy corollary of the equalizer
theorem, and is crucial to what follows. It corresponds to [ADH 2017, Corol-
lary 13.5.6].

Lemma 4.3. Let P, Q ∈ K {Y } 6= be homogeneous of different degrees. Then there
exists a unique m such that D(P+Q)×m is not homogeneous.

Proof. By Theorem 4.1, there is a unique m such that P×m � Q×m. Then

D(P+Q)×m = DP×m+Q×m = DP×m + DQ×m

by Lemma 2.1(ii), so D(P+Q)×m is not homogeneous. For n 6= m, we have
D(P+Q)×n = DP×n or D(P+Q)×n = DQ×n by Lemma 2.1(i), since P×n � Q×n or
P×n ≺ Q×n. �

For P and Q as in Lemma 4.3, we let e(P, Q) denote the unique monomial
which that lemma yields and call it the equalizer for P, Q. We are interested in the
case that these two d-polynomials are homogeneous parts of the same d-polynomial.
Let J := { j ∈N : Pj 6= 0} and note that ddeg P×m ∈ J for all m. For distinct i, j ∈ J ,
let e(P, i, j) := e(Pi , Pj ), and so any algebraic starting monomial for P is of the
form e(P, i, j) for some distinct i, j ∈ J .

In the next two results, let E ⊆ K× be 4-closed. Recall this means that E 6=∅
and f ∈ E whenever 0 6= f 4 g with g ∈ E . This result corresponds to [ADH 2017,
Proposition 13.5.7]:

Proposition 4.4. There exist i0, . . . , in ∈ J and equalizers

e(P, i0, i1)≺ e(P, i1, i2)≺ · · · ≺ e(P, in−1, in)

with mul P = i0 < · · ·< in = ddegE P such that

(i) the algebraic starting monomials for P in E are the e(P, im, im+1) for m < n;

(ii) for m < n and m= e(P, im, im+1), we have

dmul P×m = im and ddeg P×m = im+1.
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Proof. Let i , j range over J and d := ddegE P . Then mul P 6 d 6 deg P , and
we proceed by induction on d −mul P . If d =mul P , then for all m ∈ E , DP×m is
homogeneous of degree d , so there is no algebraic starting monomial for P in E .

Now assume that d >mul P and take i < d such that e := e(P, i, d)< e(P, j, d)
for all j < d. First, we show that e ∈ E . We have Pd,×e � Pi,×e by the previous
lemma, so vPd (ve) = vPi (ve). By Lemma 2.19, the function vPd − vPi is strictly
increasing, so for any g ≺ e, we have vPd (vg) > vPi (vg), that is, Pd,×g ≺ Pi,×g.
Hence ddeg P×g < d . To obtain e ∈ E , take g ∈ E with ddeg P×g = d , so e4 g.

Next, we show that ddeg P×e = d . If ddeg P×e = j < d , then Pd,×e ≺ Pj,×e. By
Lemma 2.19 again, the function vPd − vPj is strictly increasing, so it follows that
e≺ e(P, j, d), contradicting the maximality of e.

From this and Pi,×e�Pd,×e, we get (DP×e)i =DPi,×e 6=0 and (DP×e)d=DPd,×e 6=0,
and hence e is an algebraic starting monomial for P . In fact, e is the largest
algebraic starting monomial for P in E . Suppose to the contrary that n ∈ E is an
algebraic starting monomial for P with n� e. Then d = ddeg P×e 6 ddeg P×n
by Corollary 2.4, so ddeg P×n = d. It follows that n= e(P, j, d) for some j < d,
contradicting the maximality of e.

If i > dmul P×e, then for j := dmul P×e, the uniqueness in Lemma 4.3 yields
e(P, j, d) = e. By replacing i with j , we assume that i = dmul P×e. Then by
Lemma 4.2, we also have ddeg≺e P = i . To complete the proof, we apply the
inductive assumption with {g ∈ K× : g ≺ e} replacing E . �

The tuple (i0, . . . , in) from Proposition 4.4 is uniquely determined by K , P ,
and E . Note that if mul P = ddegE P , then n = 0 and the tuple is (mul P). For
1 6 m 6 n, set em := e(P, im−1, im). We now show how dmul P×g and ddeg P×g

behave as g ranges over E . This follows from Proposition 4.4 in exactly the same
way as [ADH 2017, Corollary 13.5.8] follows from [ADH 2017, Proposition 13.5.7],
using Corollary 2.4 instead of [ADH 2017, Corollary 11.2.5].

Corollary 4.5. Suppose that mul P 6= ddegE P , so n > 1. Let g range over E . Then
dmul P×g and ddeg P×g are in {i0, . . . , in} and we have

dmul P×g = i0 ⇐⇒ g 4 e1;

ddeg P×g = i0 ⇐⇒ g ≺ e1;

dmul P×g = im ⇐⇒ em ≺ g 4 em+1 (16 m < n);

ddeg P×g = im ⇐⇒ em 4 g ≺ em+1 (16 m < n);

dmul P×g = in ⇐⇒ en ≺ g;

ddeg P×g = in ⇐⇒ en 4 g.

4.A. Application to dominant degree in a cut. The first lemma is easily adapted
from [ADH 2017, Lemma 13.6.17] and its corollary corresponds to [ADH 2017,
Corollary 13.6.18].
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Lemma 4.6. Suppose that (aρ) is a pc-sequence in K with aρ  0. Let

Ea := {g ∈ K× : g ≺ aρ, eventually}.

(i) If Ea 6=∅, then ddega P = ddegEa
P.

(ii) If Ea =∅, then ddega P =mul P.

Proof. Set γρ := v(aρ+1− aρ). By removing some initial terms, we may assume
that γρ is strictly increasing and v(aρ)= γρ ∈ 0 for all ρ. Then by Lemma 2.6,

ddeg>γρ P+aρ = ddeg>γρ P = ddeg P×aρ ,

so ddega P is the eventual value of ddeg P×aρ . If P is homogeneous, then ddeg P×g

= deg P =mul P for all g ∈ K×, so the statements about ddega P are immediate.
Suppose now that P is not homogeneous, so mul P < deg P . If Ea 6= ∅, we

use Corollary 4.5 with K× in the role of E , so we have the tuple (i0, . . . , in) with
in = deg P . By removing further initial terms, we may assume that ddeg P×aρ is
constant. If ddeg P×aρ = i0, then aρ ≺ e1. Thus for any g ∈ Ea, we have g ≺ e1, and
hence ddegEa

P = i0. If ddeg P×aρ = im for any 16m 6 n, then em 4 aρ . As γρ is
strictly increasing, em ≺ aρ for all ρ, so em ∈ Ea. Hence ddegEa

P > ddeg P×em = im .
But by Corollary 2.4, ddeg P×aρ > ddegEa

P , so ddegEa
P = im .

If Ea =∅, let i0 :=mul P . Then for all i > i0, by Lemma 2.19,

vPi (γρ)− vPi0
(γρ)= v(Pi )− v(Pi0)+ (i − i0)γρ + o(γρ).

As γρ is cofinal in 0, we thus have vP(γρ)= vPi0
(γρ) < vPi (γρ), eventually, for all

i > i0, and so ddeg P×aρ = i0, eventually. �

With (aρ) and Ea as in the above lemma, if Ea =∅, then (aρ) is in fact a cauchy
sequence in K (see [ADH 2017, §2.2]), since γρ is cofinal in 0; this is not used later.

Corollary 4.7. Suppose (bρ) is a pc-sequence in K with pseudolimit b ∈ K . Let
b := cK (bρ) and

Eb := {g ∈ K× : g ≺ bρ − b, eventually}.

(i) If Eb 6=∅, then ddegb P = ddegEb
P+b.

(ii) If Eb =∅, then ddegb P =mul P+b.

Proof. This follows by applying Lemma 4.6 to aρ := bρ − b and P+b, using
Lemma 2.10(ii). �

5. Asymptotic differential equations

Assumption. In this section, K has a monomial group M and 0 has no least
positive element.
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Let m range over M and P ∈ K {Y }6= have order at most r . An asymptotic
differential equation over K is something of the form

(E) P(Y )= 0, Y ∈ E,

where E ⊆ K× is 4-closed. That is, it consists of an algebraic differential equation
with an asymptotic condition on solutions. If E={g∈ K× : g≺ f } for some f ∈ K×,
then we write Y ≺ f for the asymptotic condition instead of Y ∈ E , and similarly
with 4.

For the rest of this section, we fix such an asymptotic differential equation (E).
Then the dominant degree of (E) is defined to be ddegE P . A solution of (E) is
a y ∈ E such that P(y) = 0. An approximate solution of (E) is an approximate
zero of P that lies in E , and the multiplicity of an approximate solution of (E) is
its multiplicity as an approximate zero of P . The following is used frequently and
follows from Lemma 4.2.

Corollary 5.1. Let y ∈ E . Then

(i) y is an approximate solution of (E) if and only if ddeg≺y P+y > 1;

(ii) if y is an approximate solution of (E), then its multiplicity is ddeg≺y P+y .

An algebraic starting monomial for (E) is an algebraic starting monomial for P
that lies in E . So if ddegE P = 0, then (E) has no algebraic starting monomials. By
Proposition 4.4, if 0 is divisible and mul P < ddegE P , then there is an algebraic
starting monomial for (E) and ddegE P = ddeg P×e, where e is the largest algebraic
starting monomial for (E).

It will be important to alter P and E in certain ways. Namely, let E ′ ⊆ E be
4-closed and let f ∈ E ∪ {0}. We call the asymptotic differential equation

(E′) P+ f (Y )= 0, Y ∈ E ′

a refinement of (E). Below, (E′) refers to a refinement of this form. By Lemma 2.6,

ddegE P = ddegE P+ f > ddegE ′ P+ f ,

so the dominant degree of (E′) is at most the dominant degree of (E). Note also that
if y is a solution of (E′) and f + y 6= 0, then f + y is a solution of (E). The same
is true with “approximate solution” replacing “solution”, provided that y 6∼ − f .
The following routine adaptation of [ADH 2017, Lemma 13.8.2] gives a sufficient
condition for being an approximate solution.

Lemma 5.2. Let f 6= 0 with f � g for all g ∈ E ′, and suppose that

ddegE ′ P+ f = ddegE P > 1.

Then f is an approximate solution of (E).
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Proof. We have, using Lemma 2.6 for the equality,

ddegE ′ P+ f 6 ddeg≺ f P+ f 6 ddeg4 f P+ f = ddeg4 f P 6 ddegE P.

Hence ddeg≺ f P+ f = ddegE P > 1, so f is an approximate solution of (E). �

Note that by the previous proof, ddeg≺ f P+ f 6 ddegE P for all f ∈ E . The next
lemma, corresponding to [ADH 2017, Lemma 13.8.3], relates the strictness of this
inequality to approximate solutions.

Lemma 5.3. Suppose that d := ddegE P > 1. Then the following are equivalent:

(i) ddeg≺ f P+ f < d for all f ∈ E ;

(ii) ddeg≺ f P+ f < d for all f ∈ E with ddeg P× f = d;

(iii) there is no approximate solution of (E) of multiplicity d.

Proof. The equivalence of (i) and (iii) is given by Corollary 5.1. Now, let f ∈ E
and suppose that ddeg P× f < d . Then, using Lemma 2.6 for the first equality,

ddeg≺ f P+ f 6 ddeg4 f P+ f = ddeg4 f P = ddeg P× f < d.

This gives (ii)=⇒(i), and the converse is trivial. �

We say that (E) is unravelled if d :=ddegE P>1 and the conditions in Lemma 5.3
hold. In particular, if d > 1 and (E) does not have an approximate solution, then
(E) is unravelled. And if (E) is unravelled and has an approximate solution, then
d > 2 by Lemma 5.3(iii). We now introduce unravellers and partial unravellers,
which correspond to special refinements of (E). In the proof of Proposition 5.5,
we construct a sequence of partial unravellers ending in an unravelled asymptotic
differential equation. Suppose that d > 1, and let f ∈ E ∪ {0} and E ′ ⊆ E be
4-closed. We say that ( f, E ′) is a partial unraveller for (E) if ddegE ′ P+ f = d . By
Lemma 2.6, ( f, E) is a partial unraveller for (E). Note that if ( f, E ′) is a partial
unraveller for (E) and ( f1, E1) is a partial unraveller for (E′), then ( f + f1, E1) is a
partial unraveller for (E). An unraveller for (E) is a partial unraveller ( f, E ′) for
(E) with unravelled (E′). The following is routine, corresponding to [ADH 2017,
Lemma 13.8.6].

Lemma 5.4. Suppose that ddegE P>1. Let a∈K× and set aE :={ay∈K× : y∈E}.
Consider the asymptotic differential equation

(aE) P×a−1(Y )= 0, Y ∈ aE .

(i) The dominant degree of (aE) equals the dominant degree of (E).

(ii) If ( f, E ′) is a partial unraveller for (E), then (a f, aE ′) is a partial unraveller
for (aE).

(iii) If ( f, E ′) is an unraveller for (E), then (a f, aE ′) is an unraveller for (aE).
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(iv) If a ∈M, then the algebraic starting monomials for (aE) are exactly the ae,
where e ranges over the algebraic starting monomials for (E).

The next proposition is about the existence of unravellers, and is a key ingredient
in the proof of Proposition 3.1. It corresponds to [ADH 2017, Proposition 13.8.8],
and the main difference in the proof is to invoke r -d-algebraic maximality and the
nontriviality of the derivation on k instead of asymptotic d-algebraic maximality
to obtain pseudolimits of appropriate pc-sequences. For this, recall the notion of
r -d-algebraic maximality from Section 3.C, and in particular that if the derivation
induced on k is nontrivial, then K is r -d-algebraically maximal if and only if every
pc-sequence in K with minimal d-polynomial over K of order at most r has a
pseudolimit in K .

Proposition 5.5. Suppose that K is r-d-algebraically maximal, 0 is divisible, and
the derivation induced on k is nontrivial. Suppose that d := ddegE P > 1 and that
there is no f ∈ E ∪ {0} with mul P+ f = d. Then there exists an unraveller for (E).

Proof. We construct a sequence (( fλ, Eλ))λ<ρ of partial unravellers for (E) indexed
by an ordinal ρ > 0 such that

(i) Eλ ⊇ Eµ for all λ < µ < ρ;

(ii) fµ− fλ � fν − fµ for all λ < µ < ν < ρ;

(iii) fλ+1− fλ ∈ Eλ \ Eλ+1 for all λ with λ+ 1< ρ.

For ρ = 1, we set ( f0, E0) := (0, E) and these conditions are vacuous. Below, we
frequently use that by (ii) we have fµ− fλ � fλ+1− fλ for all λ < µ < ρ.

First, suppose that ρ is a successor ordinal, so ρ = σ + 1, and consider the
refinement

(Eσ ) P+ fσ (Y )= 0, Y ∈ Eσ

of (E). If (Eσ ) is unravelled, then ( fσ , Eσ ) is an unraveller for (E) and we are done,
so suppose that (Eσ ) is not unravelled. Take f ∈ Eσ such that ddeg≺ f (P+ fσ )+ f = d .
Then

Eρ := {y ∈ K× : y ≺ f } ⊂ Eσ
is 4-closed with

ddegEρ (P+ fσ )+ f = d,

so ( f, Eρ) is a partial unraveller for (Eσ ). Thus, setting fρ := fσ + f , we have that
( fρ, Eρ) is a partial unraveller for (E). Conditions (i) and (iii) on (( fλ, Eλ))λ<ρ+1

with ρ + 1 in place of ρ are obviously satisfied. For (ii), it is sufficient to check
that fλ+1− fλ � fρ − fσ = f for λ < σ , which follows from fλ+1− fλ /∈ Eσ .

Now suppose that ρ is a limit ordinal. By (ii), ( fλ)λ<ρ is a pc-sequence in K , so
we let f := cK ( fλ) and claim that ddeg f P = d. To see this, set gλ := fλ+1− fλ
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for λ with λ+ 1< ρ. By (iii), we have, using Lemma 2.6 in the third line,

d = ddegEλ+1
P+ fλ+1 6 ddeg4gλ P+ fλ+1

= ddeg4gλ(P+ fλ)+( fλ+1− fλ)

= ddeg4gλ P+ fλ

6 ddegEλ P+ fλ = d.

Thus ddeg4gλ P+ fλ = d for all λ < ρ, so ddeg f P = d. By Lemma 2.16 and
Corollary 2.17, ( fλ)λ<ρ has a minimal d-polynomial over K of order at most r , so
since K is r -d-algebraically maximal, we may take fρ ∈ K with fλ fρ . Now set

Eρ :=
⋂
λ<ρ

Eλ = {y ∈ K× : y ≺ gλ for all λ < ρ},

where the equality follows from (iii). If Eρ =∅, then by Corollary 4.7,

d = ddeg f P =mul P+ fρ ,

contradicting the hypothesis. So Eρ 6=∅, and thus Corollary 4.7 yields

d = ddeg f P = ddegEρ P+ fρ ,

so ( fρ, Eρ) is a partial unraveller for (E). For (( fλ, Eλ))λ<ρ+1, conditions (i) and
(iii) with ρ+ 1 in place of ρ are obviously satisfied. For (ii), it is enough to check
that fλ+1− fλ � fρ− fµ for λ <µ< ρ, which follows from fρ− fµ � fµ+1− fµ.

This inductive construction must end, and therefore there exists an unraveller
for (E). �

5.A. Behaviour of unravellers under immediate extensions. In this subsection,
we fix an immediate extension L of K , and we use the monomial group of K as a
monomial group for L . We consider how unravellers change under passing from K
to L and connect this to pseudolimits of pc-sequences. Lemma 5.8 is a key step in
the proof of Proposition 3.1.

Given E , the set EL := {y ∈ L× : vy ∈ vE} is also 4-closed with EL ∩ K = E .
Consider the asymptotic differential equation

(EL ) P(Y )= 0, Y ∈ EL

over L , which has the same dominant degree as (E), i.e., ddegEL
P = ddegE P . Note

that y ∈ K is an approximate solution of (E) if and only if it is an approximate
solution of (EL ). If so, its multiplicities in both settings agree. Thus if (EL ) is
unravelled, then (E) is unravelled. For the other direction, if y ∈ L is an approx-
imate solution of (EL ) of multiplicity ddegEL

P , then any z ∈ K with z ∼ y is an
approximate solution of (E) of multiplicity ddegE P = ddegEL

P . The next lemma
follows from this, and corresponds to [ADH 2017, Lemma 13.8.9].
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Lemma 5.6. Suppose that ddegE P > 1, and let f ∈ E∪{0} and E ′ ⊆ E be4-closed.
Then

(i) ( f, E ′) is a partial unraveller for (E) if and only if ( f, E ′L) is a partial unraveller
for (EL );

(ii) ( f, E ′) is an unraveller for (E) if and only if ( f, E ′L) is an unraveller for (EL ).

This next lemma does not use the assumptions of this section. It corresponds
to [ADH 2017, Lemma 13.8.10] and has exactly the same proof, except for using
Lemma 2.11 instead of [ADH 2017, Lemma 11.3.8].

Lemma 5.7. Suppose that the derivation induced on k is nontrivial. Let (aρ)
be a divergent pc-sequence in K with minimal d-polynomial G over K , and let
aρ  ` ∈ L. Then mul(G+`)6 1.

The next lemma is routinely adapted from [ADH 2017, Lemma 13.8.11].

Lemma 5.8. Suppose that 0 is divisible and the derivation induced on k is nontriv-
ial. Let (aρ) be a divergent pc-sequence in K with minimal d-polynomial P over K ,
and aρ  ` ∈ L. Suppose that L is r-d-algebraically maximal and ddega P > 2.
Let a ∈ K and v ∈ K× be such that a− `≺ v and ddeg≺v P+a = ddega P. (Such a
and v exist by Lemma 2.16.) Consider the asymptotic differential equation

(5-1) P+a(Y )= 0, Y ≺ v.

Then there exists an unraveller ( f, E) for (5-1) over L such that

(i) f 6= 0;

(ii) ddeg≺ f P+a+ f = ddega P;

(iii) aρ  a+ f + z for all z ∈ E ∪ {0}.

Proof. We first show how to arrange that a = 0 and (ii) holds. Take g ∈ K× with
a− `∼−g, so g ≺ v. Then, using Lemma 2.6, we have

ddeg≺g P+a+g 6 ddeg≺v P+a+g = ddeg≺v P+a = ddega P.

Conversely, as (a+ g)− `≺ g, Lemma 2.16 gives ddega P 6 ddeg≺g P+a+g, so

ddega P = ddeg≺v P+a = ddeg≺g P+a+g.

P+a+g is a minimal d-polynomial of (aρ− (a+g)) over K and, by Lemma 2.10(ii),

ddega−(a+g) P+a+g = ddega P.

We can now replace P , (aρ), `, and v with P+a+g, (aρ − (a + g)), `− (a + g),
and g, respectively. To see that this works, suppose that E ⊆ L× is 4-closed in L
with E ≺ g, and (h, E) is an unraveller for the asymptotic differential equation

P+a+g(Y )= 0, Y ≺ g
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over L with aρ − (a + g)  h + z for all z ∈ E ∪ {0}. In particular, h ≺ g, so
g+ h 6= 0, and it is clear from ddeg≺v P+a = ddeg≺g P+a+g that (g+ h, E) is an
unraveller for (5-1). Condition (iii) is also obviously satisfied. For condition (ii),
note that as h ≺ g, using Lemma 2.6 in the middle equality,

ddeg≺g+h P+a+g+h = ddeg≺g P+a+g+h = ddeg≺g P+a+g = ddega P.

Thus it remains to show that there is an unraveller ( f, E) for (5-1) in L (with
a = 0) such that aρ  f + z for all z ∈ E ∪ {0}. Consider the set

Z := {z ∈ L× : z ≺ aρ − `, eventually}.

For any z ∈ Z ∪ {0}, we have aρ  z+ `, so by Lemma 5.7,

mul(P+`+z)6 1< 26 ddega P.

By Corollary 4.7, Z 6= ∅, so Z is 4-closed and ddegZ P+` = ddega P . Then
Proposition 5.5 yields an unraveller (s, E) for the asymptotic differential equation

P+`(Y )= 0, Y ∈ Z

over L . Setting f := ` + s, we get that ( f, E) is an unraveller for (5-1) with
aρ  f + z for all z ∈ E ∪ {0}. �

5.B. Reducing degree. In this subsection, we consider a refinement of (E) and then
truncate it by removing monomials of degree higher than the dominant degree of (E).
Given an unraveller for (E), we show how to find an unraveller for this truncated
refinement in Lemma 5.10, an essential component in the proof of Proposition 6.1.

Assumption. In this subsection, 0 is divisible.

Suppose that d := ddegE P > 1 and we have an unraveller ( f, E ′) for (E). That
is, the refinement

(E′) P+ f (Y )= 0, Y ∈ E ′

of (E) is unravelled with dominant degree d . Now suppose that d >mul(P+ f ), so
(E′) has an algebraic starting monomial, and let e be its largest algebraic starting
monomial. Suppose that g∈ K× satisfies e≺ g≺ f , and consider another refinement
of (E):

(Eg) P+ f−g(Y )= 0, Y 4 g.

Set E ′g := {y ∈ E ′ : y ≺ g}, so e ∈ E ′g. The next lemma is routinely adapted from
[ADH 2017, Lemma 13.8.12].

Lemma 5.9. The asymptotic differential equation (Eg) has dominant degree d and
(g, E ′g) is an unraveller for (Eg).
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Proof. First, since e is the largest algebraic starting monomial for (E′), Proposition 4.4
gives

d = ddeg P+ f,×e = ddeg4e P+ f .

Note that f − g ∼ f ∈ E . Now, by Lemma 2.6 we obtain

d = ddeg4e P+ f 6 ddeg4g P+ f = ddeg4g P+ f−g 6 ddegE P+ f−g = ddegE P = d,

which gives that (Eg) has dominant degree d . Similarly,

d = ddeg4e P+ f 6 ddegE ′g P+ f 6 ddegE P+ f = ddegE P = d,

and thus the asymptotic differential equation

P+ f (Y )= 0, Y ∈ E ′g,

which is a refinement of both (Eg) and (E′), has dominant degree d . Finally, since
(E′) is unravelled, the pair (g, E ′g) is an unraveller for (Eg). �

We now turn to ignoring terms of degree higher than the dominant degree of (E).
First, some notation. Recall that for F ∈ K {Y }, we set F6n := F0+ F1+ · · ·+ Fn .
Note that if n > ddeg F , then DF = DF6n . Now set F := P+ f−g, so d > ddeg F×m
for all m4 g. Consider the “truncation”

(Eg,6d ) F6d(Y )= 0, Y 4 g

of (Eg) as an asymptotic differential equation over K . We have, for all m4 g,

DF×m = D(F×m)6d = D(F6d )×m,

so (Eg,6d ) has the same algebraic starting monomials and dominant degree as (Eg).
Next, we show that under suitable conditions the unraveller (g, E ′g) for (Eg) from
the previous lemma remains an unraveller for (Eg,6d ). Recall that [γ ] denotes the
archimedean class of γ ∈ 0 and that such classes are ordered in the natural way;
see Section 2.E.

The next lemma corresponds to [ADH 2017, Lemma 13.8.13]. The essential
difference is that we use the valuation vg 7→ [vg] on 0 instead of the valuation
vg 7→ v(g′/g) used in Lemma 13.8.13.

Lemma 5.10. Suppose that [v(e/g)] < [v(g/ f )]. Then (g, E ′g) is an unraveller
for (Eg,6d), and e is the largest algebraic starting monomial for the unravelled
asymptotic differential equation

(E′g,6d ) (F6d)+g(Y )= 0, Y ∈ E ′g.

Proof. First, we reduce to the case g� 1: set g := dg and replace P , f , g, E , and E ′

by P×g, f/g, g/g, g−1E , and g−1E ′, respectively, and use Lemma 5.4. Note that
now e≺ 1≺ f and [ve]< [v f ].
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Since F = P+ f−g and g � 1, we have ddeg F = ddeg41 F = d by Lemma 5.9,
so

d 6 ddeg F× f 6 ddegE F = d,

using Corollary 2.4 and Lemma 2.6. This yields d = ddeg F = ddeg F× f . For m
with [vm]< [v f ] we may thus apply Corollary 2.27 with F and d f in place of P
and n to get

(5-2) DP+ f,×m = DF+g,×m = D(F6d )+g,×m .

In particular, this holds if e 4 m ≺ 1, as then [vm] 6 [ve] < [v f ]. Thus e is the
largest algebraic starting monomial for (E′g,6d ), since it is the largest such for (E′).

For (g, E ′g) to be an unraveller for (Eg,6d ), we now show

(i) ddegE ′g (F6d)+g = d;

(ii) ddeg≺h(F6d)+g+h < d for all h ∈ E ′g.

For (i), if e4m ∈ E ′g, then by Corollary 4.5 and (5-2) we have

d = ddeg P+ f,×m = ddeg(F6d)+g,×m.

For (ii), let h ∈ E ′g, so h ∈ E ′ and h ≺ 1. Set h := dh and u := h/h. Applying
Lemma 4.2, we have

ddeg≺h(F6d)+g+h =mul
(
D(F6d )+g,×h

)
+ū,(5-3)

ddeg≺h P+ f+h =mul
(
DP+ f,×h

)
+ū .(5-4)

First suppose e4 h, so then combining (5-2), for m= h, with (5-3) and (5-4) we
have

ddeg≺h(F6d)+g+h = ddeg≺h P+ f+h < d,

since (E′) is unravelled. Now suppose h ≺ e. If e2 4 h ≺ e, then [vh] = [ve]< [v f ],
and thus by (5-2) and Corollary 4.5,

ddeg(F6d)+g,×h = ddeg P+ f,×h < ddeg P+ f,×e = d.

By Corollary 2.4, ddeg(F6d)+g,×h < d remains true for any h ≺ e. Hence, by (5-3),

ddeg≺h(F6d)+g+h =mul
(
D(F6d )+g,×h

)
+ū 6 ddeg(F6d)+g,×h < d,

which completes the proof of (ii). �

5.C. Finding solutions in differential-henselian fields. We now use d-henselian-
ity to find solutions of asymptotic differential equations. Given an element of an
extension of K , when K has few constants we find a solution closest to that element.
The only result in this subsection that uses the assumption that 0 has no least
positive element is Lemma 5.15.
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We say that (E) is quasilinear if ddegE P = 1. Note that if K is r-d-henselian
and (E) is quasilinear, then P has a zero in E ∪ {0}. Note that even in this case,
(E) may not have a solution, since those are required to be nonzero. The next
lemma, routinely adapted from [ADH 2017, Lemma 14.3.4], shows how certain
approximate solutions yield solutions.

Lemma 5.11. Suppose that K is r-d-henselian. Let g ∈ K× be an approximate
zero of P such that ddeg P×g = 1. Then there exists y ∼ g in K such that P(y)= 0.

Proof. Let m := dg and u := g/m, so DP×m(ū)= 0 and thus

dmul P×m,+u =mul(DP×m)+ū > 1.

By Lemma 2.2, we also have

dmul P×m,+u 6 ddeg P×m,+u = ddeg P×m = 1.

Thus dmul P×m,+u = 1, so by r -d-henselianity we have z ≺ 1 with P×m,+u(z)= 0.
Setting y := (u+ z)m gives P(y)= 0 and y ∼ um= g. �

Now let f be an element of an extension of K . We say that a solution y of (E)
best approximates f (among solutions of (E)) if y− f 4 z− f for each solution z
of (E). Note that if f ∈ K× is a solution of (E), then f is the unique solution of (E)
that best approximates f . Also, if f � E , then y− f � f for all y ∈ E , and so each
solution of (E) best approximates f . The next lemma concerning multiplicative
conjugation has a routine proof, identical to that of [ADH 2017, Lemma 11.2.10],
by distinguishing the cases z � g and z 4 g.

Lemma 5.12. Let f be an element of an extension of K and let g ∈ E with f 4 g.
Suppose that y is a solution of the asymptotic differential equation

P×g(Y )= 0, Y 4 1

that best approximates g−1 f . Then the solution gy of (E) best approximates f .

This lemma is easily adapted from [ADH 2017, Lemma 14.1.13]; it is the one
place in this section that we impose the assumption C ⊆O.

Lemma 5.13. Suppose that r > 1 and K is r-d-henselian with C ⊆ O. Suppose
that (E) is quasilinear and has a solution. Let f be an element of an extension of K .
Then f is best approximated by some solution of (E).

Proof. By the comment above Lemma 5.12, we may assume that f 6� E . Thus we
may take g ∈ E with f 4 g such that (E) has a solution y 4 g and

ddeg P×g = ddegE P = 1.



192 NIGEL PYNN-COATES

By Lemma 5.12, we may replace P by P×g and E by O 6= in order to assume
that E =O 6=. Suppose that f is not best approximated by any solution of (E). Then
for each i we get yi ∈ K× such that

(i) yi is a solution of (E), i.e., P(yi )= 0 and yi 4 1;

(ii) yi − f � yi+1− f ;

(iii) ddeg P+yi = ddeg P = 1 (by Lemma 2.2).

Item (ii) implies yi+1− yi � yi − f , contradicting [ADH 2017, Lemma 7.5.5]. �

The next lemma is based on [ADH 2017, Lemma 14.1.14] but has a shorter proof
using Lemma 5.11.

Lemma 5.14. Suppose that K is r-d-henselian, (E) is quasilinear, and f ∈ E is an
approximate solution of (E). Then (E) has a solution y0 ∼ f , and every solution y
of (E) that best approximates f satisfies y ∼ f .

Proof. Let m := d f and u := f/m. Then by Lemma 2.2 we have

ddeg P× f = ddeg P×m,+u > dmul P×m,+u > 1,

and so since (E) is quasilinear, ddeg P× f = 1. Thus Lemma 5.11 yields a solution
y0 ∼ f of (E). If y is a solution of (E) that best approximates f , then y ∼ f , as

y− f 4 y0− f ≺ f. �

For the next lemma, a routine adaptation of [ADH 2017, Lemma 14.3.13],
recall from Section 5.A that given an immediate extension L of K , we extend the
asymptotic differential equation (E) over K to (EL ) over L . Note that if (E) is
quasilinear, then so is (EL ).

Lemma 5.15. Suppose that K is r-d-henselian and let L be an immediate extension
of K. Suppose that (E) is quasilinear, E ′ ⊆ E is 4-closed, and f ∈ EL is such that
the refinement

(E′L ) P+ f (Y )= 0, Y ∈ E ′L

of (EL ) is also quasilinear. Let y 4 f be a solution of (E) that best approximates f .
Then f − y ∈ E ′L ∪ {0}.

Proof. The case f = y being trivial, suppose that f 6= y and set m := d f−y . As
f − y ∈ EL , we have m ∈ E . Now suppose towards a contradiction that f − y /∈ E ′L .
Then E ′L ≺m ∈ E , so by quasilinearity and Lemma 2.6,

1= ddegE ′L
P+ f 6 ddeg4m P+ f = ddeg4m P+y 6 ddegE P+y = ddegE P = 1.

Hence the asymptotic differential equation

(5-5) P+y(Y )= 0, Y 4m
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over K is also quasilinear. Also, by the quasilinearity of (E′L ), we have

ddeg≺m(P+y)+( f−y) = ddeg≺m P+ f > ddegE ′L
P+ f = 1,

so f − y is an approximate solution of (5-5) over L , by Corollary 5.1. Take g ∈ K×

with g ∼ f − y, so g is an approximate solution of (5-5) over K , and, by the
quasilinearity of (5-5),

ddeg P+y,×g = ddeg4m P+y = 1.

Then by Lemma 5.11 we have z ∼ g ∼ f − y in K such that P(y + z) = 0. We
must have y+ z 6= 0, as otherwise f ≺ y− f , contradicting y 4 f . From y 4 f ,
we also obtain y+ z 4 f , so y+ z ∈ E . Since y+ z− f ≺ y− f , this contradicts
that y best approximates f . �

6. Reducing complexity

This is a technical section whose main goal is Proposition 6.1. This proposition,
or rather its consequence Corollary 6.14, is the linchpin of Proposition 3.1, and
its proof uses all of the previous sections and some additional results from [ADH
2017]. This section is based on [ADH 2017, §14.4].

Assumption. In this section, K is asymptotic and has a monomial group M, 0 is
divisible, and k is r -linearly surjective with r > 1.

Let m and n range over M. As usual, we let P ∈ K {Y } 6= with order at most r .
As in the previous section, let E ⊆ K× be 4-closed, so we have an asymptotic
differential equation

(E) P(Y )= 0, Y ∈ E

over K . Set d := ddegE P and suppose that d > 2. We fix an immediate asymptotic
r -d-henselian extension K̂ of K and use M as a monomial group of K̂ .

Let Ê :=EK̂ ={y ∈ K̂× : vy ∈ vE}, so we have the asymptotic differential equation

(Ê) P(Y )= 0, Y ∈ Ê

over K̂ with dominant degree d. Suppose that (Ê) is not unravelled, and that
this is witnessed by an f̂ ∈ Ê such that ( f̂ , Ê

′
) is an unraveller for (Ê). That is,

ddeg
≺ f̂ P

+ f̂ = d , and the refinement

(Ê′) P
+ f̂ (Y )= 0, Y ∈ Ê

′

of (Ê) is unravelled with dominant degree d . By Corollary 5.1, f̂ is an approximate
solution of (Ê) of multiplicity d. Note also that Ê

′
= E ′K̂ for the 4-closed set

E ′ := Ê
′
∩ K ⊆ E . Since (Ê) is not unravelled, neither is (E) by the discussion
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preceding Lemma 5.6. Suppose also that mul P
+ f̂ < d , so that by Proposition 4.4,

(Ê′) has an algebraic starting monomial; let e be the largest such.
The main proposition corresponds to [ADH 2017, Proposition 14.4.1].

Proposition 6.1. There exists f ∈ K̂ such that one of the following holds:

(i) f̂ − f 4 e and A( f )= 0 for some A ∈ K {Y } with c(A) < c(P) and deg A= 1;

(ii) f̂ ∼ f , f̂ − a 4 f − a for all a ∈ K , and A( f )= 0 for some A ∈ K {Y } with
c(A) < c(P) and ddeg A× f = 1.

6.A. Special case. We first prove Proposition 6.1 in the special case that ddegE P=
deg P and later reduce to this case using Lemma 6.13. Below, we consider the
d-polynomial

P
+ f̂ ,×e ∈ K̂ {Y };

note that ddeg P
+ f̂ ,×e = d by the choice of e. Let s 6 r be the order of P . For

i ∈ N1+s , we let
∂ i
:=

∂ |i |

∂Y i0 · · · ∂(Y (s))is

denote the partial differential operator on K̂ {Y } that differentiates in times with
respect to Y (n) for n= 0, . . . , s. (We also use additive and multiplicative conjugates
of partial differential operators; see [ADH 2017, §12.8].) For any partial differential
operator (in the sense of [ADH 2017, §12.7]) 1 on K̂ {Y }, any Q ∈ K̂ {Y }, and
any a ∈ K̂ ,

1(Q+a)= (1Q)+a

by [ADH 2017, Lemma 12.8.7], so we write 1Q+a and do not distinguish between
these. If a ∈ K̂×, note that, by [ADH 2017, Lemma 12.8.8],

1Q×a :=1(Q×a)= (1×a Q)×a,

Note that, when no parentheses are used, we intend additive and multiplicative
conjugation of Q to take place before 1 is applied, in order to simplify notation.

Now, choose i ∈N1+s such that deg(∂ i Y j )= 1 for some j ∈N1+s with | j | = d
and

(P
+ f̂ ,×e) j � P

+ f̂ ,×e.

In particular, |i | = d − 1 and

ddeg ∂ i P
+ f̂ ,×e = deg D∂ i P

+ f̂ ,×e
= deg ∂ i DP

+ f̂ ,×e
= 1.

We consider the partial differential operator 1 := (∂ i )×e on K̂ {Y }. We have

(1P)
+ f̂ ,×e = ∂

i P
+ f̂ ,×e
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by [ADH 2017, Lemmas 12.8.7 and 12.8.8]. Hence the asymptotic differential
equation

1P
+ f̂ (Y )= 0, Y 4 e

is quasilinear. In [ADH 2017, §14.4], partial differentiation is also used to obtain
a quasilinear asymptotic differential equation. Under the powerful assumption of
ω-freeness made in that setting, newton polynomials have a very special form, and
so a specific choice of 1 was needed. Here, and in the next subsection, a similar
technique works despite the lack of restrictions on dominant parts.

This lemma is routinely adapted from [ADH 2017, Lemma 14.4.2].

Lemma 6.2. Suppose that e≺ f̂ and the asymptotic differential equation

(6-1) 1P(Y )= 0, Y ∈ Ê

over K̂ is quasilinear. Then (6-1) has a solution y ∼ f̂ , and if f is any solution of
(6-1) that best approximates f̂ , then f − f̂ 4 e.

Proof. By Lemma 2.6, we have

ddeg
≺ f̂ 1P

+ f̂ 6 ddegÊ 1P
+ f̂ = ddegÊ 1P = 1.

But from e≺ f̂ , we also have

1= ddeg4e1P
+ f̂ 6 ddeg

≺ f̂ 1P
+ f̂ ,

so ddeg
≺ f̂ 1P

+ f̂ =1. Then since K̂ is r -d-henselian, we get y∼ f̂ with1P(y)=0.
For the second statement, the refinement

(6-2) 1P
+ f̂ (Y )= 0, Y 4 e

of (6-1) is quasilinear, so we can apply Lemma 5.15 with K̂ in the roles of both
L and K , and 1P , f̂ , f , (6-1), and (6-2) in the roles of P , f , y, (E), and (E′L ),
respectively. �

We now conclude the proof of Proposition 6.1 in the case that deg P = d , easily
adapted from [ADH 2017, Corollary 14.4.3]. Recall that d > 2.

Lemma 6.3. Suppose that deg P = d. Then there exist f ∈ K̂ and A ∈ K {Y } such
that f̂ − f 4 e, A( f )= 0, c(A) < c(P), and deg A = 1.

Proof. Since deg P = d, we also have deg P
+ f̂ ,×e = d , and hence

deg1P = deg(1P)
+ f̂ ,×e = deg ∂ i P

+ f̂ ,×e = 1,

by the choice of i . Hence (6-1) is quasilinear.
If f̂ 4 e, then f := 0 and A := Y work, so assume that e≺ f̂ . First, Lemma 6.2

yields a solution y ∼ f̂ of (6-1). As K̂ has few constants, Lemma 5.13 gives that f̂
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is best approximated by some solution f of (6-1). So applying Lemma 6.2 again,
we have f − f̂ 4 e. Then 1P( f ) = 0, c(1P) < c(P), and deg1P = 1, so we
may take A :=1P . �

6.B. Tschirnhaus refinements. Set f := d f̂ , and we now consider the d-polynomial
P×f ∈ K {Y }6=. If e< f, then the first case of Proposition 6.1 holds for f := 0 and
A := Y , so in the rest of this subsection and in Sections 6.C and 6.D, we suppose
that e≺ f. Then we have, by the choice of e and Lemma 2.6,

d = ddeg4e P
+ f̂ 6 ddeg4f P

+ f̂ = ddeg4f P 6 ddegÊ P = d,

and thus ddeg P×f = d .
Now, choose i ∈N1+s so that deg(∂ i Y j )=1 for some j ∈N1+s with | j | = d and

(P×f) j � P×f. Thus we have |i | = d − 1 and

D∂ i P×f = ∂
i DP×f ,

and so ddeg ∂ i P×f = 1. We consider the partial differential operator 1 := (∂ i )×f
on K̂ {Y }. By [ADH 2017, Lemma 12.8.8],

(1P)×f = ∂ i P×f ,

and thus the asymptotic differential equation

(6-3) 1P(Y )= 0, Y 4 f

over K̂ is quasilinear. The comments from Section 6.A about the difference between
the partial differentiation used here and that used in [ADH 2017, §14.4] apply in
this subsection as well, and necessitate a slight weakening of the following lemma
from its counterpart [ADH 2017, Lemma 14.4.4]. It follows immediately from the
quasilinearity of (6-3) by Corollary 2.7.

Lemma 6.4. Suppose that f ∈ K̂ is a solution of (6-3). Then for all g ∈ K̂× with
g 4 f we have

mul(1P)+ f,×g = ddeg(1P)+ f,×g = 1,

and hence (1P)+ f has no algebraic starting monomial g ∈M with g4 f.

The next statement is based on [ADH 2017, Lemma 14.4.5] but has a different
proof due to the different choices of 1 needed here and in [ADH 2017, §14.4].

Lemma 6.5. The element f̂ ∈ K̂ is an approximate solution of (6-3).

Proof. Set u := f̂ /f. Since f̂ is an approximate zero of P of multiplicity d =
ddeg P×f = deg DP×f ,

(DP×f)+ū =
∑
| j |=d

(DP×f) j Y j ,
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by [ADH 2017, Lemma 4.3.1], where j ranges over N1+s . Then

(∂ i DP×f)+ū = ∂
i (DP×f)+ū =

∑
| j |=d

(DP×f) j∂
i Y j ,

so the multiplicity of ∂ i DP×f at ū is 1 by the choice of i . In view of

D(1P)×f = D∂ i P×f = ∂
i DP×f,

f̂ is an approximate solution of (6-3). �

Let f ∈ K̂ with f ∼ f̂ , so ddeg≺f P+ f = ddeg≺f P
+ f̂ = d by Lemma 2.6. That

is, the refinement

(T) P+ f (Y )= 0, Y ≺ f

of (Ê) still has dominant degree d. As f̂ is an approximate solution of (6-3),
Lemmas 5.14 and 5.13 give a solution f0 ∈ K̂ of (6-3) that best approximates f̂
with f0 ∼ f̂ ∼ f . Thus

ddeg≺f1P+ f = ddeg≺f1P+ f0 = 1

by Lemmas 2.6 and 6.4. Hence the refinement

(1T) 1P+ f (Y )= 0, Y ≺ f

of (6-3) is also quasilinear.

Definition. A Tschirnhaus refinement of (Ê) is an asymptotic differential equation
(T) over K̂ as above with f̂ ∼ f ∈ K̂ such that some solution f0 ∈ K̂ of (6-3) over
K̂ best approximates f̂ and satisfies f0− f̂ ∼ f − f̂ .

Definition. Let f, ĝ ∈ K̂ and m satisfy

m≺ f − f̂ 4 ĝ ≺ f,

so in particular f ∼ f̂ . With (T) as above, but not necessarily a Tschirnhaus
refinement of (Ê), we say that the refinement

(TC) P+ f+ĝ(Y )= 0, Y 4m

of (T) is compatible with (T) if it has dominant degree d and ĝ is not an approximate
solution of (1T).

The next two lemmas are routine adaptations of [ADH 2017, Lemmas 14.4.7
and 14.4.8].

Lemma 6.6. Let f, f0, ĝ ∈ K̂ and m be such that

m≺ f0− f̂ ∼ f − f̂ 4 ĝ ≺ f,
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and (TC) has dominant degree d. Then ĝ is an approximate solution of (T) and of

(T0) P+ f0(Y )= 0, Y ≺ f.

Proof. First, ĝ is an approximate solution of (T) by Lemma 5.2, since m≺ ĝ and

ddeg4m P+ f+ĝ = d = ddeg≺f P+ f .

From f0 − f ≺ f − f̂ 4 ĝ and m ≺ ĝ, we obtain, using Lemma 2.6 in the first
equality,

ddeg≺ĝ P+ f0+ĝ = ddeg≺ĝ P+ f+ĝ > ddeg4m P+ f+ĝ = d > 1,

so ĝ is an approximate solution of (T0) by Corollary 5.1. �

Lemma 6.7. Let f, f0, ĝ ∈ K̂ with

f0− f̂ ∼ f − f̂ 4 ĝ ≺ f.

Then ĝ is an approximate solution of (1T) if and only if ĝ is an approximate
solution of

(1T0) 1P+ f0(Y )= 0, Y ≺ f.

Proof. Again, since f0− f ≺ f̂ − f 4 ĝ, by Lemma 2.6 we have

ddeg≺ĝ 1P+ f0+ĝ = ddeg≺ĝ 1P+ f+ĝ.

The result then follows from Corollary 5.1, since ĝ ≺ f. �

Note that, for any f0∼ f , the equation (1T0) in the previous lemma is quasilinear
by Lemma 2.6, since (1T) is. The next lemma gives compatible refinements of (T)
when e≺ f − f̂ in the same way as [ADH 2017, Lemma 14.4.9].

Lemma 6.8. Suppose that (T) is a Tschirnhaus refinement of (Ê) and e ≺ f − f̂ .
Then, with ĝ := f̂ − f and m := e, the refinement (TC) of (T) is compatible with (T).

Proof. Since e is the largest algebraic starting monomial for (Ê′),

ddeg4e P+ f+ĝ = ddeg4e P
+ f̂ = ddeg P

+ f̂ ,×e = d,

and so (TC) has dominant degree d .
As (T) is a Tschirnhaus refinement of (Ê), let f0 ∈ K̂ be a solution of (6-3) that

best approximates f̂ and satisfies f − f̂ ∼ f0− f̂ . Suppose towards a contradiction
that ĝ is an approximate solution of (1T), so by Lemma 6.7, ĝ is also an approximate
solution of (1T0). Then by Lemma 5.14, (1T0) has a solution y ∼ ĝ ∼ f̂ − f0.
Thus 1P( f0+ y)= 0, so f0+ y is a solution of (6-3), since f0+ y 4 f. But also

f0+ y− f̂ = y− ( f̂ − f0)≺ f̂ − f0,
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contradicting that f0 best approximates f̂ . Hence ĝ is not an approximate solution
of (1T), and so (TC) is compatible with (T). �

In fact, the proof above shows that (1T0) has no approximate solution h with
h ∼ f̂ − f0. We now consider the effect of multiplicative conjugation by f on
the asymptotic differential equations considered so far, as in [ADH 2017, Re-
mark 14.4.10].

Lemma 6.9. Consider the asymptotic differential equation

(f−1E) P×f(Y )= 0, Y ∈ f−1E

over K . Then (f−1 f̂ , f−1Ê
′
) is an unraveller for

(f−1Ê) P×f(Y )= 0, Y ∈ f−1Ê

over K̂ , and ddeg≺1(P×f)+f−1 f̂ = d = ddegf−1Ê P×f. Moreover, if (T) is a Tschirn-
haus refinement of (Ê), then

(f−1T) (P×f)+f−1 f (Y )= 0, Y ≺ 1

is a Tschirnhaus refinement of (f−1Ê). If (TC) is a compatible refinement of (T),
then

(f−1TC) (P×f)+f−1( f+ĝ)(Y )= 0, Y 4 f−1m

is a compatible refinement of (f−1T).

Proof. The claims in the second sentence follow directly from Lemma 5.4. The
other claims are direct but tedious calculations; however, it is important to recall
that 1= (∂ i )×f, so 1 depends on f, and by [ADH 2017, Lemma 12.8.8],

((∂ i )×fP)×f = ∂ i P×f. �

6.C. The slowdown lemma. In this subsection, we assume that (T) is a Tschirnhaus
refinement of (Ê) and (TC) is a compatible refinement of (T). Set g := dĝ, with ĝ
as in (TC). The main result of this subsection is Lemma 6.11, called the slowdown
lemma. A consequence of this, Lemma 6.13, gives the reduction to the special
case of Proposition 6.1 considered in Section 6.A. We first prove the following
preliminary lemma, which is based on [ADH 2017, Lemma 14.4.12] but has a
different proof. Two main differences between these settings play a role here: the
change from newton polynomials to dominant parts, and the difference between
the choices of 1. Recall from Section 2.E the coarsening 4φ of 4 for φ ∈ K×

with φ 6� 1.

Lemma 6.10. Suppose that f= 1. Then

1P+ f (ĝ)�g g1P+ f .
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Proof. Let f0 ∈ K̂ be a solution of (6-3) that best approximates f̂ and satisfies
f − f̂ ∼ f0− f̂ ; in particular, f0 ∼ f ∼ f̂ � 1. For this proof, set Q :=1P .

Since (TC) is compatible with (T), ĝ is not an approximate solution of (1T),
and thus, with u := ĝ/g,

DQ+ f,×g(ū) 6= 0.
This yields

Q+ f (ĝ)= Q+ f,×g(u)� Q+ f,×g.

Now, since f − f0 ≺ g, Lemma 2.18(i) gives

Q+ f,×g = Q×g,+ f/g ∼ Q×g,+ f0/g = Q+ f0,×g.

As f0 is a solution of (6-3), we have

mul Q+ f0 = ddeg Q+ f0 = 1

by Lemma 6.4. Using Lemma 2.23 and Lemma 2.18(i) again, we get

Q+ f0,×g �g gQ+ f0 ∼ gQ+ f .

Finally, we obtain the desired result by combining these steps:

Q+ f (ĝ)�g gQ+ f . �

Using this result, we now turn to the proof of the slowdown lemma, based on
[ADH 2017, Lemma 14.4.11]. In its statement and proof, the map vg 7→ [vg]
replaces vg 7→ v(g′/g) as in Lemma 5.10; this change consequently appears also
in Corollary 6.12. The idea, as Aschenbrenner, van den Dries, and van der Hoeven
note, is that “the step from (E) to (T) is much larger than the step from (T) to (TC)”
[ADH 2017, p. 661 or arXiv p. 565].

Lemma 6.11 (slowdown lemma). With m the monomial appearing in (TC), we
have [

v
(
m
g

)]
<
[
v
(
g
f

)]
.

Proof. By Lemma 6.9, we may assume that f = 1, so m ≺ f − f̂ 4 g ≺ 1 and
1= ∂ i . Set F := P+ f and note that ddeg F+ĝ = ddeg F = d by Lemma 2.2(i).

Claim 6.11.1. g(F+ĝ)d 4g (F+ĝ)d−1.

Proof of Claim 6.11.1. By Lemma 6.10, we have g∂ i F �g ∂
i F(ĝ), and hence it

suffices to show that (F+ĝ)d � ∂
i F and ∂ i F(ĝ)4 (F+ĝ)d−1.

By the choice of i , we have ∂ i P � P , so ∂ i F � F+ĝ by Lemma 2.18(i). As
ddeg F+ĝ=d , we have F+ĝ� (F+ĝ)d , and thus (F+ĝ)d�∂

i F . By Taylor expansion,
∂ i F(ĝ) is, up to a factor from Q×, the coefficient of Y i in F+ĝ. Since |i | = d − 1,
this yields ∂ i F(ĝ)4 (F+ĝ)d−1. �

Claim 6.11.2. n≺n g =⇒ ddeg F+ĝ,×n 6 d − 1.
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Proof of Claim 6.11.2. Suppose that n≺n g. Then n≺ 1, so by Corollary 2.4,

ddeg F+ĝ,×n 6 ddeg F+ĝ = d,

and hence it suffices to show that (F+ĝ,×n)d ≺n (F+ĝ,×n)d−1. By Lemma 2.22, for
all i ,

(F+ĝ,×n)i = ((F+ĝ)i )×n �n n
i (F+ĝ)i ,

so it suffices to show that n(F+ĝ)d ≺n (F+ĝ)d−1. First, since (F+ĝ)d 6= 0, we have
n(F+ĝ)d ≺n g(F+ĝ)d . Second, n≺ g ≺ 1 implies [vg] 6 [vn], so the first claim
and Lemma 2.21 yield g(F+ĝ)d 4n (F+ĝ)d−1. Combining these two relations, we
obtain n(F+ĝ)d ≺n (F+ĝ)d−1, as desired. �

To finish the proof of the lemma, note that ddeg F+ĝ,×m = d, because (TC) is
compatible. Then the second claim gives g4m m, and so g4g m by Lemma 2.20.
But since m≺ g, we must have m�g g, giving [vm− vg]< [vg], as desired. �

6.D. Consequences of the slowdown lemma. This first consequence, correspond-
ing to [ADH 2017, Corollary 14.4.13], follows immediately from Lemmas 6.8
and 6.11.

Corollary 6.12. If (T) is a Tschirnhaus refinement of (Ê), then

e≺ f̂ − f =⇒
[
v

(
e

f̂ − f

)]
<

[
v

(
f̂ − f

f̂

)]
.

This next consequence, corresponding to [ADH 2017, Lemma 14.4.14], provides
the reduction from Proposition 6.1 to Lemma 6.3.

Lemma 6.13. Suppose that (T) is a Tschirnhaus refinement of (Ê) and e≺ f̂ − f .
Let F := P+ f , ĝ := f̂ − f , and g := dĝ. Then the asymptotic differential equation

(Êg,6d ) F6d(Y )= 0, Y 4 g

has dominant degree d. Moreover, with Ê
′

g := {y ∈ Ê ′ : y ≺ g}, (ĝ, Ê
′

g) is an
unraveller for (Êg,6d) and e is the largest algebraic starting monomial for the
unravelled asymptotic differential equation

(Ê′g,6d ) (F6d)+ĝ(Y )= 0, Y ∈ Ê
′

g

over K̂ .

Proof. This follows from Corollary 6.12 by applying Lemma 5.10 with K̂ , f̂ , f , ĝ,
Ê , Ê

′
, and Ê ′g in the roles of K , f , f − g, g, E , E ′, and E ′g, respectively. �
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6.E. Proposition 6.1 and its consequence. Finally, we return to the proof of the
main proposition of this section. Recall the following statement:

Proposition 6.1. There exists f ∈ K̂ such that one of the following holds:

(i) f̂ − f 4 e and A( f )= 0 for some A ∈ K {Y } with c(A) < c(P) and deg A= 1;

(ii) f̂ ∼ f , f̂ − a 4 f − a for all a ∈ K , and A( f )= 0 for some A ∈ K {Y } with
c(A) < c(P) and ddeg A× f = 1.

Proof. As noted already, if e< f, then case (i) holds with f := 0 and A := Y ,
so suppose that e≺ f. By Lemma 6.5, f̂ is an approximate solution of (6-3), so
by Lemmas 5.14 and 5.13, we have a solution f0 ∼ f̂ in K̂ of (6-3) that best
approximates f̂ . If f̂ − a 4 f0− a for all a ∈ K , then case (ii) holds with f := f0

and A :=1P . Now suppose to the contrary that we have f ∈ K with f̂ − f � f0− f .
That is, f0 − f̂ ∼ f − f̂ , so in view of f0 ∼ f̂ , we have f ∼ f̂ . Hence (T) is a
Tschirnhaus refinement of (Ê). We are going to show that then case (i) holds.

If f̂ − f 4 e, then case (i) holds with A := Y − f , so for the rest of the proof,
assume that e≺ f̂ − f , and set F := P+ f , ĝ := f̂ − f , and g := dĝ. This puts us in
the situation of the previous lemma, so (Êg,6d ) has dominant degree d and (ĝ, Ê

′

g)

is an unraveller for (Êg,6d ). In particular, ddeg≺ĝ(F6d)+ĝ = d, since

ddeg≺ĝ(F6d)+ĝ > ddegÊ ′g
(F6d)+ĝ = d.

Also, e is the largest algebraic starting monomial for (Ê′g,6d). Now since f ∈ K ,
we can view (Êg,6d) as an asymptotic differential equation over K . We also have
deg F6d =d and mul(F6d)+ĝ<d , since otherwise (F6d)+ĝ would be homogeneous
and so not have any algebraic starting monomials. Thus with (Êg,6d) in place of
(E) and (ĝ, Ê ′g) in place of ( f̂ , Ê

′
), Lemma 6.3 applies. Hence we have g ∈ K̂ and

B ∈ K {Y } such that ĝ− g 4 e, B(g)= 0, c(B) < c(F6d), and deg B = 1. Finally,
case (i) holds with f +g in place of f and with A := B− f , completing the proof. �

In fact, if K is r-d-henselian, then the f ∈ K̂ in Proposition 6.1 actually lies
in K . This follows easily from [ADH 2017, Proposition 7.5.6], just as [ADH
2017, Corollary 14.4.16] follows from [ADH 2017, Lemma 14.1.8]. We do not use
Proposition 6.1 directly in the proof of Proposition 3.1, but rather this corollary
concerning pc-sequences, corresponding to [ADH 2017, Corollary 14.4.15]:

Corollary 6.14. Suppose that (aρ) is a divergent pc-sequence in K with pseudolimit
f̂ ∈ K̂ and minimal d-polynomial P over K . Then there exist f ∈ K̂ and A ∈ K {Y }
such that f̂ − f 4 e, A( f )= 0, c(A) < c(P), and deg A = 1.

Proof. Suppose towards a contradiction that there are no such f and A. Then
Proposition 6.1 gives instead f ∈ K̂ and A ∈ K {Y }6= such that f̂ − a 4 f − a
for all a ∈ K , A( f ) = 0, and c(A) < c(P). Since (aρ) has no pseudolimit in K ,
f̂ /∈ K , and so f /∈ K . Hence we may take a divergent pc-sequence (bσ ) in K such
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that bσ  f . Since f̂ −bσ 4 f −bσ for all σ , we have bσ  f̂ . The pc-sequences
(aρ) and (bσ ) have no pseudolimit in K but the common pseudolimit f̂ ∈ K̂ , and
hence they are equivalent by [ADH 2017, Corollary 2.2.20]. Thus aρ  f , so
applying Lemma 2.11 to A and f contradicts the minimality of P . �

7. Proof of Proposition 3.1

In this section, we prove the main proposition, derived from the work of the previous
sections, thus completing the proof of the main results. Its proof is based on that of
[ADH 2017, Proposition 14.5.1].

Proposition 3.1. Suppose that K is asymptotic, 0 is divisible, and k is r-linearly
surjective. Let (aρ) be a pc-sequence in K with minimal d-polynomial G over K of
order at most r . Then ddega G = 1.

Proof. Let d := ddega G. We may assume that (aρ) has no pseudolimit in K , as
otherwise, up to scaling, G is of the form Y − a for some pseudolimit a of (aρ),
and hence d = 1. We may also assume that r > 1, since the case r = 0 is handled
by the analogous fact for valued fields of equicharacteristic 0 (see [ADH 2017,
Proposition 3.3.19]). By Zorn’s lemma, we may take a d-algebraically maximal
immediate extension K̂ of K . By the proof of [ADH 2017, Theorem 7.0.1], K̂ is
r -d-henselian. Note that as an immediate extension of K , K̂ is also asymptotic by
[ADH 2017, Lemmas 9.4.2 and 9.4.5].

Now, take ` ∈ K̂ such that aρ `, so G is an element of minimal complexity of
Z(K , `) by Corollary 2.17. Lemma 2.16 gives d > 1, as well as a ∈ K and v ∈ K×

such that a−`≺v and ddeg≺v G+a=d . Towards a contradiction, suppose that d>2.
Lemma 5.8 then yields an unraveller ( f̂ , Ê) for the asymptotic differential equation

(7-1) G+a(Y )= 0, Y ≺ v

over K̂ such that

(i) f̂ 6= 0,

(ii) ddeg
≺ f̂ G

+a+ f̂ = d ,

(iii) aρ  a+ f̂ + g for all g ∈ Ê ∪ {0},
(iv) mul G

+a+ f̂ < d ,

where (iv) follows from (iii) by Lemma 5.7.
Suppose first that K has a monomial group. Consider the pc-sequence (aρ − a)

with minimal d-polynomial P := G+a over K . Since ( f̂ , Ê) is an unraveller for
(7-1), ddegÊ P

+ f̂ = d >mul P
+ f̂ by (iv), so let e be the largest algebraic starting

monomial for the asymptotic differential equation

(7-2) P
+ f̂ (Y )= 0, Y ∈ Ê
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over K̂ by Proposition 4.4. Hence all the assumptions of the previous section are
satisfied (with (7-1) and (7-2) in the roles of (Ê) and (Ê′), respectively), so applying
Corollary 6.14 to (aρ−a) and P yields f ∈ K̂ and A ∈ K {Y }6= such that f̂ − f 4 e,
A( f )= 0, and c(A) < c(P). Since e is an algebraic starting monomial for (7-2),
we have e ∈ Ê , and so f − f̂ ∈ Ê ∪ {0}. But then aρ − a f by (iii), so applying
Lemma 2.11 to A and f contradicts the minimality of P .

Finally, we reduce to the case that K has a monomial group. Consider K̂
as a valued differential field with a predicate for K and pass to an ℵ1-saturated
elementary extension of this structure. In particular, the new K has a monomial
group [ADH 2017, Lemma 3.3.39]. In doing this, we preserve all the relevant first
order properties: small derivation, r-linearly surjective differential residue field,
divisible value group, asymptoticity, r -d-henselianity of K̂ , and that G ∈ Z(K , `)
but H /∈ Z(K , `) for all H ∈ K {Y } with c(H) < c(G).

However, it is possible that K̂ is no longer d-algebraically maximal, in which case
we pass to a d-algebraically maximal immediate extension of K̂ (and hence of K ).
It is also possible that (aρ) is no longer divergent in K , in which case we replace
(aρ) with a divergent pc-sequence (bσ ) in K with bσ  `. By Corollary 2.17, G is
a minimal d-polynomial of (bσ ) over K , and by Lemma 2.16, ddegb G = d , where
b := cK (bσ ). By the argument above used in this new structure, d= 1, as desired. �
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CONJUGACY CLASSES OF p-ELEMENTS AND
NORMAL p-COMPLEMENTS

HUNG P. TONG-VIET

We study the structure of finite groups with a large number of conjugacy
classes of p-elements for some prime p. As a consequence, we obtain some
new criteria for the existence of normal p-complements in finite groups.

1. Introduction

Let p be a prime. Let G be a finite group and let P be a Sylow p-subgroup of G.
Denote by k(G) and kp(G) the number of conjugacy classes of G and the number
of conjugacy classes of p-elements of G, respectively. By Sylow’s theorem, we can
choose a complete set 0 of representatives for the conjugacy classes of p-elements
of G in such a way that 0 ⊆ P. This yields that kp(G) ≤ k(P). Also kp(G) ≥ 2
unless G is a p′-group. Hence if p divides |G|, then 2≤ kp(G)≤ k(P)≤ |P|. In
[Külshammer et al. 2014], the authors study finite groups G with kp(G)= 2. They
show that the Sylow p-subgroup P of such a group G must be either elementary
abelian or extra-special of order p3. In this paper, we will look at the case when
kp(G) is large in comparison to |P|.

Recall that a subgroup N of a finite group G is called a normal p-complement
of G if N is a normal subgroup of G whose order is relatively prime to p and
whose index is a power of p. A finite group G is said to be p-nilpotent if it has a
normal p-complement. A classical result in group theory states that a finite group G
is p-nilpotent if and only if P controls its own fusion in G. (See [Isaacs 2008,
Theorem 5.25] and the definitions in Section 2). The latter condition is equivalent
to xG

∩ P = x P for every x ∈ P , which is equivalent to the condition kp(G)= k(P).
Thus G is p-nilpotent if and only if kp(G)= k(P). If we assume that kp(G)= |P|,
then kp(G) = k(P) = |P|; hence G is p-nilpotent and has an abelian Sylow p-
subgroup. So, we may ask whether G is still p-nilpotent, if kp(G)/|P| is close to 1.

It turns out that the fraction kp(G)/|P| is related to the commuting probabil-
ity d(G) of a finite group G, which is defined to be the probability that two randomly
chosen elements of G commute. Gustafson [1973] shows that d(G)= k(G)/|G|.
The invariant d(G) is also called the commutativity degree of G.

MSC2020: primary 20E45; secondary 20D10, 20D20.
Keywords: conjugacy classes, p-elements, normal p-complements.
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Here is our first result for the prime p = 2.

Theorem A. Let G be a finite group and let P be a Sylow 2-subgroup of G. Then
k2(G) > |P|/2 if and only if G has a normal 2-complement and k(P) > |P|/2.

Clearly, any finite group with a normal 2-complement is solvable by the Feit–
Thompson theorem. Also, the Sylow 2-subgroup P in Theorem A is nilpotent
of class at most 2. (See Lemma 2.7.) Theorem A does not hold if we allow
equality. For example, if G = A4 and P ∈ Syl2(G), then k2(G) = 2 and |P| = 4,
so k2(G) = |P|/2 but G is not 2-nilpotent. Also, we cannot replace 2 by an odd
prime. Indeed, if G = A5 and P ∈ Syl3(G), then k3(G) = 2 and |P| = 3; hence
k3(G)= 2

3 |P|>
1
2 |P| but G is not 3-nilpotent.

In view of Lemma 2.8, to investigate the structure of finite groups G with
kp(G)/|P| a specified constant, we may assume that Op′(G)= 1.

Theorem B. Let G be a finite group and let P ∈ Syl2(G). Suppose that O2′(G)= 1
and k2(G)= |P|/2. Then

(1) G/Z(G)∼= A4 or S4; or

(2) G/Z(G) is an almost simple group with a nonabelian simple socle isomorphic
to PSL2(q) with 3< q ≡ 3, 5 (mod 8).

Let π be a set of primes. Let kπ (G) be the number of conjugacy classes of
π-elements of G. Let |G|π be the π-part of the order |G| of G. Define dπ (G) to
be kπ (G)/|G|π . If π = {p}, then we write dp(G) and kp(G) instead of d{p}(G)
or k{p}(G). We now investigate the structure of finite groups G with dπ (G) > 1

2 ,
where π is a set of primes containing 2.

Theorem C. Let G be a finite group and let π be a set of primes with 2 ∈ π . Let
σ = π \ {2}. Suppose that dπ (G) > 1

2 . Then G has a normal π -complement and an
abelian Hall σ -subgroup.

We should point out that our proofs of Theorems A–C do not depend on the
classification of finite simple groups.

For odd primes p, we obtain the following result. Here our proof depends on the
odd version of Glauberman’s Z∗-theorem and thus depends on the classification of
finite simple groups.

Theorem D. Let G be a finite group and let p be an odd prime. Then dp(G) >
(p + 1)/2p if and only if G has a normal p-complement and an abelian Sylow
p-subgroup.

This bound cannot be improved since dp(D2p) = (p + 1)/2p but D2p is not
p-nilpotent, where p is an odd prime. For nonsolvable examples, let f ≥ 2 be an
integer and p be a prime such that 4 f

− 1 is divisible by p but not by p2. Then
dp(PSL2(2 f ))= (p+ 1)/2p.
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Theorem E. Let G be a finite group and let π be a set of odd primes. Let p be
the smallest prime in π . Suppose that dπ (G) > (p+ 1)/2p. Then G has a normal
π -complement and an abelian Hall π -subgroup.

In [Maróti and Nguyen 2014], the authors show that if dπ (G) > 5
8 , then dπ (G)=

1 or 2
3 . They also study the structure of finite groups G such that O3′(G)= 1 and

d3(G)= 2
3 . Thus if p = 3 in Theorem D, then our results follow immediately from

their results. However, if p ≥ 5, then (p+ 1)/2p < 5
8 . Hence our Theorems C

and E above improve their Theorem 1 and finally our last result includes Theorem 2
in [Maróti and Nguyen 2014].

Theorem F. Let G be a finite group and let p be an odd prime. Let P be a Sylow
p-subgroup of G. Suppose that Op′(G)= 1 and dp(G)= (p+ 1)/2p. Then P is
abelian, NG(P)/CG(P) has order 2, [P, NG(P)] has order p and G ∼= A× B,
where B is an abelian p-group and A is either a dihedral group of order 2p or an
almost simple group with a Sylow p-subgroup of order p contained in the socle
of A.

The paper is organized as follows. We collect some results needed for the proofs
of the main theorems in Section 2. We prove Theorems A–C in Section 3 and prove
Theorems D–F in Section 4.

2. Control of fusion and Glauberman’s Z∗-theorem

Let G be a finite group and let K ≤ H ≤ G be subgroups of G. We say that H
controls G-fusion in K if and only if every pair of G-conjugate elements of K are
H -conjugate; that is, if x, xg

∈ K for some g ∈ G, then xg
= xh for some h ∈ H.

Let p be a prime and let H be a subgroup of G. We say that H controls p-fusion
in G if H contains a Sylow p-subgroup P of G and H controls G-fusion in P. We
first recall some classical results on the existence of normal p-complements as well
as the control of fusion in finite groups.

Lemma 2.1. Let G be a finite group and let P be a Sylow p-subgroup of G for
some prime p.

(1) NG(P) controls G-fusion in CG(P).

(2) If P ⊆ Z(NG(P)), then G has a normal p-complement.

(3) G has a normal p-complement if and only if P controls its own fusion in G.

Proof. These are well known results; for proofs, see Lemma 5.12 and Theorems 5.13
and 5.25 in [Isaacs 2008]. �

Parts (1) and (2) above are known as Burnside’s lemma and Burnside’s normal
p-complement theorem, respectively. Here are some obvious consequences of the
lemma.
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Corollary 2.2. Let G be a finite group and let P be a Sylow p-subgroup of G for
some prime p.

(1) kp(G)≤ k(P), and equality holds if and only if G has a normal p-complement.

(2) kp(G) = |P|, or equivalently dp(G) = 1, if and only if G has a normal p-
complement and an abelian Sylow p-subgroup.

Note that part (1) of the corollary is equivalent to the statement that dp(G)≤d(P)
and equality holds if and only if G has a normal p-complement. The following
result is a consequence of the definitions above and Sylow’s theorem.

Lemma 2.3. Let G be a finite group and let P be a Sylow p-subgroup of G for
some prime p. Let x ∈ P. Then xG

∩ P = {x} if and only if CG(x) controls p-fusion
in G.

Proof. Let x ∈ P. Assume that xG
∩ P = {x}. We claim that CG(x) controls p-

fusion in G. Since x P
⊆ xG

∩ P = {x}, we see that x ∈ Z(P) and thus P ≤ CG(x).
Now assume that y, yg

∈ P for some g ∈ G. We need to show that yg
= yh

for some h ∈ CG(x). We have that {y, yg
} ⊆ P ⊆ CG(x), which implies that

{x, xg−1
} ⊆ CG(y). Let U be a Sylow p-subgroup of CG(y) containing x . By

Sylow’s theorem, U ≤ P t for some t ∈G. It follows that x t−1
∈ P ∩ xG

= {x}; hence
x t−1
= x , so t ∈ CG(x). Now xg−1

∈U c for some c ∈ CG(y) as xg−1
∈ CG(y) is a

p-element. We now have that xg−1c−1t−1
∈ P and thus xg−1c−1t−1

= x , which implies
that g−1c−1

∈ CG(x). Therefore cg = h ∈ CG(x). Now yg
= ycg

= yh as wanted.
For the converse, let P1 ∈ Sylp(G) and assume that P1 ⊆ CG(x) and that CG(x)

controls G-fusion in P1. It follows that x ∈ P1. By Sylow’s theorem, P = P t
1 for

some t ∈G. Since x ∈ P, x t−1
∈ P1 ≤ CG(x). As CG(x) controls G-fusion in P1, it

follows that x t−1
= xh for some h ∈ CG(x). Hence x t−1

= xh
= x and so t ∈ CG(x).

In particular, P = P t
1 ⊆ CG(x). Finally, if xg

∈ P for some g ∈ G, then xg
= xh

for some h ∈ CG(x) and so xg
= xh

= x . Therefore xG
∩ P = {x}. �

For a finite group G and a prime p, we define Z∗p(G) to be the normal subgroup
of G such that Z∗p(G)/Op′(G)= Z(G/Op′(G)).

We first state the original form of Glauberman’s Z∗-theorem, whose proof does
not depend on the classification of finite simple groups.

Lemma 2.4 (Glauberman’s Z∗-theorem). Let G be a finite group and let P be a
Sylow 2-subgroup of G. If x ∈ P and xG

∩ P = {x}, then x ∈ Z∗2(G).

Proof. This is a restatement of Theorem 3 in [Glauberman 1966]. �

The odd version of Glauberman’s Z∗-theorem, which is called Glauberman’s
Z∗p-theorem, says that if x ∈ P is an element of order p and xG

∩ P = {x}, then
x ∈ Z∗p(G). The proof of this theorem depends on the classification (for a sketch
proof, see [Guralnick and Robinson 1993, Theorem 4.1]). By Sylow’s theorem, it
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is easy to see that if xG
∩ P = {x} then x does not commute with any G-conjugate

xg
6= x of x . Finally, we note that the conclusion of Glauberman’s Z∗p-theorem can

be written as G = CG(x)Op′(G).
To use Glauberman’s Z∗p-theorem for an arbitrary p-element x ∈ P which is not

of prime order satisfying xG
∩ P = {x}, we need the following lemma.

Lemma 2.5. Let G be a finite group and let P be a Sylow p-subgroup of G for
some prime p. Let x ∈ P. If xG

∩ P = {x}, then yG
∩ P = {y} for every y ∈ 〈x〉.

Proof. Suppose that xG
∩ P = {x} and y ∈ 〈x〉. Then P ≤ CG(x) ≤ CG(y). By

Lemma 2.3, we need to show that CG(y) controls G-fusion in P. Let z, zg
∈ P for

some g ∈ G. By Lemma 2.3, CG(x) controls p-fusion in G so zg
= zt for some

t ∈ CG(x). As CG(x)≤ CG(y), we have t ∈ CG(y) and the claim follows. �

We will need the following results.

Lemma 2.6. Let G be a finite group and let π be a nonempty set of primes.

(1) If µ⊆ π is a nonempty subset, then dπ (G)≤ dµ(G)≤ 1.

(2) If N EG, then dπ (G)≤ dπ (G/N )dπ (N ).

(3) If G is a nonabelian p-group for some prime p, then d(G) < (p+ 1)/p2.

(4) If G does not have a normal Sylow p-subgroup for some prime p, then
d(G)≤ 1/p.

Proof. Part (1) can be found in [Maróti and Nguyen 2014, Proposition 5] and
Part (2) is Lemma 2.3 in [Fulman and Guralnick 2012]. Finally, the last two parts
can be found in Lemma 2 in [Guralnick and Robinson 2006]. �

Finite groups G with d(G)≥ 1
2 were classified by Lescot [1995; 2001]. To state

the result, we need the following notation. For any integer m ≥ 1, denote by Gm

the group defined by

Gm = 〈a, b : a3
= b2m

= 1, ab
= a−1

〉.

Note that G1 ∼= S3. We have that |Gm | = 3 · 2m , Z(Gm) = 〈b2
〉, G ′m = 〈a〉, and

Gm/Z(Gm)∼= S3.

Lemma 2.7. Let G be a finite group. Then d(G) ≥ 1
2 if and only if one of the

following holds:

(i) G is abelian and d(G)= 1.

(ii) G ∼= P × A, where A is abelian of odd order and P is a Sylow 2-subgroup
of G with |G ′| = |P ′| = 2 and d(G) = d(P) = (1+ 4−m)/2 and G/Z(G) is
elementary abelian of order 4m for some integer m≥ 1. Further, 1

2 < d(G)≤ 5
8 .

(iii) G ∼= Gm × A and d(G)= 1
2 , where A is abelian and m ≥ 1.
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Proof. This is a combination of Theorem 3.1 in [Lescot 2001] and Corollary 3.2 in
[Lescot 1995]. �

It follows from Lemma 2.7 that there is no 2-group G with d(G)= 1
2 . Also, if

G is of odd order with d(G)≥ 1
2 , then G is abelian and d(G)= 1.

Lemma 2.8. Let G be a finite group and let p be a prime. If NEG is a p′-subgroup,
then kp(G)= kp(G/N ) and so dp(G)= dp(G/N ).

Proof. Let N be a normal p′-subgroup of G and let P ∈ Sylp(G). Write G = G/N.
Since p - |N |, the Sylow p-subgroups of G and G have the same order, thus it suffices
to show that kp(G) = kp(G). By Lemma 2.6(2), we have dp(G) ≤ dp(G) since
dp(N )≤ 1. It follows that kp(G)≤ kp(G). The reverse inequality is obvious. �

3. Conjugacy classes of 2-elements

We will prove Theorems A, B and C in this section. Recall that a p-group P is said
to be extra-special if P ′ =8(P)= Z(P) and |Z(P)| = p. The following lemma is
key to our proofs.

Lemma 3.1. Let G be a finite group and let P be a Sylow 2-subgroup of G. Suppose
that O2′(G) = Z(G) = 1 and |P| > 1. Then k2(G) ≤ |P|/2 and d2(G) ≤ 1

2 .
Moreover, if k2(G)= |P|/2, then one of the following holds:

(1) k2(G)= 2 and P is elementary abelian of order 4.

(2) k2(G) > 2 and P is an extra-special group of order 21+2m for some integer
m ≥ 1 with Z(P)= 〈z〉 a cyclic group of order 2. Moreover, |zG

∩ P| = 3 and
for any 1 6= y ∈ P with y 6∈ zG, |yG

∩ P| = 2.

Proof. The hypothesis of the lemma implies that Z∗2(G) = 1. Let P be a Sylow
2-subgroup of G. By Lemma 2.4, if 1 6= x ∈ P, then |xG

∩P| ≥ 2. Let k= k2(G)−1
be the number of nontrivial conjugacy classes of 2-elements in G. Clearly, we can
choose a complete set 0 = {xi }

k
i=1 of representatives for all nontrivial conjugacy

classes of 2-elements in G such that 0 ⊆ P \ {1}. Notice that k ≥ 1 as otherwise P
is trivial.

Observe that |xG
i ∩ P| ≥ 2 for all i with 1≤ i ≤ k, and P \ {1} =

⋃k
i=1 xG

i ∩ P.
We have that

|P \ {1}| =
k∑

i=1

|xG
i ∩ P| ≥

k∑
i=1

2= 2k.

Hence |P| − 1≥ 2k and so 2k ≤ |P| − 2 since |P| − 1 is odd. Therefore k2(G)=
k+ 1≤ |P|/2 and d2(G)≤ 1

2 as wanted.
Next, assume that k2(G) = |P|/2. We know that |xG

i ∩ P| ≥ 2 for all i =
1, 2, . . . , k. If k=1, then k2(G)=2 and |P|=4, so |xG

1 ∩P|=3 and P is elementary
abelian of order 4. Thus part (1) holds. Assume that k ≥ 2. Since |xG

i ∩ P| ≥ 2
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for every i and k = |P|/2− 1, we obtain that |xG
j ∩ P| = 3 for a unique index j

and |xG
i ∩ P| = 2 for all 1≤ i 6= j ≤ k. So we may assume that |xG

1 ∩ P| = 3 and
|xG

i ∩ P| = 2 for 2≤ i ≤ k.
By Corollary 2.2, we have 1

2 = d2(G)≤ d(P) and thus either P is abelian or
|P ′| = 2, d(P)= (1+ 4−m)/2 and P/Z(P) is elementary abelian of order 4m by
Lemma 2.7. We claim that P is nonabelian. By way of contradiction, assume that
P is abelian. Let H = NG(P). By Lemma 2.1(1), H controls G-fusion in P (since
P is abelian) and so xG

k ∩ P = x H
k . Moreover, as P is abelian, P ≤ CH (xk) ≤ H

and hence |x H
k | ≥ 1 is odd. However |x H

k | = |x
G
k ∩ P| = 2 by the result in the

previous paragraph, which is a contradiction.
Next, we claim that P is extra-special. It suffices to show that Z(P)= P ′. Write

P ′ = 〈z〉. Since |P ′| = 2, we have P ′ ≤ Z(H) ∩ Z(P). Let 1 6= u ∈ Z(P). We
claim that |uG

∩ P| = 3. Assume by contradiction that uG
∩ P = {u, v}, where

u 6=v∈ P. If v∈ Z(P), then v=uh for some h ∈H by Lemma 2.1(1). It follows that
|u H
| = 2, which is impossible as P ≤ CH (u)≤ H. Thus v 6∈ Z(P). Now uG

∩ P =
vG
∩ P = {u, v}. Since v ∈ P \ Z(P), we have |vP

| > 1 whence vP
= {u, v}. In

particular u=vt for some t ∈ P. Hence v = ut−1
= u as u∈ Z(P). This contradiction

shows that |uG
∩ P| = 3 for every 1 6= u ∈ Z(P). In particular, |zG

∩ P| = 3. Now
if Z(P) 6= P ′, then we can choose u ∈ Z(P) \ P ′ and by our previous claim,
|uG
∩ P| = 3. It follows that u and z are G-conjugate as there is only one class of

2-elements satisfying the previous condition. Again this is a contradiction by using
Lemma 2.1(1) and the fact that z ∈ Z(H). The proof is now complete. �

We are now ready to prove our first theorem.

Proof of Theorem A. Let G be a finite group. Assume first that G has a normal 2-
complement and d(P)> 1

2 for some Sylow 2-subgroup P of G. By Corollary 2.2(1),
d2(G) = d(P) > 1

2 . Conversely, assume that d2(G) > 1
2 . Let P be a Sylow 2-

subgroup of G. If G has a normal 2-complement, then d(P)= d2(G) > 1
2 . Thus

we only need to show that G has a normal 2-complement. We proceed by induction
on |G|. Observe that if N is a proper nontrivial normal subgroup of G, then d2(N )
and d2(G/N ) are strictly larger than 1

2 by Lemma 2.6(2). By induction, both N
and G/N have normal 2-complements. Hence if N is of odd order or G/N is a
2-group then G has a normal 2-complement and we are done. Therefore, we may
assume that O2′(G)= 1 and G = O2(G).

Suppose that Z(G) is nontrivial. As O2′(G)= 1, Z(G) must be a 2-group. Now
G/Z(G) has a normal 2-complement, say K/Z(G)EG/Z(G), for some normal
subgroup K of G with Z(G) ≤ K. Hence Z(G)E K EG and G/K is a 2-group.
Since G = O2(G), we obtain that G = K. We now see that Z(G) is a normal Sylow
2-subgroup of G and thus G has a normal 2-complement by Lemma 2.1(2). So we
may assume that Z(G)= 1. Now Lemma 3.1 yields a contradiction. �
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We now study the structure of finite groups G with d2(G)= 1
2 . We first consider

the solvable case.

Lemma 3.2. Let G be a finite solvable group. Suppose that O2′(G) = 1 and
G = O2(G). Then d2(G)= 1

2 if and only if G ∼= A4.

Proof. If G ∼= A4, then d2(G)= 1
2 as k2(G)= 2 and |P| = 4. Conversely, assume

that d2(G)= 1
2 . We proceed by induction on |G|. By Corollary 2.2, we have

1
2 = d2(G) ≤ d(P). Lemma 2.7 yields that either P is abelian or |P ′| = 2 and
P/Z(P) is elementary abelian of order 4m . In both cases, d(P) > 1

2 . It follows
that G is not a 2-group and so P is noncyclic by Corollary 5.14 in [Isaacs 2008].
As O2′(G) = 1, CG(O2(G)) ⊆ O2(G) by [Isaacs 2008, Theorem 3.21], hence
Z(G)≤ P.

We claim that G/Z satisfies the hypothesis of the lemma for any central subgroup
Z ≤ Z(G). Clearly, O2(G/Z) = G/Z since G = O2(G). Next, assume that
K/Z = O2′(G/Z), where Z ≤ K EG. Then K has a central Sylow 2-subgroup Z
and so by Lemma 2.1(2), K has a normal 2-complement O2′(K ). Since K EG,
O2′(K )≤ O2′(G)= 1. Hence K = Z and so O2′(G/Z)= 1.

By Lemma 2.6(2), we have 1
2 = d2(G) ≤ d2(G/Z)d2(Z) = d2(G/Z). If

d2(G/Z) > 1
2 , then G/Z has a normal 2-complement by Theorem A but this would

imply that G/Z is a 2-group and so G is a 2-group, a contradiction. Hence
d2(G/Z) = 1

2 . Therefore, by using induction on |G|, if Z is nontrivial, then
G/Z ∼= A4. We now consider two cases separately, according to whether P is
abelian or not.

Case 1: P is abelian. As CG(O2(G)) ⊆ O2(G), we have P = O2(G) and so
P = CG(P)E G. Clearly, P 6= Z(G), as otherwise G is a 2-group by applying
Lemma 2.1(2). Thus |P : Z(G)| ≥ 2.

Assume first that Z(G)= 1. By Lemma 3.1, P is elementary abelian of order 4
and k2(G)= 2. As P = CG(P)EG, G/P embeds into GL2(2)∼= S3. Since G/P
is of odd order and nontrivial, G/P ∼= C3. It is not hard to see that G ∼= A4.

Next, assume that Z(G) is nontrivial. Then G/Z(G) ∼= A4. By [Isaacs 2008,
Theorem 5.18], G ′ ∩ Z(G) = G ′ ∩ P ∩ Z(G) = 1. Let R be a Sylow 3-subgroup
of G. Then G = P R, |R| = 3 and R acts nontrivially and coprimely on P; hence
Z(G) = CP(R) and [P, R] = G ′ ≤ P. Since R acts coprimely on P, we have
P = [P, R]×CP(R)=G ′×Z(G). Moreover, G ′REG and |G/G ′R| is a 2-power,
so G = G ′R forcing Z(G)= 1, a contradiction.

Case 2: P is nonabelian. We have P ′≤ Z(P)≤CG(O2(G))≤ O2(G). Observe that
G/O2,2′(G) has an abelian Sylow 2-subgroup, so G/O2,2′(G) has a normal Sylow 2-
subgroup by using Hall–Higman Lemma 1.2.3 ([Isaacs 2008, Theorem 3.21]); hence
G= O2,2′,2,2′(G). (For the definitions of O2,2′(G) and O2,2′,2,2′(G), see [Gorenstein
1968, Section 6.3].)
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Assume first that G= O2,2′(G). Then CG(P)≤ PEG. It follows that P ′≤ Z(G)
as |P ′| = 2. Thus G/P ′ ∼= A4 and |G| = 24. It is easy to check that G ∼= 2 · A4 ∼=

SL2(3) as G = O2(G). However, d2(SL2(3))= 3
8 <

1
2 .

Assume that G/O2,2′(G) is nontrivial. Let L = O2,2′(G)EG. Since O2′(L)= 1,
by using Theorem A and Lemma 2.6(2), we see that d2(L) = 1

2 . But then this
forces d2(G/L) = 1. By Corollary 2.2(2), G/L has a normal 2-complement and
since G = O2(G), we deduce that G/L is a 2′-group, forcing G = L , which is a
contradiction. This completes our proof. �

Lemma 3.3. Let G be a finite solvable group. Suppose that O2′(G) = 1. If
d2(G)= 1

2 , then G/Z(G)∼= A4 or S4.

Proof. Suppose that G is a finite solvable group with d2(G)= 1
2 and O2′(G)= 1.

Let L = O2(G). Then O2′(L)= 1 and L = O2(L). By Lemma 2.6(2), d2(L)≥ 1
2 .

If d2(L) > 1
2 , then L has a normal 2-complement by Theorem A. However, as

O2′(L)= 1, L must be a 2-group and hence G is a 2-group with d2(G)= d(G)= 1
2 ,

which is impossible by Lemma 2.7. Therefore, d2(L)= 1
2 . So L∼= A4 by Lemma 3.2.

Let C=CG(L)EG. As Z(L)=1, we have C∩L=1. Then A4∼= LC/CEG/C≤
Aut(A4)= S4. Hence G/C ∼= A4 or S4. It remains to show that C = Z(G). Let P
be a Sylow 2-subgroup of G.

As C×L=C LEG, we have 1
2 =d2(G)≤d2(C L)≤d2(L)d2(C)=d2(C)/2 and

so d2(C)= 1. Thus C has a normal 2-complement and an abelian Sylow 2-subgroup.
However, as O2′(C)≤ O2′(G)= 1, C must be an abelian 2-group and C ≤ P. We
also have that 1

2 = d2(G)≤ d2(G/L)d2(L)= d2(G/L)/2, so d2(G/L)= 1 where
G/L is a 2-group. It follows that G/L is an abelian 2-group. In particular, G ′ ≤ L .
Thus [P,C] ⊆G ′∩C ⊆ L∩C = 1, so [P,C] = 1. As [L ,C] = 1 and G = P L , we
have C ≤ Z(G). Since Z(G/C) is trivial, we must have C = Z(G) as wanted. �

We next classify all finite nonabelian simple groups S such that d2(S)= 1
2 .

Lemma 3.4. Let S be a finite nonabelian simple group. Then d2(S)= 1
2 if and only

if S ∼= PSL2(q) with 3< q ≡ 3, 5 (mod 8), where q is a prime power.

Proof. Let S be a finite nonabelian simple with a Sylow 2-subgroup P. If S ∼=
PSL2(q) with 3< q ≡ 3, 5 (mod 8), then P is elementary abelian of order 4 and
S has only one class of involutions so k2(S)= 2 and thus d2(S)= 1

2 . Conversely,
assume that S is a finite nonabelian simple group with d2(S)= 1

2 . By Lemma 3.1,
either P is elementary abelian of order 4 with k2(P)= 2 or P is extra-special of
order 21+2m for some integer m ≥ 1.

Assume first that P is elementary abelian of order 4. It follows from [Walter
1969, Theorem I] that S is isomorphic to PSL2(2 f ), where f ≥2, PSL2(q)with 3<
q≡3, 5 (mod 8) 2 G2(32n+1), where n≥1, or the first Janko group J1. Since |P|=4,
we deduce that S ∼= PSL2(q) with 3< q ≡ 3, 5 (mod 8). Note PSL2(4)∼= PSL2(5).
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Assume now that P is extra-special of order 21+2m , m≥1. In this case, P is nilpo-
tent of class 2. It follows from the Main Theorem of [Gilman and Gorenstein 1975a;
1975b] that S is isomorphic to one of the groups PSL2(q) with q ≡ 7, 9 (mod 16),
A7, Sz(2n), PSU3(2n), PSL3(2n) or PSp4(2

n) with n ≥ 2. However, except for
the first two groups, the centers of the Sylow 2-subgroups of the remaining simple
groups have order at least 4. For A7, we can check that k2(A7)= 3 so d2(A7)=

3
8 as

a Sylow 2-subgroup of A7 is isomorphic to D8. Similarly, the Sylow 2-subgroup of
S=PSL2(q) with q ≡ 7, 9 (mod 16) is also isomorphic to D8. Again, except for the
identity, S has two nontrivial classes of 2-elements, one consisting of all involutions
in S and another consisting of elements of order 4. Thus these cases cannot occur. �

For a finite group G, we denote by Sol(G) the solvable radical of G, that is, the
largest solvable normal subgroup of G.

Lemma 3.5. Let G be a finite group. Suppose that Sol(G) = 1 and d2(G) = 1
2 .

Then G is a finite almost simple group.

Proof. Let M be a minimal normal subgroup of G. As G has a trivial solvable
radical, M ∼= Sk , where S is a nonabelian simple group and k ≥ 1 is an integer. By
Lemma 2.6(2), we have 1

2 = d2(G)≤ d2(G/M)d2(M)≤ d2(M). By applying this
lemma repeatedly, we have 1

2 ≤ d2(M)≤ d2(S)k . By Lemma 3.1, d2(S)≤ 1
2 ; so

1
2 ≤ d2(S)k ≤ ( 1

2)
k , forcing k = 1 and d2(S)= 1

2 .
Let C = CG(M). Then C EG and C M = C ×M EG. By Lemma 2.6(2),

1
2 = d2(G)≤ d2(G/MC)d2(MC)≤ d2(MC)≤ d2(M)d2(C)= d2(C)/2.

Hence d2(C)= 1 and so C is solvable by Corollary 2.2(2) and the Feit–Thompson
theorem. Since Sol(G) = 1 and C is a solvable normal subgroup of G, we must
have C = 1 so G is almost simple with simple socle M. �

Lemma 3.6. Let G be a finite perfect group. Suppose that O2′(G) = 1 and
d2(G) = 1

2 . Then G ∼= PSL2(q) with 3 < q ≡ 3, 5 (mod 8), where q is a prime
power.

Proof. Let U be the solvable radical of G. Then G/U is nonsolvable. Since
1
2 =d2(G)≤d2(U )d2(G/U ) by Lemma 2.6, both d2(U ) and d2(G/U ) are at least 1

2 .
By Theorem A, d2(G/U )= 1

2 as otherwise G/U is solvable. By Lemmas 3.4
and 3.5 and the fact that G is perfect, G/U ∼= PSL2(q), where q ≡ 3, 5 (mod 8).
We have d2(U )= 1 and since O2′(G)= 1, U is an abelian 2-group. We will show
that G is nonabelian simple by induction on |G|.

If U = 1, then G is simple and we are done. Assume that U is nontrivial. Assume
first that Z := Z(G) is nontrivial. Then Z must be a 2-group. Consider the quotient
group G/Z . Observe that G/Z is perfect, d2(G/Z)= 1

2 and O2′(G/Z)= 1. Since
|G/Z |< |G|, the inductive hypothesis implies that G/Z is nonabelian simple and
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thus Z = U. It follows that G ∼= SL2(q), the only Schur cover of PSL2(q) with
q ≡ 3, 5 (mod 8). However, it is easy to see that SL2(q) has only two classes of
nontrivial 2-elements and the Sylow 2-subgroup of SL2(q) with q ≡ 3, 5 (mod 8)
has order 8, so d2(G)= 3

8 <
1
2 , which is a contradiction. Hence we may assume that

Z(G)= 1. Since U is a normal abelian subgroup of G, we have U ≤ CG(U )EG.
Since U is not central in G and G/U is nonabelian simple, we must have that
U = CG(U ).

Let P ∈ Syl2(G). Note that the hypothesis of Lemma 3.1 holds for G, that
is, O2′(G) = Z(G) = 1, |P| > 1 and that d2(G) = 1

2 . We claim that k2(G) > 2.
Assume by contradiction that k2(G)= 2. Then P is elementary abelian of order 4
by Lemma 3.1. However the Sylow 2-subgroup of PSL2(q) with q ≡ 3, 5 (mod 8)
has order 4. So U = 1, which is a contradiction. Therefore k2(G) > 2 and so
part (2) of Lemma 3.1 holds. Obviously |U | ≥ 4 and P ′ = 〈z〉 = Z(P) < U. If
zG
=U \ {1}, then U is elementary abelian of order 4 and thus G/U embeds into

GL2(2) which is impossible. Thus there exists 1 6= y ∈U \ zG and so |yG
∩ P| = 2.

Since y ∈U EG, we have yG
⊆U ≤ P, so |yG

∩ P| = |yG
| = 2 which implies that

U ≤ CG(y) < G and |G : CG(y)| = 2. Therefore, G/U has a subgroup of index 2
which is impossible as G/U is nonabelian simple. �

Proof of Theorem B. Let G be a finite group and assume that d2(G) = 1
2 and

O2′(G)= 1. If G is solvable, then G/Z(G)∼= A4 or S4 by Lemma 3.3. So part (1)
of the theorem holds. Assume that G is nonsolvable. Let L be the last term of the
derived series of G. By Theorem A and Lemma 2.6(2), d2(L)= 1

2 . Moreover L is
perfect and O2′(L)=1. By Lemma 3.6, L∼= S where S=PSL2(q) q≡3, 5 (mod 8).
Write q = p f , where p is a prime and f ≥ 1 is an integer. We see that f must be
odd and thus Out(S)= C2×C f .

Let C = CG(L). Then C EG, C ∩ L = 1 and G/C is an almost simple group
with socle isomorphic to S. Since d2(L) = 1

2 , we see that d2(C) = 1 and since
O2′(G)= 1, C is a normal abelian 2-subgroup of G. We also have that

1
2 = d2(G)≤ d2(G/L)d2(L)= d2(G/L)/2

so d2(G/L) = 1 and so G/L has a normal 2-complement W/L and an abelian
Sylow 2-subgroup P L/L by Corollary 2.2, where P is any Sylow 2-subgroup of
G containing C . Since C L/L and W/L are normal subgroups of G/L and have
coprime orders, we deduce that [C,W ]≤ L . As CEG, we have [C,W ]≤ L∩C = 1.
Thus [C,W ] = 1. On the other hand, P L/L is abelian, thus [C, P] ≤ L . With
the same reasoning, we have [C, P] ≤ L ∩C = 1. Since G = PW, we obtain that
[C,G] = 1. In particular, C ≤ Z(G) and since G/C is almost simple, we must
have that C = Z(G). Therefore, we have shown that G/Z(G) is almost simple
with socle S as required. �

We will need the following result for our proof of Theorem C.
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Lemma 3.7. Let G be a finite group of odd order and let σ be a nonempty set of
primes. If dσ (G) ≥ 1

2 , then G has a normal σ -complement and an abelian Hall
σ -subgroup.

Proof. By the Feit–Thompson theorem, we know G is solvable. By Lemma 2.6(2),
if N E G, then dσ (N ) ≥ 1

2 and dσ (G/N ) ≥ 1
2 . Assume that G has a normal σ -

complement K. Let H be a Hall σ -subgroup of G. We claim that H is abelian.
As G/K ∼= H, we have 1

2 ≤ dσ (H)= d(H), where the last equality holds as H
is a σ -group. Thus d(H) ≥ 1

2 where H is a group of odd order. By Lemma 2.7,
H must be abelian as wanted. Therefore, it suffices to show that G has a normal
σ -complement. We will prove this claim by induction on |G|.

Let N be a minimal normal subgroup of G. Then N is an elementary abelian
p-subgroup for some odd prime p. As dσ (G/N )≥ 1

2 , by induction on |G|, G/N
has a normal σ -complement, say M/N. If p 6∈ σ , then M is also a normal σ -
complement of G, and we are done. Thus we may assume that Oσ ′(G) = 1 and
p ∈ σ . We have M EG and dσ (M)≥ 1

2 . Therefore, by induction again, M has a
normal σ -complement whenever M < G; but then this would imply that M is a
σ -subgroup since Oσ ′(M) ⊆ Oσ ′(G) = 1 and hence G is a σ -group. So, we can
assume M = G, hence G/N is a σ ′-group.

Since G/N is solvable, let T/N be a maximal normal subgroup of G/N of
prime index r 6∈ σ . Since T EG, we have dσ (T )≥ 1

2 and again by induction, T has
a normal σ -complement which implies that T = N. Thus N is a maximal normal
subgroup of G and |G/N | = r is a prime different from p.

If CG(x)= G for some 1 6= x ∈ N, then 〈x〉 = N ≤ Z(G) and G ∼= C p×Cr by
Lemma 2.1(2), which is a contradiction as Oσ ′(G)= 1. So, we may assume that
CG(x) < G for all 1 6= x ∈ N. Since N is maximal in G, CG(x) = N for every
1 6= x ∈ N. Thus G is a Frobenius group with Frobenius kernel N and Frobenius
complement isomorphic to Cr . Set |N | = pk for some integer k≥ 1. We can see that
σ = {p} and that kp(G)= (pk

−1)/r+1 and so dp(G)= 1/r + (r − 1)/(r pk)≥ 1
2 .

Notice that r 6= p ≥ 3 and r | pk
− 1. We consider the following cases:

(1) r = 3 and p ≥ 5. In this case, we have

dp(G)≤ 1
3 +

2
3 ·

1
5 =

7
15 <

1
2 .

(2) r ≥ 5 and p = 3. Since r > p, k ≥ 2. We have

dp(G)≤ 1
5 +

1
9 =

14
45 <

1
2 .

(3) r ≥ 5 and p ≥ 5. Clearly, we have

dp(G) < 1
5 +

1
5 =

2
5 <

1
2 .

Thus we have shown that G has a normal σ -complement as wanted. �
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We are now ready to prove Theorem C.

Proof of Theorem C. Let G be a finite group and let π be a set of primes containing 2
and let σ = π \ {2}. Suppose dπ (G) > 1

2 . By Lemma 2.6(1), 1
2 < dπ (G)≤ d2(G)

and thus by Theorem A, G has a normal 2-complement K and by Lemma 2.6(2),
we have

1
2 < dπ (G)≤ dπ (K )dπ (G/K )≤ dπ (K )= dσ (K ).

By Lemma 3.7 , K has a normal σ -complement, say N, and an abelian Hall σ -
subgroup T. It follows that G = PT N, where N is also a normal π-complement
of G. �

4. Conjugacy classes of p-elements with p odd

We now consider odd primes. We start with the following easy result.

Lemma 4.1. Let p be an odd prime. Let G be a finite group and let P be a Sylow
p-subgroup of G. If dp(G)≥ (p+ 1)/2p, then P is abelian.

Proof. Let G be a finite group such that dp(G) ≥ (p+ 1)/2p. By Corollary 2.2,
we have dp(G) ≤ d(P) which implies that d(P) ≥ (p+ 1)/2p. If P is abelian,
then we are done. So, assume that P is nonabelian. By Lemma 2.6(3), we have
d(P) < (p+ 1)/p2. Since p is odd, we can check that (p+ 1)/2p > (p+ 1)/p2

and so d(P) < (p+ 1)/p2 < (p+ 1)/2p ≤ d(P), which is a contradiction. �

Proof of Theorem D. Let p be an odd prime. Let G be a finite group. Assume
that G has a normal p-complement and an abelian Sylow p-subgroup P. By
Corollary 2.2(2), we have dp(G)= d(P)= 1> (p+ 1)/2p. Conversely, assume
that dp(G) > (p+ 1)/2p. By Lemma 4.1, P is abelian. It remains to show that G
has a normal p-complement. We proceed by using induction on |G|.

We first claim that Op′(G)=1. Assume by contradiction that Op′(G) is nontrivial.
By Lemma 2.6(2), dp(G) ≤ dp(G/Op′(G))dp(Op′(G)) ≤ dp(G/Op′(G)), so by
induction G/Op′(G) has a normal p-complement; hence G will have a normal
p-complement. Thus we may assume that Op′(G)= 1.

We next claim that G = O p(G). Indeed, if N = O p(G) is a proper subgroup
of G, then (p+ 1)/2p < dp(G)≤ dp(N ); thus by induction again, N has a normal
p-complement Op′(N ). Clearly, this is also a normal p-complement of G.

We now show that G is p-solvable. In fact, suppose that G is not p-solvable and
let M/N be a nonabelian chief factor of G with p dividing |M/N |. There exists a
nonabelian simple group S and an integer k ≥ 1 such that M/N ∼= Sk . By applying
Lemma 2.6(2) repeatedly, we have (p+ 1)/2p < dp(S)k ≤ dp(S). (Note that p
divides |S|.) Let T ∈ Sylp(S) and let H = NS(T ). Clearly T is abelian, so by
Lemma 2.1(1), H controls S-fusion in T. Thus x S

∩ T = x H
⊆ T for every x ∈ T.

Since S is nonabelian simple, Z∗p(S)= 1. Now Lemmas 2.3 and 2.5 together with
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Glauberman’s Z∗p-theorem imply that |x S
∩ T | ≥ 2 for all 1 6= x ∈ T. It follows that

|T | − 1≥ 2(kp(S)− 1). This implies that kp(S)≤ (|T | + 1)/2 and hence

(p+ 1)/2p < dp(S)≤ (|T | + 1)/(2|T |)≤ (p+ 1)/2p

as |T | ≥ p. This contradiction shows that G is p-solvable.
By Hall–Higman Lemma 1.2.3 ([Isaacs 2008, Lemma 3.21]) and the fact that P

is abelian, we have P ≤ CG(Op(G))≤ Op(G), so

P = Op(G)EG.

Let P/N be a chief factor of G. Assume that N is nontrivial. Then

(p+ 1)/2p < dp(G)≤ dp(G/N )

and so by induction G/N has a normal p-complement K/N. However, as G =
O p(G), G = K which is impossible. So, we can assume that P is an elementary
abelian minimal normal p-subgroup of G.

If |xG
| = 1 for some 1 6= x ∈ P, then x ∈ Z(G)∩P which forces P =〈x〉⊆ Z(G).

In this case, G has a normal p-complement by Lemma 2.1(2). Hence we can also
assume that |xG

| ≥ 2 for all 1 6= x ∈ P whence kp(G) ≤ (|P| + 1)/2. Since
dp(G) > (p+ 1)/2p,

|P|(p+ 1)/2p < (|P| + 1)/2.

However, this inequality cannot occur as |P| ≥ p. �

Proof of Theorem E. Let π be a nonempty set of odd primes and let p be the smallest
member in π . Let G be a finite group with dπ (G) > (p+ 1)/2p. For every r ∈ π ,
we see that

(r + 1)/2r ≤ (p+ 1)/2p < dπ (G)≤ dr (G)

by Lemma 2.6(1), so dr (G) > (r + 1)/2r . By Theorem D, G has a normal r-
complement and an abelian Sylow r-subgroup. It follows that G has a normal π-
complement N = Oπ ′(G)EG and G is π -solvable. By [Isaacs 2008, Theorem 3.20],
G has a Hall π -subgroup H. Clearly G = H N and G/N ∼= H. Since

(p+ 1)/2p < dπ (G)≤ dπ (H)dπ (N )≤ dπ (H)= d(H),

we deduce that
d(H) > (p+ 1)/2p > 1/p ≥ 1/r

and so by Lemma 2.6(4), H has a normal Sylow r -subgroup. It follows that H is
nilpotent and thus H is abelian. �

Proof of Theorem F. Let G be a finite group with a Sylow p-subgroup P, where p is
an odd prime. Suppose that dp(G)= (p+ 1)/2p and Op′(G)= 1. By Lemma 4.1,
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P is abelian and thus by Lemma 2.1(1), dp(NG(P))= dp(G)= (p+ 1)/2p. By
Theorem 7.4.4 in [Gorenstein 1968], we have P = P ∩ N ′ × P ∩ Z(N ), where
N =NG(P). Set Z= P∩Z(N ) and U= P∩N ′. We have that kp(N )≤ (|P|+|Z |)/2
as for any x ∈ P \ Z , |x N

| ≥ 2. It follows that

(p+ 1)/2p ≤ (|P| + |Z |)/2|P|

and thus |P : Z | ≤ p. Clearly, |P : Z |> 1 as otherwise P ⊆ Z(N ) and thus G has a
normal p-complement which forces G = P since Op′(G)= 1. But then dp(G)= 1,
a contradiction. Thus |P : Z | = p; hence |U | = p and |Z | = |P|/p. Moreover
|x N
| = 2 for every x ∈ P \Z . Set U =〈y〉. Then CG(P)=CN (y)EN. As |yN

| = 2,
we have |N : CG(P)| = 2. Since U = P ∩ N ′ has order p, we see that U = [P, N ].
Furthermore, by Theorem 7.4.4 in [Gorenstein 1968], P ∩ G ′ = P ∩ N ′ = U is
cyclic of order p and by Theorem 5.18 in [Isaacs 2008], G ′ ∩ Z = 1.

Let F∗(G) be the generalized Fitting subgroup of G. Then F∗(G)= F(G)E(G)
is the central product of the Fitting subgroup F(G) and the layer E(G) of G, which
is the product of all components of G, that is, subnormal quasisimple subgroups of G.
Bender’s theorem ([Isaacs 2008, Theorem 9.8]) says that CG(F∗(G))⊆ F∗(G).

Assume first that E(G)=1. Then F∗(G)= F(G) is a p-group since Op′(G)=1.
As CG(F(G)) ⊆ F(G) and P is abelian, P = F(G) and thus P = CG(P)E G.
It follows that |G : P| = 2 and G ′ = [G, P] = U is cyclic of order p; moreover
Z = Z(G)∩ P = Z(G) as P is self-centralizing. Now G/G ′ is an abelian group
of order 2|Z |. Hence G/G ′ has a normal Sylow 2-subgroup A/G ′ and a normal
Sylow p-subgroup P/G ′ = ZG ′/G ′, so G/G ′ = A/G ′× ZG ′/G ′ which implies
that G = Z × A, where A is a nonabelian group of order 2p and it has a normal
cyclic Sylow p-subgroup of order p. It is easy to see that A ∼= D2p, the dihedral
group of order 2p.

Assume now that E := E(G) is nontrivial. Since G ′ ∩ P is cyclic of order p,
the center of E is either trivial or cyclic of order p. If |Z(E)| = p, then E/Z(E) is
a p′-group which is impossible by Corollary 5.4 in [Isaacs 2008]. Thus Z(E)= 1.
Hence E has a Sylow p-subgroup of order p which forces E to be a nonabelian
simple group. Now we have that F∗(G) = E × F where F = F(G) ≤ P is a
p-subgroup. Since E∩P ≤G ′∩P =U is of order p, we have U = E∩P =G ′∩P.
Therefore, F ∩ G ′ ≤ F ∩ G ′ ∩ P = E ∩ P ∩ F = 1, so F ∩ G ′ = 1, whence
F ≤ Z(G). Hence CG(E) = F = Z(G) and so G/F is an almost simple group
with socle isomorphic to E . Since E has a cyclic Sylow p-subgroup of order p,
we deduce from Lemma 2.3 in [Tong-Viet 2018] that |Out(E)| is prime to p.
In particular, G/E F is a solvable p′-group. Thus G/E has a central Sylow p-
subgroup E F/E ∼= F. By Lemma 2.1(2), G/E has a normal p-complement A/E
and G/E = E F/E × A/E . Since E ∩ F = 1, we have G = A× F and so A is
almost simple with socle E . �
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NOT EVEN KHOVANOV HOMOLOGY

PEDRO VAZ

We construct a supercategory that can be seen as a skew version of (thick-
ened) KLR algebras for the type A quiver. We use our supercategory to
construct homological invariants of tangles and show that for every link
our invariant gives a link homology theory supercategorifying the Jones
polynomial. Our homology is distinct from even Khovanov homology and
we present evidence supporting the conjecture that it is isomorphic to odd
Khovanov homology. We also show that cyclotomic quotients of our super-
category give supercategorifications of irreducible finite-dimensional repre-
sentations of gln of level 2.

1. Introduction

After the appearance of odd Khovanov homology in [Ozsváth et al. 2013] there has
been a certain interest in odd categorified structures and supercategorification (see,
for example, [Lauda and Egilmez 2018; Ellis et al. 2014; Ellis and Lauda 2016;
Ellis and Qi 2016; Kang et al. 2013; 2014; Lauda and Russell 2014; Naisse and
Vaz 2018]). In contrast to (even) Khovanov homology, odd Khovanov homology
has an anticommutative feature. Both theories categorify the Jones polynomial and
both agree modulo 2, but they are intrinsically distinct (see [Shumakovitch 2011]
for a study of the properties of odd Khovanov homology and a comparison with
even Khovanov homology).

A construction of odd Khovanov homology using higher representation theory is
still missing. In the case of even Khovanov homology this question was solved in
[Webster 2017] using categorification of tensor products and the WRT invariant
and in [Lauda et al. 2015] using categorical Howe duality.

In this paper we construct a supercategorification of the Jones invariant for tangles
using higher representation theory. In particular, we define a supercategory in the
spirit of Khovanov and Lauda’s diagrammatics that can be seen as a superalgebra
version of KLR algebras [Khovanov and Lauda 2009; Rouquier 2008] of level 2
for the An quiver. We present our supercategory in the form of a graphical calculus
reminiscent of the thick calculus for categorified sl2 [Khovanov et al. 2012] and sln
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Keywords: odd Khovanov homology, categorification, higher representation theory, KLR algebras.
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[Stošić 2019] (see also [Ellis et al. 2014] for a thick calculus for the odd nilHecke
algebra). Our supercategory admits cyclotomic quotients that supercategorify
irreducibles of Uq(glk) of level 2.

We use cyclotomic quotients of our supercategories as input to Tubbenhauer’s
approach [2014] to Khovanov–Rozansky homologies. It is based on q-Howe duality
and uses only the lower half of the quantum group Uq(glk) to produce an invariant
of tangles. In our case we obtain an invariant that shares several similarities with
odd Khovanov homology when restricted to links. For example, it decomposes as
a direct sum of two copies of a reduced homology and it produces chronological
Frobenius algebras, analogous to the ones that can be extracted from [Ozsváth et al.
2013] (see [Putyra 2014a] for explanations). Both theories coincide over Z/2Z. We
also give computational evidence that our invariant is distinct from even Khovanov
homology and that support the conjecture that for every link L it coincides with the
odd Khovanov homology of L .

2. The supercategory R

2A. The supercategory R(ν). We follow [Brundan and Ellis 2017] regarding
supercategories. For objects X, Y in a supercategory C we write Hom0

C(X, Y ) (resp.
Hom1

C(X, Y )) for its space of even (resp. odd) morphisms and we write p( f ) for
the parity of f ∈Homi

C(X, Y ). If C has additionally a Z-grading we denote by qs X
a grading shift up of X by s units and we consider only morphisms that preserve the
Z-grading. In this case we write HomC(X, Y )=

⊕
s∈Z HomC(X, qsY ). We follow

the grading conventions in [Lauda et al. 2015], which are aligned with the tradition
in link homology. This means that a map of degree s from X to Y yields a degree
zero map from X to qsY .

Fix a unital ring k. Let α1, . . . , αn denote the simple roots of sln and 〈−, −〉
their inner product: 〈αi , αi 〉 = 2, 〈αi , αi±1〉 = −1, and 〈αi , α j 〉 = 0 otherwise. Fix
also a choice of scalars Q consisting of ri , ti j ∈k× for all i, j ∈ I := {1, . . . , n}, such
that ti i = 1 and ti j = t j i when |i− j | 6= 1. Let also pi j be defined by pi i = pi+1,i = 1
and otherwise pi j = 0.

For each ν =
∑

i∈I νi .i ∈N0[I ], we consider the set of (colored) sequences of ν,

CSeq(ν) :=
{
i (ε1)
1 · · · i (εr )

r | εs ∈ {1, 2},
∑
s
εsis = ν

}
.

By convention we write simply is for i (1)s . Two sequences i ∈ CSeq(ν) and j ∈
CSeq(ν ′) can be concatenated into a sequence i j in CSeq(ν+ ν ′).

Definition 2.1. The supercategory R(ν) is defined by the following data:

(a) The objects of R(ν) are finite formal sums of grading shifts of elements of
CSeq(ν).
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(b) The morphism space HomR(ν)(i, j) from i to j is the Z-graded k-supervector
space generated by vertical juxtaposition and horizontal juxtaposition of the
diagrams below. Composition consists of vertical concatenation of diagrams.
By convention we read diagrams from bottom to top and so, ab consists of
stacking the diagram for a atop the one for b. Diagrams are equipped with a
Morse function that keeps trace of the relative height of the generators. We
consider isotopy classes of such diagrams that do not change the relative height
of generators.

Generators.

• Simple and double identities

i

∈ Hom0
R(ν)(i, i),

i

∈ Hom0
R(ν)(i

(2), i (2)),

• dots

i

∈ Hom1
R(ν)(i, q2i),

• splitters

i

∈ Hom1
R(ν)(i

(2), q−1i i),
i

∈ Hom0
R(ν)(i i, q−1i (2)),

• and crossings

i j

∈ Hom
pi j
R(ν)(i j, q−〈αi ,α j 〉 j i),

i j

∈ Hom0
R(ν)(i

(2) j, q−2〈αi ,α j 〉 j i (2)),

i j

∈ Hom0
R(ν)(i j (2), q−2〈αi ,α j 〉j (2)i),

i j

∈ Hom0
R(ν)

(
i (2)j (2), q−4〈αi ,α j 〉j (2)i (2)

)
.

Relations. Morphisms are subject to the local relations (1) to (14) below.
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• For all f, g:

(1)
f

i1

· · ·
ik

· · ·

g

i1

· · ·
ik

· · ·

= f

i1

· · ·

ik

· · ·

g

i1

· · ·

ik

· · ·

= (−1)p( f )p(g)

f

i1

· · ·
ik

· · ·

g

i1

· · ·
ik

· · ·

• For all i, j, k ∈ I :

(2)

i

= 0.

(3)

i j

=



0 if i = j,

ti j

i j

if |i − j |> 1,

ti j

i j

+ t j i

i j

if |i − j | = 1,

i j

= (−1)pi j

i j i j

= (−1)pi j

i j

for i 6= j ,(4)

ti,i+1

i + 1 i

+ ti+1,i

i + 1 i

= 0(5)

i i

+

i i

= ri

i i

=

i i

+

i i

(6)
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(7)

i kj

= (−1)p jk pik+p jk pi j+pik pi j

i kj

unless i = k and |i − j | = 1,

(8)

i ij

+

i ij

= ri ti j

i j i

if |i− j |=1,

(9)

j j

=

j j

(10)

j

=

j

=

j j

= 0

(11)

j

= 0=

jj

kj

=

kj kj

=

kj

(12)

k j

=

k j k j

=

k j

(13)
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kj

=

kj kj

=

kj

(14)

This ends the definition of R(ν).

In Section 2E below we show that R(ν) acts on a supercommutative ring.

Definition 2.2. We define the monoidal supercategory

R=
⊕

ν∈N0[I ]

R(ν),

the monoidal structure given by horizontal composition of diagrams.

2B. Further relations in R(ν). We have several consequences of the defining
relations.

Lemma 2.3. For all i ∈ I ,

i i

−

i i

= 0,(15)

i i i

= 0,(16)

ii

=

i i

=

ii

= 0.(17)

Proof. By (2) and (6),

r−1
i

i i

− r−1
i

i i

=

i i

−

i i

= 0,

which proves (15).
Also,

i i i

=

i i i

+

i i i

=

i i i

+

i i i
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=

i i i

+

i i i

= 0,

and this proves (16). Relations (17) are an easy consequence of (10) together
with (16). �

Lemma 2.4. For all i, j ∈ I with |i − j | = 1,

ii j

=

ii j

Proof. Start from the equality

ji i

=

ji i

Sliding up the dot on the left-hand side using (4) and (1), followed by (8) to pass
the i i-crossing to the left, and simplifying using (3) and (10) gives

−ri ti j t j i

ii j

Proceeding similarly on the right-hand side, but sliding the i i-crossing to the right
gives

−ri ti j t j i

ii j

and the claim follows. �

Lemma 2.5. For all i, j ∈ I with |i − j | = 1,

i j

= 0.
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Proof. We compute:

i j

(10)
=

i j

(14)
=

i j

(13)
=

i j

which is zero if i = j ± 1 by (4), (5) and (2). �

The following are easy consequences of the defining relations of R(ν).

Lemma 2.6. For all i , j ∈ I ,

i j

=

i j i j

=

i j

Lemma 2.7. For all i , j ∈ I ,

i j

=


t2
i j

i j

if |i − j |> 1,

0 otherwise,

i j

=


t2
i j

i j

if |i − j |> 1,

0 otherwise,

i j

=


t4
i j

i j

if |i − j |> 1,

0 otherwise.
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Lemma 2.8. If |i − j | = 1 and i = k,

i kj

−

i kj

= ri t2
i j

i j k

− ri t2
i j

i j k

If i 6= j 6= k and at least one of the strands is double, then the right hand side is
zero.

Let

Seq(ν) :=
{
i (ε1)
1 · · · i (εr )

r ∈ CSeq(ν) | εs = 1
}
⊂ CSeq(ν).

The superalgebra

R(ν)=
⊕

i, j∈Seq(ν)

HomR(ν)(i, j),

is the subsuperalgebra of the Hom-superalgebra of R(ν) consisting of all diagrams
having only simple strands. If we interpret R(ν) as a superalgebra version of a
level 2 cyclotomic KLR algebra for sln then R(ν) can be seen as version of the
thick calculus [Khovanov et al. 2012; Stošić 2019] for this superalgebra. It is not
hard to see that both the center and the supercenter of R(ν) are zero.

2C. Cyclotomic quotients. Fix a sln-weight 3 and denote by R3(ν), R3(ν) and
R3(ν) the cyclotomic quotients of R(ν), R(ν) and R(ν). The following is imme-
diate.

Lemma 2.9. If 3 is of level 2 then the algebras

R3(ν)⊗Z (Z/2Z) and R3(ν)⊗Z (Z/2Z)

are isomorphic (after collapsing the Z/2Z grading of R3(ν)).

We depict a morphism of Rλ(ν) by decorating the rightmost region of each
diagram D with the weight 3. This defines weights for all regions of D.

The supercategory R3
:=
⊕

ν∈N0[I ]R
3(ν) is not monoidal anymore, but it is a

(left) module category over R, where R acts by adding diagrams of R to the left of
diagrams from R3. This is expressed by a bifunctor

(18) 8 : R×Rλ
→Rλ.
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2D. A super 2-category. There is a super 2-category around R(ν), paralleling the
case of Khovanov–Lauda and Rouquier. An element i = i (ε1)

1 · · · i (εr )
r in CSeq(ν)

corresponds to a root αi :=
∑

s εsαs . Let

3(n, d) :=
{
µ ∈ {0, 1, 2}n | µ1+ · · ·+µn = d

}
.

Define R(n, d) as the super 2-category with objects the elements of 3(n, d)
and with morphism supercategories HOMR(n,d)(µ,µ

′) the various R(ν). In other
words, a 1-morphisms µ→ µ′ is a sequence i such that µ′ − µ = αi and the
2-morphism space i→ j is HomR(ν)(i, j).

Similarly we define the super 2-category R3(n, d) by using the cyclotomic
quotient with respect with the integral dominant weight 3. Both super 2-categories
R3(n, d) have diagrammatic presentations with regions labeled by objects 3. The
2-morphisms in Rλ(n, d) are presented as a collection of 2-morphisms in R(n, d)
with rightmost region decorated with 3, subjected to the same relations together
with the cyclotomic condition. This defines a label for every region of a diagram of
R3(n, d).

For later use, we denote

Fiλ := F
i
(ε1)
1 ···i (εr )r

λ := F (ε1)
i1
· · · F (εr )

ir
λ

the 1-morphisms of R3(n, d) and, by abuse of notation, the objects of R3.

2E. Action on a supercommutative ring. We now construct an action of R(ν) on
exterior spaces.

2E1. Demazure operators on an exterior algebra. Let V =
∧
(y1, . . . , yd) be the

exterior algebra in d variables. This algebra is naturally graded by word length.
Denote by |z| the degree of the homogeneous element z.

The symmetric group Sd acts on V by the permutation action,

wyi = yw(i)
for all w ∈Sd .

Define operators ∂i for i = 1, . . . , d − 1 on V by the following rules:

∂i (yk)=

{
1 i = k, k+ 1,
0 otherwise,

and ∂i ( f g)= ∂i ( f )g+ (−1)| f | f ∂i (g),

for all f , g ∈ V such that f g 6= 0.
The following can be checked through a simple computation.

Lemma 2.10. The operators ∂i satisfy the relations ∂2
i = 0, ∂i∂ j + ∂ j∂i = 0 if

|i − j |> 1, and ∂i∂i+1∂i = ∂i+1∂i∂i+1.
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2E2. An action of R(ν) on supercommutative rings. For i ∈ CSeq(ν) let

P i =
∧(

x1,1, x1,ε1, . . . , xd,1, xd,εd

)
i,

be an exterior algebra in
∑

i νi generators, and set

P(ν)=
⊕

i∈CSeq(ν)

P i .

We extend the action of Sd from V to P(ν) by declaring that

wxr,1 = xw(r),1, wxr,εr = xw(r),εr+1,

or w ∈Sd .
Below we denote by ∂u,z the Demazure operator with respect to the variables u

and z.

To the object i ∈ R(ν) we associate the idempotent i ∈ P i . The defining
generators of R(ν) act on P as follows. A diagram D acts as zero on P i unless
the sequence of labels in the bottom of D is i .
• Dots

ir

: pi 7→ xr,1 pi,

• Splitters

(19)
ir

: pi 7→ ∂xr,1,xr,2(p)i,
ir

: pi 7→ xr,1∂xr,1,xr,2(p)i,

• Crossings

ir ir+1

: pi 7→


rir ∂xr,1,xr+1,1(p)i if ir = ir+1,

(tir+1ir xr,1+ tir ir+1 xr+1,1)sr (pi) if ir = ir+1+ 1,

sr (pi) else,

ir ir+1

: pi 7→

{
0 if ir = ir+1, or is = is+1+ 1,

sr (pi) else,
(20)

ir ir+1

: pi 7→


0 if ir = ir+1,

f2,1(xr,1, xr,2, xr+1,1)sr (pi) if is = is+1+ 1,

sr (pi) else,

(21)



234 PEDRO VAZ

ir ir+1

: pi 7→


0 if ir = ir+1,

f1,2(xr,1, xr+1,1, xr+1,2)sr (pi) if is = is+1+ 1,

sr (pi) else,

(22)

where

f2,1(xr,1, xr,2, xr+1,1)

= tir ir+1 tir+1ir xr,1xr+1,1+ tir ir+1 tir+1ir xr,1xr,2+ t2
ir+1ir

xr,2xr+1,1.

f1,2(xr,1, xr+1,1, xr+1,2)

=−t2
ir ir+1

xr,1xr,2+ tir ir+1 tir+1ir xr,2xr+1,1− tir+1ir tir+1ir xr,1xr+1,1.

Proposition 2.11. The assignment above defines an action of R(ν) on P(ν).

Proof. By a long and rather tedious computation one can check that the operators
above satisfy the defining relations of R(ν).

The relations involving the action of the generators of R(ν) are easy to check by
direct computation. For example, for ν = 2i + j , with j = i + 1 we have

i ij

( f )= (ti j x1+ t j i x2)s1ri∂2s1( f ),

and

i ij

( f )= s2ri∂1(ti j x2+t j i x3)s2( f )=ri ti j f−(ti j x1+t j i x2)s1ri∂2s1( f ),

and so, for any f (x1, x2, x3) ∈ Pi ji ,

i ij

( f ) +

i ij

( f ) = ri ti j

i j i

( f ).
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Setting as in [Khovanov et al. 2012],

i

:=

i i i

:=

i i i i

:=

i i

and

i j

:=

i j ji

:=

ji ji

:=

i j

then it follows that the action of the generators of R(ν) on P(ν) is given by the
operators (19), (20), (21) and (22) and satisfy the defining relations of R(ν). �

3. A topological invariant

In [Tubbenhauer 2014] q-skew Howe duality is used to show how to write as a web
in a form that uses only the lower part of Uq(glk). In this language, the formula
for the sl2-commutator becomes one of Lusztig’s higher quantum Serre relations
[1993, §7]. It is also proved in [Tubbenhauer 2014] that this results in a well
defined evaluation of closed webs allowing to write any link diagram as a linear
combination of words in the various Fi in U− :=U−q (glk).

This allows a categorification of webs using only (cyclotomic) KLR algebras
[Khovanov and Lauda 2009; Rouquier 2008] instead of the whole 2-quantum group
U(glk) [Khovanov and Lauda 2010; Rouquier 2008]. In this context, the unit and
counit maps of the several adjunctions in U(glk) that are used as differentials in the
Khovanov–Rozansky chain complex can be written as composition with elements
of the KLR algebra. Taking cyclotomic KLR algebras of level 2 gives Khovanov
homology. The approach in [Tubbenhauer 2014] is easily adapted to tangles, which
we do in this section for level 2 in the context of the supercategories introduced in
Section 2.

3A. Supercategorification of gl2-webs and flat tangles. Our webs have strands
labeled from {0, 1, 2} which we depict as “invisible,” “simple,” and “double,” as in
the example below. All the strands point either up or to the right and sometimes we
omit the orientations in the pictures.

1

0

2

1

0

2
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For λ = (λ1, . . . , λk) ∈ {0, 1, 2}k and ε ∈ {0, 1} with |λ| = 2` + ε, we put
3= (2)`ε = (2, . . . , 2, ε, 0, . . . , 0) and we define

W(λ)= HOMR3(k,|λ|)(3, λ).

Let W be a gl2-web with all ladders pointing to the right. Suppose that W has the
bottom boundary labeled λ and the top boundary labeled µ, with λ,µ ∈ {0, 1, 2}k

and |λ| = |µ|. We write W as a word in the Fi in U−q (glk) applied to a vector vλ of
glk-weight λ.

W

λ1

· · ·

λk

µ1

· · ·

µk

= Fi1 · · · Fir (vλ).

This gives a 1-morphism F(W ) in R(k, |λ|). Composition of 1-morphisms in
R(k, |λ|) defines a superfunctor

F(W ) : W(λ)→W(µ).

If λ is dominant and µ is antidominant then F(W ) is a superfunctor from k-smod
to k-smod that is, a direct sum of grading shifts of the identity superfunctor. In this
case, there is a canonical 1-morphism Fcan(W ) in HomR3(k,|λ|)(λ, µ)

(23) Fcan = F(k−`−1)(2)···(1)(2) · · · F(k−3)(2)···(`−1)(2) F(k−2)(2)···`(2) F(k−1)(ε)···(`+1)(ε)(2)
`ε,

which in terms of webs takes the form of the following example:

· · ·

2 2 1 0 0 0

· · ·

We have that F(W )=HomRλ(k,|λ|)(λ, µ) is isomorphic to the graded k-supervector
space HomR3(Fcan(W ), F(W )).

3B. The chain complex. As explained in [Tubbenhauer 2014] any oriented tangle
diagram T can be written in the form of a web WT with all horizontal strands
pointing to the right. In this case we say that T is in F-form.
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Example 3.1. For the Hopf link we have the following web diagram.

2 2 0 0

Suppose the bottom boundary of WT is (λ1, . . . , λk) and the top boundary is
(µ1, . . . , µk). Let Kom(λ, µ) be the category of complexes of

HOMR(k,|λ|)(W(λ),W(µ))

generated monoidally by tensor products of complexes of length 2, and Kom/h(λ, µ)

its homotopy category (these are not supercategories). The usual constructions with
chain complexes (homomorphisms, homotopies, cones, etc.) work in the same way
as with nonsupercategories. Since we are in a supercategory, some signs have to
be introduced (further details will appear in a follow-up paper). To each tangle in
F-form as above we associate an object in Kom/h(λ, µ) as follows.

We first chop the diagram vertically in such way that each slice contains either
a web without crossings, or a single crossing together with vertical pieces (as
in Example 3.1). Each slice then gives either a superfunctor or a complex of
superfunctors, as explained below. By composition we get a complex F(WT ) of
superfunctors from W(λ) to W(µ).

3B1. Basic tangles.

• If T is a flat tangle, then we’re done by Section 3A.

• To the positive crossing we associate the chain complex

(24) 7→ q−1F


1

0

1

1

0

1


1 2
−−−−−−−→ F


1

0

1

1

0

1


with the leftmost term in homological degree zero. Algebraically this can be
written

β+ 7→ q−1 F1 F2(1, 1, 0)
τ1
−−→ F2 F1(1, 1, 0),

where τ is the diagram above.
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• To the negative crossing we associate the chain complex

(25) 7→ F


1

0

1

1

0

1


2 1
−−−−−−−→ qF


1

0

1

1

0

1


with the rightmost term in homological degree zero. Algebraically

β− 7→ F2 F1(1, 1, 0)
τ1
−−→ q F1 F2(1, 1, 0).

Remark 3.2. Caution should be taken when applying (24) and (25): when passing
from a tangle diagram to it’s F-form some crossings may change from positive to
negative and vice versa. To have an invariant of all tangles some grading shifts have
to be introduced locally whenever this occurs. We shift (25) by −1 in the q-grading
and 1 in the homological grading when it comes from a positive crossing and the
opposite whenever (25) comes from a positive crossing.

3B2. The normalized complex. Let n± be the number of positive/negative crossings
in WT and let w= n+−n− be the writhe of WT . We define the normalized complex

(26) F(WT ) := q2wF(WT ).

3C. Topological invariance.

Theorem 3.3. For every tangle diagram T the homotopy type of F(WT ) is invariant
under the Reidemeister moves.

Theorem 3.4. For every link L the homology of F(L) is a Z-graded supermodule
over Z whose graded Euler characteristic equals the Jones polynomial.

Proof of Theorem 3.3. The following is immediate.

Lemma 3.5. For β± a positive/negative crossing let Wt and Wb be the following
tangles in F-form:

Wt =

β±

1 1 0

0 1 1

0

0

and Wb =

β±

110

011

0

0
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Then the complexes F(Wt) and F(Wb) are isomorphic.

Lemma 3.6 (Reidemeister I). Consider diagrams D+1 and D0 that differ as below.

D+1 =

1 2 0

D0 =

1 2 0

Then F(D+1 ) and F(D0) are isomorphic in Kom/h
(
(1, 2, 0), (0, 1, 2)

)
.

Proof. We have

F(D+1 )= q−1 F1 F2 F2(1, 2, 0) F1 F1 F2(1, 2, 0).
1 2 2

The first term is isomorphic to F1 F (2)2 (1, 2, 0)⊕q−2 F1 F (2)2 (1, 2, 0) via the map

F1 F (2)
2 (1,2,0)⊕q−2 F1 F (2)

2 (1,2,0) q−1 F1 F2
2 (1,2,0),

'

(
1 2

,

1 2

)

while for the second term there is an isomorphism

F2 F1 F2(1, 2, 0) F1 F (2)2 (1, 2, 0),
'

12 2

so that F(D+1 ) is isomorphic to the complex

 F1 F (2)2 (1, 2, 0)

q−2 F1 F (2)2 (1, 2, 0)

 F1 F (2)2 (1, 2, 0).

(
t2,1

1 2

, t1,2
1 2

)
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By Gaussian elimination one gets that the complex F(D+1 ) is homotopy equivalent
to the one term complex q−2 F1 F (2)2 (1, 2, 0) concentrated in homological degree
zero, which after normalization is F(D0). �

The other types of Reidemeister I move can be verified similarly. For example,
replacing the positive crossing by a negative crossing in Lemma 3.6 and using
the inverses of the various isomorphisms above results in a complex isomorphic
to F(D−1 ) that is homotopy equivalent to the 1-term complex q2 F1 F (2)2 (1, 2, 0)
concentrated in homological degree zero.

Lemma 3.7 (Reidemeister IIa). Consider diagrams D1 and D0 that differ as below.

D1 =

1 1 0 0

D0 =

1 1 0 0

Then F(D1) and F(D0) are isomorphic in Kom/h
(
(1, 1, 0, 0), (0, 0, 1, 1)

)
.

Proof. In the following we write µ instead of (1, 1, 0, 0). The complex F(D1) is

q−1 F3 F2 F1 F2µ

F3 F2 F2 F1µ

F2 F3 F1 F2µ

q F2 F3 F2 F1µ,
⊕

3 2 1 2

−

3 2 2 1

3 2 1 2 2 3 1 2

From the isomorphisms

F3 F2 F1 F2µ F3 F (2)2 F1µ F3 F2 F1 F2µ,
' '

1 223 123
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F2 F3 F2 F1µ F3 F (2)2 F1µ F2 F3 F2 F1µ,
' '

32 2 1 3 2 1

and

F3 F2 F2 F1µ

q F3 F (2)2 F1µ

q−1 F3 F (2)2 F1µ

F3 F2 F2 F1µ,
⊕

1 2 2 3

1 2 2 3

1 2 3

1 2 3

and simplifying the maps using the relations in R(ν) one gets that F(D1) is isomor-
phic to the complex

q−1 F3 F (2)2 F1µ

q F3 F (2)2 F1µ⊕
q−1 F3 F (2)2 F1µ⊕

F3 F (2)2 F1µ

q F3 F (2)2 F1µ,

t12

13 2

13 2

t21 Id

−t32

13 2

−t23 Id

132 2

By Gaussian elimination of the acyclic two-term complexes

q−1 F3 F (2)2 F1µ
t21 Id
−−→ q−1 F3 F (2)2 F1µ and q F3 F (2)2 F1µ

−t23 Id
−−−→ q F3 F (2)2 F1µ

one obtains that F(D1) is homotopy equivalent to the complex

0 F3 F (2)2 F1µ 0,

with the middle-term in homological degree zero. �
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Lemma 3.8 (Reidemeister III). Consider diagrams DL and DR that differ as below.

DL =

1 1 1 0 0 0

DR =

1 1 1 0 0 0

Then F(DL) and F(DR) are isomorphic in Kom/h
(
(1,1,1,0,0,0),(0,0,0,1,1,1)

)
.

Proof. The proof is inspired by [Putyra 2014a, Lemma 7.9] (see also [Putyra 2014b,
§4.3.3] for further details). The complex associated to DL is the mapping cone of
the map

q−1F


1 1 1 0 0 0


···

3 4
···

−−−−−−−−→ F


1 1 1 0 0 0


An easy exercise shows that the second complex is isomorphic to the complex

F


1 1 1 0 0 0


In [Putyra 2014b, §4.3.3] it is explained in detail how to use an isomorphism like
this together with the maps associated to two Reidemeister 2 moves on the first
complex to prove that F(DL) is homotopy equivalent to F(DR). �

This finishes the proof of Theorem 3.3. �

3D. Not even Khovanov homology. We now show that for links the invariant H(L)
is distinct from even Khovanov homology and shares common properties with odd
Khovanov homology.
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3D1. Reduced homology.

Theorem 3.9. For every link L there is an invariant Hreduced(L) with the property

H(L)' q Hreduced(L)⊕ q−1 Hreduced(L).

The proof of Theorem 3.9 follows a reasoning analogous to the proof of Theo-
rem 3.2.A. in [Shumakovitch 2014], for the analogous decomposition for Khovanov
homology over Z/2Z in terms of reduced Khovanov homology.

Before proving the theorem we do some preparation. Recall that for D a
diagram of L the chain groups of F(D) are the various k-supervector spaces
HomR3(Fcan, F(W )), where W runs over all the resolutions of D.

If we write Fcan = Fi (2)1 i (2)2 ···i
(2)
k

then HomR3(Fcan, Fi1i1i2i2···ik ik ) is spanned by{
i1

δ1

i2

δ2 · · ·

ik

δk
, δ1, . . . , δk ∈ {0, 1}

}
.

Introduce linear maps X and 1 on HomR3(Fcan, Fi1i1i2i2···ik ik ) as follows. Map 1
is defined on the factors as

1

(
· · · · · ·

)
= 0, 1

(
· · · · · ·

)
= · · · · · · ,

and extended to HomR3(Fcan, Fi1i1i2i2···ik ik ) using the Leibniz rule. The map X is
defined by

X

(
i1

δ1

i2

δ2 · · ·

ik

δk

)
=

 i1 i2

δ2 · · ·

ik

δk
if δ1 = 1,

0 otherwise.

Since

HomR3(Fcan, F(W ))'HomR3(Fcan, Fi1i1i2i2···ik ik )×HomR3(Fi1i1i2i2···ik ik , F(W ))

the maps 1 and X induce maps on HomR3(Fcan, F(W )), denoted by the same
symbols.

Lemma 3.10. Both maps X and 1 commute with the differential of F(D), 12
= 0,

and moreover X1+1X = IdF(D).

Proof. Straightforward. �

Proof of Theorem 3.9. We have that 1 is acyclic and therefore

F(D)' ker(1)⊕ q2 ker(1),
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and so the claim follows by setting Freduced(D)= q ker(1). �

3D2. A chronological Frobenius algebra. We now examine the behavior of the
functor F under merge and splitting of circles. First define maps ı and ε,

F


2 0


ε

ı
F


2 0


as

ı : F (2)1 (2, 0)
1

−−−−−→ F2
1 (2, 0) ε : F2

1 (2, 0)

1

−−−−−→ F (2)1 (2, 0).

Note that, contrary to [Ozsváth et al. 2013], p(ı)= 1 and p(ε)= 0.
We now consider the following two cases (a) and (b) below.

(a) F


2 2 0


µ

δ

F


2 2 0


The maps µ and δ are given by

µ : F2
1 F2

2 (2, 2, 0)
21 1 2

−−−−−−−−−−−−−→ F1 F2 F1 F2(2, 2, 0),

and

δ : F1 F2 F1 F2(2, 2, 0)
21 2 1

−−−−−−−−−−−−−→ F2
1 F2

2 (2, 2, 0).

We have p(µ)=0 and p(δ)=1. Decomposing F2
1 F2

2 (2,2,0) and F1 F2 F1 F2(2,2,0)
into a direct sum of several copies of F (2)1 F (2)2 (2, 2, 0) with the appropriate grading
shifts we fix bases〈

1 2

p = 0

,

1 2

p = 1

,

1 2

p = 1

,

1 2

p = 0

〉
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of F2
1 F2

2 (2, 2, 0), and 〈
1 2

p = 0

,

1 2

p = 1

〉

of F1 F2 F1 F2(2, 2, 0). Then we compute

δ

(
1 2

)
=−t12

1 2

+ t21

1 2

δ

(
1 2

)
= t21

1 2

and

µ

(
1 2

)
=

1 2

µ

(
1 2

)
= 0

µ

(
1 2

)
=

1 2

µ

(
1 2

)
= t12t−1

21

1 2

Using this one sees that easily that µδ = 0, as in the case of the odd Khovanov
homology of [Ozsváth et al. 2013].

Setting to 1 all ti j and renaming 〈1,a1,a2,a1∧a2〉 the basis vectors of F2
1 F2

2 (2,0,0)
and 〈1, a1 = a2〉 the basis vectors of F1 F2 F1 F2(2, 0, 0) one can give the maps
δ, µ, ı and ε a form that coincides with the corresponding maps in [Ozsváth et al.
2013, §1.1]. Note though, that while the parities of δ and µ coincide with the
corresponding maps in [Ozsváth et al. 2013], the parities of ı and ε are reversed
with respect to [Ozsváth et al. 2013].

(b) F


2 0 0


µ′

δ′

F


2 0 0


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The maps µ′ and δ′ are given by

µ′ : F2
2 F2

1 (2, 0, 0)
12 2 1

−−−−−−−−−−−−−→ F2 F1 F2 F1(2, 0, 0),

and

δ′ : F2 F1 F2 F1(2, 0, 0)
12 1 2

−−−−−−−−−−−−−→ F2
2 F2

1 (2, 0, 0).

Proceeding as above we fix a basis〈
2 1

p = 1

,

2 1

p = 0

〉

of F2 F1 F2 F1(2, 0, 0) and〈
2 1

p = 0

,

2 1

p = 1

,

2 1

p = 1

,

2 1

p = 0

〉

of F2
2 F2

1 (2, 2, 0), to get

δ′

(
2 1

)
=−t21

2 1

+ t12

2 1

δ′

(
2 1

)
= t12

2 1

and

µ′

(
2 1

)
=

2 1

µ′

(
2 1

)
= 0

µ′
(

2 1

)
=

2 1

µ′

(
2 1

)
= t21t−1

12

2 1

In this case we also have µ′δ′ = 0.
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Contrary to the previous case, we have p(µ′) = 1 and p(δ′) = 0. The maps
µ′ and δ′ can also be made to agree with [Ozsváth et al. 2013], but the parity is
reversed (as with ı and ε above).

3D3. A sample computation. We now compute the homology of the left-handed
trefoil T in its lowest and highest homological degrees. Consider the following
presentation of T ,

2 2 0 0 0

The computation of H0(T ) is fairly simple: up to an overall degree shift it is the
homology in degree 1 of the complex

(27) q3 Ft F342312 Fbµ

q2 Ft F432312 Fbµ⊕
q2 Ft F343212 Fbµ⊕
q2 Ft F342321 Fbµ

4 3 2 3 1 2

3 4 3 2 1 2

3 4 2 3 2 1

The three terms in homological degree zero are isomorphic to F43(2)2(2)1. Com-
posing the isomorphisms from F43(2)2(2)1 to F432312, F343212 and to F342321 with the
corresponding maps above gives three maps that differ by a sign.

By inspection, one sees that up to a sign, these three maps are equal to the map δ
from the case (a) in the previous subsection. The cokernel map in (27) is therefore
two-dimensional. Adding the degree shifts one obtains

H0(T )= q−1k⊕ q−3k.
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We now compute H−3(H). Up to an overall degree shift it is computed as the
homology in degree zero of the complex

F321 F433221 F432µ

q F321 F343221 F432µ⊕
q F321 F432321 F432µ⊕
q F321 F433212 F432µ

· · ·

4 3 3 2 2 1

· · ·

· · ·

4 3 3 2 2 1

· · ·

· · ·

4 3 3 2 2 1

· · ·

Here µ = (2, 2, 0, 0, 0) and the factors F321 and F432 are the upper and lower
closures of the diagram. We write Ft for F321 and Fb for F432 and sometimes
we write Ft F433221 Fbµ instead of F321 F433221 F432µ, etc., and we only depict the
pertinent part of the morphisms.

In the following we will use the identities

(28) · · ·

4 3 2 1 4 3 2

µ = · · ·

4 3 2 1 4 3 2

µ

=−
t12
t21

t23
t32

t34
t43
· · ·

4 3 2 1 4 3 2

µ

The first equality follows from Lemma 2.4 after using (3) on the second strand
labeled 4 to pull it to the left. The second equality can be checked by a applying
(3) three times.

Coming back to H−3(T ) we apply the isomorphisms

F433221 ' q F4332(2)1⊕ q−1 F4332(2)1,

F343221 ' q F3432(2)1⊕ q−1 F3432(2)1,

F433212 ' F4332(2)1,
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to obtain the isomorphic complex

(
q Ft F4332(2)1 Fbµ

q−1 Ft F4332(2)1 Fbµ

)



4 3 3 2 1

0

0 −

4 3 3 2 1

4 3 3 2 1 4 3 3 2 1

t21

4 3 3 2 1

t12

4 3 3 2 1


−−−−−−−−−−−−−−−−−−−−−−→


q2 Ft F3432(2)1 Fbµ

Ft F3432(2)1 Fbµ

q Ft F432321 Fbµ

q Ft F4332(2)1 Fbµ

 .
By Gaussian elimination of the acyclic complex

q Ft F4332(2)1 Fbµ

t21

4 3 3 2 1
−−−−−−−−−→ q Ft F4332(2)1 Fbµ.

we obtain the homotopy equivalent complex

q−1 Ft F4332(2)1 Fbµ



−
t12
t21

4 3 3 2 1

−

4 3 3 2 1

4 3 3 2 1

−
t12
t21

4 3 3 2 1


−−−−−−−−−−−−−−−−−−−−−−−→


q2 Ft F3432(2)1 Fbµ

Ft F3432(2)1 Fbµ

q Ft F432321 Fbµ

 .
Applying the isomorphisms

(29) F4332(2)1 ' q F43(2)2(2)1⊕ q−1 F43(2)2(2)1

and F3432(2)1 ' F43(2)2(2)1 gives the isomorphic complex

(
Ft F43(2)2(2)1 Fbµ

q−2 Ft F43(2)2(2)1 Fbµ

)



t12t34
t21

4 3 2 1

0

−t34

4 3 2 1

−t43

4 3 2 1

f g


−−−−−−−−−−−−−−−−−−−−−→


q2 Ft F43(2)2(2)1 Fbµ

Ft F43(2)2(2)1 Fbµ

q Ft F432321 Fbµ

 ,
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or

(
Ft F43(2)2(2)1 Fbµ

q−2 Ft F43(2)2(2)1 Fbµ

)



t12t34
t21

4 3 2 1

0

−t34

4 3 2 1

t34
t12
t21

t23
t32

4 3 2 1

f g


−−−−−−−−−−−−−−−−−−−−−−−→


q2 Ft F43(2)2(2)1 Fbµ

Ft F43(2)2(2)1 Fbµ

q Ft F432321 Fbµ

 ,
where f (resp. g) is the composite of the map from F43(2)2(2)1 (resp. q−2 F43(2)2(2)1)
to q−1 F4332(2)1 in (29) and

4 3 3 2 1

−
t12
t21

4 3 3 2 1

Gaussian elimination of the acyclic complex

Ft F43(2)2(2)1 Fbµ

−t34

4 3 2 1
−−−−−−−−→ Ft F43(2)2(2)1 Fbµ,

yields the homotopy equivalent complex

q−2 Ft F43(2)2(2)1 Fbµ

(0
h

)
−−−→

(
q2 Ft F43(2)2(2)1 Fbµ

q Ft F432321 Fbµ

)
,

where

h =

3 24 1

−
t12
t21

3 24 1

+
t12
t21

t23
t32

3 24 1

Since we are only interested in the lowest homological degree we restrict to consid-
ering the complex

q−2 Ft F43(2)2(2)1 Fbµ
h
−−→ q Ft F432321 Fbµ.

Finally, applying the isomorphism Ft F432321 Fb ' Ft F4332(2)1 Fb results in the iso-
morphic complex

q−2 Ft F43(2)2(2)1 Fbµ
0
−−→ q Ft F432321 Fbµ.
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Adding the shift corresponding to the normalization (26), and using the fact that
Ft F43(2)2(2)1 Fbµ is a k-supervector space of graded dimension q + q−1, yields

H−3(T )= q−7k⊕ q−9k,

which agrees with the odd Khovanov homology of T .

4. Further properties of R

In this section we sketch several of its higher representation theory properties of R,
some of them we have used in the previous section.

4A. Supercategorical action on R3(k, d). Given a gln-weight3= (31, . . . , 3n)

we write 3= (31−32, . . . , 3n−1−3n) for the corresponding sln-weight. The
superalgebra R3(ν) for glk is defined to be the same as the superalgebra R3(ν)

for slk .
We now explain how the bifunctor 8 : R×R3

→R3 in (18). gives rise to an
action of glk on R3(k, d) for 3 a dominant integrable glk-weight of level 2 with
31+· · ·3n = d . A diagram D in R3(k, d) with leftmost region labeled µ defines
a web WD with bottom boundary labeled 3 and with top boundary labeled µ. We
denote fi , ei ∈Uq(glk) the Chevalley generators.

Behind Tubbenhauer’s construction in [Tubbenhauer 2014] there is the observa-
tion that the transformation

(30)

bab

a+ 1

b

b− 1

bab

0

b

a+ 1

0

b− 1

turns any web into a web with all horizontal edges pointing to the right. This goes
through the obvious embedding of glk into glk+1.

• The generator fi acts by stacking the web

(31) · · ·

µi µi+1

· · ·

on the top of WD . This means that fi acts on R3(n, d) as the functor that adds a
strand labeled i to the left of D.
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• To define the action of ei we stack the web

· · ·

µi µi+1

· · ·

on the top of WD , then we use Tubbenhauer’s trick (30) to put in a form that uses
only F’s. The transformation in (30) is not local and in order to be well defined one
needs to keep trace of the indices before and after acting with an ei . Tubbenhauer’s
trick gives

· · ·

µi−1

0

µi µi+1 µi+2

µi + 1 µi+1 − 1

0

· · ·

Every time we act with an ei we embed Uq(glk) ↪→Uq(glk+1) and set

ei (WD)= f1(µ1)···i−1(µi−1) f (µi )
i f (µi+1−1)

i+1 fi+2(µi+2)···k(µk )(µ, 0)(WD).

After being acted with an e j , fi acts on WD through the web corresponding to
fi+1(µ, 0).

We define the action of ei on R3(k, d) as the superfunctor that adds

1

(µ1)

· · ·

i

(µi )

i + 1

(µi+1 − 1)
· · ·

k

(µk )

to the left of D (here (µ1), etc., are the thicknesses) that is, we act with the identity
2-morphism of F1(µ1)···i−1(µi−1) F

(µi )
i F (µi+1−1)

i+1 Fi+2(µi+2)···k(µk )(µ, 0).
Denote 8(ei ) and 8( fi ) the morphisms in R3 that act as endofunctors of

R3(n, d) through the action above. It is clear that 8(uv) = 8(u)8(v) for u,
v ∈ Uq(glk). Note that 8(1)(µ) is a canonical element Fcan(µ) as introduced
in (23).
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Lemma 4.1. We have natural isomorphisms

8(ei )8( fi )(λ)'8( fi )8(ei )(λ)⊕8(1)
⊕
[λi ](λ) if λi ≥ 0,

8( fi )8(ei )(λ)'8(ei )8( fi )(λ)⊕8(1)
⊕
[−λi ](λ) if λi ≤ 0.

Proof. These are instances of the categorified higher Serre relations. Denote
Fu = F1(λ1)···i−1(λi−1) and Fd = Fi+2(λi+2)···k(λk ) . We have

8(ei )8( fi )(λ)= Fu F (λi−1)
i F (λi+1)

i+1 Fd Fi (λ, 0)

' Fu F (λi−1)
i F (λi+1)

i+1 Fi (. . . , λi , λi+1, 0, λi+2, . . . )Fd , (λ, 0),

and 8( fi )8(ei )(λ)= Ft Fi+1 F (λi )
i F (λi+1−1)

i+1 Fb(λ, 0),

and therefore, it is enough to check that the relations above are satisfied by the su-
perfunctors F (λi−1)

i F (λi+1)

i+1 Fi (λi , λi+1, 0) and Fi+1 F (λi )
i F (λi+1−1)

i+1 (λi , λi+1, 0). Sup-
pose λi ≥ λi+1. Then we have λi ∈ {1, 2} and λi+1 ∈ {0, 1}. The computations
involved are rather simple and we can check the four cases separately.

(1) (λi , λi+1)= (1, 0):

8(ei )8( fi )(λ)= F (λi−1)
i F (λi+1)

i+1 Fi (λi , λi+1)= Fi (1, 0)= 0⊕ Fcan(1, 0),

=8( fi )8(ei )(λ)⊕8(1)(λ).

(2) (λi , λi+1)= (1, 1):

8(ei )8( fi )(λ)= Fi Fi+1(1, 1, 0)=8( fi )8(ei )(λ).

(3) (λi , λi+1)= (2, 0):

8(ei )8( fi )(λ)= Fi Fi (2, 0, 0)

' q F (2)i (2, 0, 0)+ q−1 F (2)i (2, 0, 0)=8(1)⊕[2](λ).

(4) (λi , λi+1)= (2, 1):

8(ei )8( fi )(λ)= Fi Fi+1 Fi (2, 1, 0)

' 0⊕ F (2)i Fi+1(2, 1, 0)=8( fi )8(ei )(λ)⊕8(1)(λ).

An this proves the first isomorphism in the statement. The second isomorphism can
be checked using the same method. �

The proof of Lemma 4.1 uses several supernatural transformations between the
various compositions of 8( fi )(λ) and 8(ei )(λ) and 8(1)(λ) that can be given
a presentation in terms of the diagrams from R. We act with such diagrams by
stacking them on the top of the diagrams for the image of 8. On the weight space
(1, 1) these maps coincide with the maps used to define the chain complex for a
tangle diagram in the previous section. In the general case these maps are units and
counits of adjunctions in the following.
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Lemma 4.2. Up to degree shifts, the functor8(ei ) is left and right adjoint to8( fi ).

Lemma 4.3. We have the following natural isomorphisms:

8(e j )8( fi )(λ)'8( fi )8(e j )(λ) for i 6= j,

8( fi )8( fi±1)8( fi )(λ)'8( f (2)i )8( fi±1)(λ)⊕8( fi±1)8( f (2)i )(λ),

8(ei )8(ei±1)(λ)8(ei )'8(e
(2)
i )8(ei±1)(λ)⊕8(ei±1)8(e

(2)
i )(λ).

Proof. The proof consists of a case-by-case computation. We illustrate the proof
with the case of 8(ei )8( fi+1)(λ) ' 8( fi+1)8(ei )(λ) and leave the rest to the
reader. We have

8(ei )8( fi+1)(λ)= F (λi )
i F (λi+1−2)

i+1 F (λi+2+1)
i+2 Fi+1(λ),

and 8( fi+1)8(ei )(λ)= F (λi )
i Fi+2 F (λi+1−1)

i+1 F (λi+2)

i+2 (λ),

which are zero unless λi+1 = 2 and λi+2 ∈ {0, 1}. If λi+1 = 2 these can be written

8(ei )8( fi+1)(λ)= F (λi )
i F (λi+2+1)

i+2 Fi+1(λ),

and 8( fi+1)8(ei )(λ)= F (λi )
i Fi+2 Fi+1 F (λi+2)

i+2 (λ).

The case λi+2 = 0 is immmediate and the case λi+2 = 1 follows from the Serre
relation (8)–(9). �

As explained in [Brundan and Ellis 2017, Sections 1.5 and 6] the Grothendieck
group of a (Z-graded) monoidal supercategory is a Z[q±1,π ]/(π2

−1)-algebra.
Nontrivial parity shifts will occur when applying Tubbenhauer’s trick. All the above
can be used to prove the following.

Theorem 4.4. The assignment above defines an action of Uq(glk) on R3(k, d).
With this action we have an isomorphism of K0(R3(k, d)) with the irreducible,
finite-dimensional, Uq(glk)-representation of highest weight 3 at π = 1.
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