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THIN SUBGROUPS ISOMORPHIC TO
GROMOV-PIATETSKI-SHAPIRO LATTICES

SAMUEL A. BALLAS

In this paper we produce many examples of thin subgroups of special lin-
ear groups that are isomorphic to the fundamental group nonarithmetic
hyperbolic manifolds. Specifically, we show that the nonarithmetic lattices
in SO(n, 1, R) constructed by Gromov and Piatetski-Shapiro can be embed-
ded into SL(n + 1, R) so that their images are thin subgroups.

Introduction

Let G be a semisimple Lie group and let I" be a finitely generated subgroup. We
say that I' is a thin subgroup of G if there is a lattice A C G containing I" such that

o I" has infinite index in A,

e [" is Zariski dense in G.

Intuitively, such groups are very sparse in the sense that they have infinite index in a
lattice, but at the same time are dense in an algebraic sense. Note, that if one relaxes
the first condition above, then I' would be a lattice, so another way of thinking of
thin groups is as infinite index analogues of lattices in semisimple Lie groups.

Over the last several years, thin groups have been the subject of much research,
much of which has been motivated by the observation that many theorems and
conjectures in number theory can be phrased in terms of counting primes in orbits
of groups that are “abelian analogues of thin groups.” Here are two examples. First,
let G=R, b,meNsuchthat (b,m)=1, A=Z and I' =mZ. The orbit b+1T is an
arithmetic progression and Dirichlet’s theorem on primes in arithmetic progressions
is equivalent to this orbit containing infinitely many primes. Next, let G = R?,
A=7? T=((1,1))and b= (1,3) € Z%. The orbit b+T = {(m, m +2) | m € Z}
and the twin prime conjecture is equivalent to the statement that this orbit contains
infinitely many points whose components are both prime. Note that in the first
case I is a lattice in G, but in the second case I' has infinite index in A and is an
analogue of a thin group (sans Zariski density) in G.

MSC2010: 22E40, 5TM50.
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This orbital perspective was used by Brun to attack the twin primes conjecture
using “combinatorial sieving” techniques. Although the full conjecture remains
unproven these techniques did yield some powerful results. For instance, using
these methods, Chen [1978] was able to prove that there are infinitely many pairs n
and n + 2 such that one is prime and the other is the product of at most 2 primes.
More details of this perspective are explained in the excellent surveys of Bourgain
[2014] and Lubotzky [2012].

Inspired by these results, Bourgain, Gamburd, and Sarnak [Bourgain et al. 2010]
developed complementary “affine sieving” techniques to analyze thin group orbits.
In this context, the thinness property of the group gives enough control of orbits to
execute these counting arguments. Again, much of this is described in Lubotzky’s
survey [2012].

Given these connections it is desirable to produce examples of thin groups and
understand what types of groups are thin. Presently, there are many constructions
of thin groups. For instance, in recent work of Fuchs and Rivin [2017] it is shown
that if one “randomly” selects two matrices in SL(n, Z) then with high probability,
the group they generate is a thin subgroup of SL(n, R). However, the groups
constructed in this way are almost always free groups. There are also several
constructions that allow one to produce thin subgroups isomorphic to fundamental
groups of closed surfaces in a variety of algebraic groups (see [Cooper and Futer
2019; Kahn et al. 2018; Kahn and Markovic 2012; Kahn and Wright 2018], for
instance). Given these examples one may ask which isomorphism classes of groups
are thin? More precisely, if G is a semisimple Lie group and H is an abstract
finitely generated group then we say that H can be realized as a thin subgroup
of G if there is an embedding ¢ : H — G whose image is a thin subgroup of G.
With this definition in hand we can rephrase the previous question as: given a
semisimple algebraic group G, what isomorphism types of groups can be realized
as thin subgroups of G? Recent work of the author and D. Long [Ballas and Long
2020] shows that there are many additional isomorphism types of groups that can
arise as thin subgroups of special linear groups. More precisely, in [Ballas and Long
2020] it is shown that fundamental groups of arithmetic hyperbolic n-manifolds of
“orthogonal type” can be realized as thin subgroups. In the present work, we extend
the techniques of [Ballas and Long 2020] to produce infinitely many examples of
nonarithmetic hyperbolic n-manifolds whose fundamental groups can be realized
as thin subgroups of SL,, 4 (R). Our main result is:

Theorem 1. For each n > 3, there is an infinite collection C,, of nonarithmetic
hyperbolic n-manifolds with the property that if M" € C, then mi(M) can be
realized as a thin subgroup of SL,,+1(R). Furthermore, the collection C,, contains
representatives from infinitely many commensurability classes of both compact and
noncompact manifolds.
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It should be noted that the collection C, appearing in Theorem 1 can be described
fairly explicitly, and roughly speaking consists of the hyperbolic manifolds coming
from the nonarithmetic lattices in SO(n, 1, R) constructed by Gromov—Piatetski-
Shapiro in [Gromov and Piatetski-Shapiro 1988].

Outline of paper. In Section 1 we recall the Gromov—Piatetski-Shapiro construction
of nonarithmetic lattices in SO(n, 1, R) and define the collection C, appearing in
Theorem 1. In Section 2 we show that the fundamental group of any element of C,
can be embedded in several lattices in SL, 1 (R). Finally, in Section 3 we prove
Theorem 1 by showing that the images of the previously mentioned embeddings
are thin subgroups.

1. Gromov-Piatetski-Shapiro lattices

Gromov and Piatetski-Shapiro [1988], describe a method for constructing infin-
itely many nonarithmetic lattices in SO(n, 1, R). In this section we describe their
construction and the construction of the lattices appearing in Theorem 1.

Let K be a totally real number field of degree d + 1 with ring of integers Ok.
There are d 4+ 1 embeddings {oy, ..., 04} of K into R. Using the embedding oy
we will implicitly regard K as a subset of R. In this way, it makes sense to say
that elements of F are positive or negative. Let sx : K™ — Z>¢, where sg(a) =
[{i > 1| o;(a) > 0}]. In other words, sk (a) counts the nonidentity embeddings for
which a has positive image.

Next, let o, 8, a2, ..., a,+1 € Ok be positive elements such that

e 8/ is not a square in K,
o sg(a) =sk(B) =sk(i) =dforl <i<n,
* sk (ans1) =0.

Next, define quadratic forms

n n
2 2 2 2 2 2
(1-1) Ji=axy+ E aix; —ap1%,,1, Jo=Bxi + E aAiX; — Ap41X,4
=2 i=2

If A C Ris a subring containing 1 then we define
SO(J;, A) = {B € SL,11(A) | Ji(Bv) = J;(v) Yv € R+ .

Using this notation, define I'y = SO(Jy, Ok) and I'; = £ SO(J3, Ox)h™!, where
h = Diag(s/B/a, ..., 1). Note that both I'; and I'; are lattices in SO(J;, R),
however, since B8/« is not a square in K it follows from [Gromov and Piatetski-
Shapiro 1988, see Corollary 2.7 and §2.9] that these lattices are not commensurable.
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There is a model for hyperbolic n-space given by
H" = {veR"" | Jj(v) = —1, vy41 > O}

The identity component SO(Jy, R)° of SO(J;, R) consists of the orientation pre-
serving isometries of H" (see [Ratcliffe 2006, §3.2] for details). By passing to finite
index subgroups we can assume that ['; C SO(J;, R)°, and so H"/ ['; is a finite
volume hyperbolic orbifold for i =1, 2.

The lattice ', C SO(J;, L), where L = K (\/B/a). Note that because « and S are
positive and s (a) = sx (B) = d it follows that L is also totally real. Furthermore,
forevery y e I'p, tr(y) € Og C Or. The following lemma then shows that by passing
to a subgroup of finite index we may assume that I'; C SO(J, Or). This result
seems well known to experts, but we include a proof for the sake of completeness.

Lemma 1.1. Let k C C be a number field and let Oy be the ring of integers of k. If
' € GL, (k) acts irreducibly on C" and has the property that tr(y) € Oy for each
y €T then there is a finite index subgroup T'' C " such that T' C GL,, (O).

Proof. If A C k is a subring then let AT = {Zl a;yilai €A,y € F}. Note that in
this definition all sums have finitely many terms. By [Bass 1980, Proposition 2.2],
OiI' is an order in the central simple algebra kI". The order OI" is contained in
some maximal order D in M, (k) (n x n matrices over k). Let D! c SL, (k) be
the norm 1 elements of D. Then M, (Oy) is also an order in M, (k) whose group
of norm 1 elements is SL, (Oy). It is a standard result using restriction of scalars
that groups of norm 1 elements in maximal orders of M, (k) are commensurable.
Roughly speaking this is a consequence of the fact that the intersection of two
orders is again an order and the unit groups of these orders are irreducible lattices
in SL, (R) x SL, (R) (see [Morris 2015, §5.1 and Example 5.1 #7]). It follows that
D' N SL, (O) has finite index in D' and so I' N SL,,(O) has finite index in I'. O

Note that since I'; is a lattice in SO(Jy, R) it acts irreducibly on C"*!, and so
by applying Lemma 1.1 we may assume that I'y C SO(Jy, Op).

Denote by SO(n — 1, 1, R) the subgroup of SO(J;, R) that preserves both com-
plementary components in R"*! of the hyperplane P given by the equation x; = 0.
The intersection P N H" is a model for hyperbolic (n—1)-space, H*~!' and the
group SO(n — 1, 1, R) can be identified with the subgroup of orientation preserv-
ing isometries of H"—1. Next, let [ = rNni,NSOMm — 1,1, R). Since each
I';NSO(n —1, 1, R) is sublattice of the lattice SO(n—1,1, Or) in SO(n—1, 1, R),
it follows that I is also a lattice in SO(n — 1, 1, R). It follows that H*~!/I" is a
hyperbolic (n—1)-orbifold. By passing to finite index subgroups we may arrange
the following properties:

(1) T is torsion-free and contained in the identity component of SO(Jy, R). This
component is isomorphic to Isom™ (H"), and so M; :=H" /T is a finite volume
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hyperbolic manifold (apply Selberg’s lemma and the fact that SO(J, R)° has
finite index in SO(J, R)).

(2) Since X =H""1/ [isa totally geodesic we may assume that X is a hyperbolic
(n—1)-manifold and this manifold is embedded in both M| and M, (see
[Bergeron 2000, Theorem 1]).

(3) If M; is noncompact then all cusps of M; are diffeomorphic to an (n—1)-torus
times an interval (apply [McReynolds et al. 2013, Theorem 3.1])

(4) The complement ]\71,~ = M;\ X is connected for i = 1, 2 (see [Bergeron 2000,
Theorem 2]).

The manifold Mi is a convex submanifold of M; and so Mi =V;/ fi, where V; is
a component of the preimage of M; in H" under the universal covering projection
[H]” — H"/T; = M;, and T'; is a subgroup of I'; that stabilizes V;. The manifold
M is a hyperbolic manifold with totally geodesw boundary equal to two isometric
copies of X, and so it is possible to glue M 1 and M 1 along ¥ to form the finite
volume hyperbolic manifold N (see [Morris 2015, §6.5] for details). The manifold
N can be realized as H" /A where, after appropriately conjugating I in Iy, we
may assume that

(1-2) A= (I, T, s).

Here s comes from a “graph of spaces” description of N and can thus be written
as a product s = 5751, where s; is the isometry corresponding to an appropriate lift
to V; a curve in M; whose algebraic intersection with ¥ is 1 (See Figure 1). In
[Gromov and Piatetski-Shapiro 1988, §2.9] it is shown that A is a nonarithmetic
lattice in SO(J, R). If N = H"/A then we call N an interbreeding of My and M.

Since I'y, I', € SO(Jp, Op) it follows that A C SO(J;, Or). As a result, we
call the field L the field of definition of A. Let C, be the collection of hyperbolic
n-manifolds coming from the above interbreeding construction.

We close this section by proving the following result:

Proposition 1.2. The collection C, contains representatives of infinitely many
commensurability classes of both closed and noncompact hyperbolic n-manifolds
satisfying the properties (1)—(4) from above.

To prove this we will need the following invariant, originally due to Vinberg
[1971]. Let I" be a Zariski dense subgroup of a Lie group H with Lie algebra f. The
adjoint action of I on h gives a representation Ad : I' — gl(h). In [Vinberg 1971] it
is shown that the field Q({tr(Ad(y)) | y € I'}) is an invariant of the commensurability
class of I' in H. This field is called the adjoint trace field of T.

Next, let N = H"/A € C,, then A is a lattice in SO(J;, R), which is Zariski
dense by the Borel density theorem. The following lemma allows us to compute
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Figure 1. An graph of spaces description of the manifold N.

the adjoint trace field of A. It is an immediate corollary of a theorem of Mila (see
[Mila 2019, Theorem 4.7]) once it is observed that L is the smallest extension of
K over which the forms J; and J, are isometric.

Lemma 1.3. Let N =H"/A € C, and let L be the field of definition of A. Then L
is the adjoint trace field of A.

Proof of Proposition 1.2. From [Gromov and Piatetski-Shapiro 1988], it follows
that N = H" /A is compact if and only if the field K used to construct A is not
equal to Q. For each choice of a totally real field K and a pair «, 8 € K so that
o/ B is not a square in K we can produce an element N € C, via the interbreeding
construction. By varying the choices of o and § we can produce infinitely many
distinct L = K (y/B/a) for each choice of K. It follows from Lemma 1.3 that the
corresponding N are representatives of infinitely many commensurability classes
of both compact and noncompact hyperbolic n-manifolds. ([

2. Lattices in SL,+1(R)

In this section we describe the lattices A C SL,4+1(R) in which our thin groups
will ultimately live. Let J; be one of the forms constructed in Section 1 and let
L be the corresponding (totally real) field of definition. Let M = L(4/r), where
r € L is positive, square-free, and s; (r) = 0. The number field M is a quadratic
extension of L and we let 7 : M — M be the unique nontrivial Galois automorphism
of M over L. In this context, we can extend the quadratic form J; on L"*! to a
“Hermitian” form on M"*!. Let Ny : M — L given by Ny/p(x) = x7(x) be the
norm of the field extension M /L. Next let x = (x{, ..., X,4+1) € M"+1 and define
Hy: M"!' > L as

n
Hy(x) =Ny (1) + Y aiNuyo (5) = any1 Nagyz (K1),
i=1
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Note that this defines a Hermitian form in the sense that if x € M"*! and A e M
then Hj(Ax) = Ny (A)H;(x). Furthermore, since L is the fixed field of 7 it
follows that H, reduces to J; when restricted to L+,

Next, we can define a unitary analogue of SO(Jy, Oyy) as

SUWJ1, T, Oy) = {A € SL,11(Owm) | Hi(Av) = Hi(v) Yv € M},

It is well known (see [Morris 2015, §6.8], for example) that SU(Jy, 7, Oy) is an
arithmetic lattice in SL,,1 | (R).

Let N =H"/A be one of the manifolds from C,. By construction, the manifold
N contains the embedded totally geodesic hypersurface ¥ = H"~!/ I, and so it is
possible to deform A inside of SL,,+ (R) using the bending construction of Johnson
and Millson [1987].

Specifically, let ¢, = Diag(e ™, €', ..., e') € SL,41(R). It is easy to check that
¢y centralizes SO(n —1, 1, R). Since ¥ is assumed to be nonseparating, we see that
write A as an HNN extension A = Asx,, where A is isomorphic to the fundamental
group of N\ X and s is a free letter. In this context, we may view A cSO(Jy, Op)
and s € SO(J1, Op) and observe that as a subgroup of SO(J;, Op) we can write
A= (A, s). We now define a new family of subgroups A; = (A, ¢;s) C SL,,+1(R).
Using basic theory of HNN extensions, it is easy to see that, since ¢, centralizes the
fundamental group of X, as an abstract group A, is a quotient of A. However, by
using the following result due to Benoist [2005] in the compact case and Marquis
[2012] in the noncompact case, we can actually say much more.

Proposition 2.1. For each t, the group A, is isomorphic to A.

Next, we show for certain values of ¢ the group A, is contained in one of the
unitary lattices constructed above. Specifically, if N = H"/A is contained in C,,
let J; and L be such that A C SO(Jy, Or). Recall that the field L is totally real of
degree d+1 over Q and so there are d + 1 embeddings {op =1d, ..., o4} of L into R.
We can use Lemma 3.1 of [Ballas and Long 2020] to produce a unit u € O; with
the property that |u| > 2 and 0 < |o;(u)| < 1 for 1 <i <d. Let p(x) =x>—ux+1
and let M = L(v), where v is one of the roots of p(x). It is easy to check that
the discriminant of p(x) is u?> — 4 and so M = L(~/u?—4). By construction
sp(u? —4) =0, and so SU(J;, 7, Oyy) is an arithmetic lattice in SL,+1(R), where
T : M — M is the nontrivial Galois automorphism of M over L. The next lemma
says that by carefully choosing ¢, we can arrange that A; C SU(Jy, 7, Opn).

Lemma 2.2. Let u be as above. Then if t = log(u) then A, C SU(J1, T, Op).

This is basically Lemma 3.4 of [Ballas and Long 2020], but the proof is short so
we include it here for the sake of completeness.



264 SAMUEL A. BALLAS

Proof. Recall from above that there is a subgroup A C SO(J;,0;) and s €
SO(Jy, Op) sothat A = (A, s) and A; = (A, ¢;s), where

¢, =Diag(e ™™, €', ..., e") € SL,+1(R).

Since SO(Jy, Op) € SU(Jy, 7, Op) the proof will be complete if we can show that
C; € SU(J], T, OM)

If t =log(u) then ¢, = Diag(u™", u, ..., u). Furthermore, since t («) is the other
root of p(x) it follows that ut(«) = 1, or in other words 7(x) = u~'. It follows
that ¢} = Diag(u", u=!, ..., u""). A simple computation then shows that for each
ve M, H(c,v) = H(v), and so ¢, € SU(J;, T, Opy). O

By combining Lemma 2.2 and Proposition 2.1 we get the following corollary:

Corollary 2.3. For each N = H"/A € C, there are infinitely many lattices A C
SL,. 1 (R) that contain a subgroup A" isomorphic to A.

3. Certifying thinness

The main goal of this section is to complete the proof of Theorem 1. The proof
consist of proving that the subgroups constructed in the previous section are thin.

Proof of Theorem 1. Recall, that if N = H"/A € C, from Corollary 2.3 it follows
that we can find a lattice A C SL,,+1(R) and a subgroup A" C A that is isomorphic
to A.

Since A’ was obtained from A via a bending construction if follows from [Ballas
and Long 2020, Proposition 4.1] that A’ is Zariski dense in SL,11(R). The proof
will be complete if we can show that A" has infinite index in A. Suppose for
contradiction that this index is finite. Since A is a lattice in SL,,11(R) this implies
that A’ is also a lattice in SL,1;(R). However, A’ is isomorphic to A and A is
a lattice in the Lie group SO(n, 1)°. However, SO(n, 1)° and SL, 1| (R) are not
isomorphic and so this contradicts the Mostow rigidity theorem (see [Morris 2015,
Theorem 15.1.2)). (]
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VALUE DISTRIBUTION PROPERTIES FOR THE GAUSS MAPS
OF THE IMMERSED HARMONIC SURFACES

XINGDI CHEN, ZHIXUE LIU AND MIN RU

We study the value distribution theory for the immersed harmonic surfaces
and K-QC harmonic surfaces. We first investigate the value distribution
properties for the generalized Gauss map ® of an immersed harmonic sur-
face, similar to the result of Fujimoto and Ru in the minimal surfaces case.
After building a relation between ® and the classical Gauss map n for the
K-QC harmonic surfaces, we derive that, for a complete harmonic and K -
quasiconformal surface immersed in R3, if its unit normal n omits seven
directions in S2 and any three of which are not contained in a plane in R3,
then the surface must be flat. In the last section, under an additional con-
dition, we give an estimate of the Gauss curvature for the K-QC harmonic
surfaces, generalizing the result of the minimal surfaces in the case that the
unit normal n omits a neighborhood of some fixed direction.

1. Introduction

Since R. Osserman and S. S. Chern [Chern 1965; Chern and Osserman 1967;
Osserman 1964] initiated the study of the value distribution properties for the Gauss
map of complete minimal surfaces immersed in R”, it has grown into a very rich
theory due to the works of F. Xavier [1981], H. Fujimoto [1993], Osserman and
Ru [1997] and M. Ru [1991] etc. On the other hand, as early as the late 60s,
T. K. Milnor [1967; 1968] started to consider whether the theory carries over in an
interesting way to the larger class of harmonically immersed surfaces. Many similar
results have been obtained (see [Alarc6n and Lépez 2013; Connor et al. 2015;
2018; Dioos and Sakaki 2019; Jensen and Rigoli 1988; Kalaj 2013; Milnor 1979;
1980; 1983]). In particular, it was first observed by Milnor [1983] that, instead
of the Gauss map n, the map ® (in this paper, we call it the generalized Gauss
map; see the next section for the definition) carries the same value distribution
properties as the Gauss map n in the minimal surface case. The observation is that
if the induced metric ds? on M (from the standard metric in R?) is complete, then

MSC2020: primary 53C42, 53C43; secondary 30C65, 32H25.

Keywords: harmonic immersion, quasiconformal mapping, value distribution theory, Hopf
differential, conformal metric, Gauss map.
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the conformal metric ||®||? (which is called the associated Klotz metric) is also
complete, so it allows us to study the value distribution properties for ®. In this
paper, we first study the value distribution properties for the map ®. In particular,
we obtain a result which is similar to Fujimoto and Ru’s result in the minimal
surface case (see Theorem 3.3). We then use the results we obtained to study the
value distribution property for the Gauss map n of harmonically immersed surfaces
by comparing n with ® (see Theorem 4.7). In the last section, under an additional
condition, we give an estimate of the Gauss curvature for the K-QC harmonic
surfaces, generalizing the result of the minimal surfaces in the case that the unit
normal n omits a neighborhood of some fixed direction.

2. Immersed harmonic surfaces

We study the maps X : M — R", with n > 3, where M is a complex Riemann
surface, and X is a regular and immersed map. The surface X is called an immersed
harmonic surface if X is harmonic. Under a local coordinate z = u 4+ ~/—1v for
the Riemann surface M, it is well known that X is harmonic if and only if

AX = 482X/8282 =0
where 3— (8/8u — +/—10/0dv) and 8z (8/814 + +/—19/0v). Thus X is
harmonic if and only if

BX

(1) ¢ = =(P1,---. Pn)
is holomorphic, where ¢; = %X’ fori=1,...,n whenwe write X =(X',..., X").
Note that although ¢; are only locally defined, the holomorphic one-forms ®; :=
¢;dz are globally defined on M. Thus the map ® :=[®; :---: D,]: M — P*1(C)
is well-defined and holomorphic. We call it the generalized Gauss map of the
harmonic surface X.

Let ds? be the metric on M induced through X from the standard inner product
on R™. In terms of local coordinate (i, v), the first fundamental form of ds?
given by
2) ds* = Edu® + 2Fdudv + Gdv*
with

E=X,-X,, F=X,-Xy, G=Xy Xy
Let z = u + ~/—1v. Then we have
Xu=1¢ +$’ Xy =+v-1(¢ _5)
Utilizing the complex local coordinate (z, Z), we can rewrite (2) as

(3) ds® = hdz? +2||¢|*|dz|* + hdz2,
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where
E—-G-2v—-1F - E+G
@) h=¢-¢= Z el =06 =——.
We call the quadratic differential n := hdz? the Hopf differential. 1t is clear that
5) hl < llg]1%.

We call the metric T := %||<])||2 |dz|? the associated conformal metric of ds?, also
known as the Klotz metric. From (3) and (5), if ds? is complete, then the associated
Klotz metric ||¢||?|dz|? is also complete (see also Lemma 1 in [Milnor 1976]). The
immersion X is said to be weakly complete if the associated Klotz metric ||¢||*|dz|?
is complete.

Denote by £(7) the intrinsic curvature (Gauss curvature) of the induced metric
ds? above and R(T") the Gauss curvature with respect to the Klotz metric T" :=
%||¢||2|dz|2. By Lemma 1 in [Milnor 1980], there exists a positive function p < 1
such that

(6) RT) < pnkAU).
For any choice of a unit normal vector field n, one has an associated second

fundamental form
1I(n) = Ldu® + 2Mdudv + Ndv?

with AX -n= L+ N = 0. Thus det(/I(n)) = —(L? + M?) < 0. It follows that
R(I) <0 since
n—2
_1 det(II(nj))
7 /(===
(1) (1) ===
for any choices (n;) of n —2 mutually orthogonal unit normal vector fields.

3. Value distribution properties of the generalized Gauss map

Let

X=X"....X": M > R"
be an immersed harmonic surface with the induced metric, where M is a Riemann
surface. Let ® = [®; :---: ®,]: M — P""1(C), where ®; := (%Xi)dz, be the
generalized Gauss map. In this section, we study the value distribution properties
for the generalized Gauss map ®. We begin with the following lemma.

Lemma 3.1. Let X = (Xl, oo, XM M — R” be an immersed harmonic surface
with the induced metric, where M is a Riemann surface. Let

O=[Dy:--:D,]: M — P"1(C),

where ®; := (%X i)dz, be the generalized Gauss map. If © is constant, then
X(M) lies in a 2-plane.
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Proof. As above, denote by R(I") the Gauss curvature with respect to the Klotz
metric [ := %||¢||2|dz|2. Then

_191P I — @)@ 9)
(812 '

Since @ is constant, we conclude that ¢ is constant, so K(I") = 0. From (6), we get

0=R(T) = ukU),

A(l) =

where © > 0. Using the fact that (/) < 0, we get K(/) = 0. Now, from (7) and
det(ZI(nj)) < 0 for all j, we conclude that //(n;) = 0 for all j, so X(M) lies in a
2-plane. O

We recall the following result due to Milnor [1983] (see also Theorem 2.1 in
[Jensen and Rigoli 1988]).

Theorem 3.2 [Milnor 1983, Theorem 3]. Ler X = (X',..., X"): M — R" be
a complete immersed harmonic surface with the induced metric, where M is a
Riemann surface. Let ® =[®y :---: ®,]: M — P"~1(C), where ®; := (%Xi)dz
fori =1,...,n, be the generalized Gauss map. Then either X(M) is a 2-plane

or else (M) comes arbitrarily close to every hyperplane ZZ=1 apwy = 0in
P"=1(C).

We note that Theorem 3.2 corresponds to Chern’s theorem [1965] in the theory
of minimal surfaces. It is known that Chern’s result has been extended to a much
sharper result by Fujimoto [1990] and Ru [1991] for the Gauss maps of minimal
surfaces. In the following, we have the result corresponding to the result of Fujimoto
and Ru.

Theorem 3.3. Let M be an open Riemann surface and
X=X'....,.X": M - R"

be a harmonic immersion. Let ® : M — P"~1(C) be the generalized Gauss map.
Assume that X is weakly complete with respect to the reduced metric. If ® omits
more than %n(n + 1) hyperplanes in P"~1(C) in general position, then X (M) lies
in a 2-plane.

Remark 3.4. As we noted above, if the induced metric ds? is complete, then
the associated Klotz metric ||¢||?|dz|? is also complete (we say that X is weakly
complete in this case).

In order to prove Theorem 3.3, we need to introduce some basic concepts and
the following auxiliary results.

Let H={[zg:z; :---:zx] | agzo + - - + axzx = 0} be a hyperplane in PX(C);
here a = (ay. . ... ax) € C¥T1\ {0} is called the normal vector associated to H.
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Hyperplanes Hj, ..., Hy are said to be in m-subgeneral position (with m > k) if
and only if for every injective map 1 :{0, 1,...,m}— {1, ..., q}, the linear span of
those corresponding normal vectors @ (o), - - - » @y (m) 18 Ck+1 When m = k, then
we just say the Hy, ..., Hy are in general position in P*(C). It is clear that if the
hyperplanes Hj, ..., H; in P"(C) are in general position, then, for k& < m and re-
garding P¥(C) C P™(C), the restricted hyperplanes H; N PX(C), .. ., H;N Pk (C)
are in m-subgeneral position.
We need the following lemma.

Lemma 3.5 [Chen 1987; Nochka 1983]. Let { H; }q be a set of hyperplanes in
PX(C) in m-subgeneral position. Then there exist a functton w:J={l,....,q} >R
and a number 0 > 0 with the following properties:

e O<w(j)=<1forall jeJ.
. q—2m+k—1=9(qu.zlw(j)—k—1).
e 1< ol << 2mkil

We call @ () the Nochka weight associated to the hyperplane H;(1 < j < g).
Next, we recall the definition of the derived curves. Let F be a nondegenerate
holomorphic map of Ag into = (©) (.e., F(AR) is not contained in any proper
subspaces of P%(C)), where Ag :={z | |z] < R} C C and 0 < R < oco. Take a
reduced representation F = ( fo, fi..... fx) of F,ie., F: AR — Ck‘H \ {0} and
P(F) = F, where P is the natural prOJectlon Let | F| = (Z i=ol /il ) Take the

s-th derivative F) = (fo(s), l(s), cee, fk )) and define
s+1

®) Fy=FOANFOAAFO:Ag—> \CH!

for each 0 < s < k. Obviously, Fk+1 =0. Let Fy = IP(FS). We call the map F
the s-th derived curve of F.

For holomorphic functions fy, fi,..., fx, we denote
W(fo, fis -0 fi) i=det(f{2,0 < j.s <k).
Let {eg, e1,..., e} be the standard basis of Ck*1 Then we can write, for 0 <s <k,

Fy= > W(figr - fiy)eig Aoee Aei.

0§i0<~~<is§k

Hence,

[EslP = Y W(figs--os fi)I

0<ig<--<ig<k

From above, it is easy to see that if F is nondegenerate, then Fy # 0 for any
0<s=<k-1.
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For a hyperplane H; in P*(C) with the normal vector a i = (@jo,....ajk), we
define, for0 <s <kand 1 <j <gq,

©  IEuE= Y | Y @Wli S S|

0<i|<-<ig<k t#i|,...,is

Notice that
|F(H))| = |Fo(H))| = lajofo+aj fi ++ajk fil.

From (9), we see that FS (Hj) = 0if and only if it holds for all iy, ..., iy that
> @i Wfe, fiyeoon fi)) =0.

Thus if F is nondegenerate, then I:"s (Hj)#0forall0<s<k—land1=<j =<gq.
Indeed, if Fs(Hj) = 0 for some s and j, then

W(EH)), fiy.--os fi,) =0

for all iy, ...,is. This implies that F (Hj), fi,.--.. fi, are linearly independent,
which contradicts the nondegeneracy of f.

The following result is due to Ru [1991, Main Lemma]. It plays an important
role in the proof of our theorem.

Lemma 3.6 [Ru 1991, Main Lemma]. Let F : Ag — P¥ (C) be a nondegenerate
holomorphic map with its reduced representation F. Let {Hj } | be a set of
hyperplanes in PX(C) in m-subgeneral position, and @ (j) be thezr associated
Nochka weights. If ¢ > 2m —k + 1 and

2qk(k +2)
S w()—k+1)

then there exists a positive constant C such that

~ 4
s BRI RS0 AH)Y o ar  \BED s
[T | F(Hp) | TR -

N >

’

where x =Y 0_ @ (j) = (k + 1) = 3 (k* + 2k —1).
We also need the following lemma.

Lemma 3.7 [Fujimoto 1993, Lemma 1.6.7]. Let do? be a conformal flat metric
on an open Riemann surface M. Then for each point p € M, there exists a local
diffeomorphism V of a disk Ag = {w € C | |[w| < R}(0 < R < o0) onto an
open neighborhood of p with Y(0) = p such that V is a local isometry (i.e.,
the pullback W*(do?) is equal to the standard Euclidean metric ds% on AR),
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and there exists a point ag with |ag| = 1, such that the V-image Iy, of the line
Loy, ={w =apt : 0 <t < R} is divergent in M.

Now we are ready to prove Theorem 3.3.

Proof of Theorem 3.3. Assume that the holomorphic map ® : M — P"~1(C)
omits the hyperplanes Hy, ..., H,, which are in general position in P"~1(C) with
q > %n(n 4+ 1). From Lemma 3.1, it suffices to prove that @ is constant. By taking
the universal cover of M if necessary, one can assume that M is simply connected.
It follows from the uniformization theorem that M is conformally equivalent to C
or the unit disk A. By Nochka’s result [1983] (see also [Chen 1987]) about the
Cartan conjecture, we know that @ is constant when M is conformally equivalent
to C. So the result holds in this case.

Therefore it suffices to consider the case where M is the unit disc A. Assume
that @ is not constant. We want to derive a contradiction. From the assumption
that @ is not constant, there exists k (1 <k <n —1) such that the image of ® is
contained in P%(C) c P"~1(C), but not in any subspace whose dimension is lower
than k. In other words, ® : A — PX(C) is a nondegenerate map. Let

&):(¢0’¢1""’¢k)7

then, by the assumption, the metric | ®(z)|?|dz|? is complete. Let I:Ij = H;j N
Pk (C), 1 <j <gq. Then these hyperplanes are in (n—1)-subgeneral position in
P*(C). One may assume that H] is given by

H~ tajozo +ajizi+--+ajrze =0 (1=<j=gq).

Since @ : A — P¥(C) is nondegenerate, from the discussion above, ® (z) # 0 and
none of the @ (H]) 0<s <k, 1<j<gq, vanishes identically. Thus, by (9) for
each CDS(HJ), there exist i1, 15, ..., Is such that

(10) Visi= Y. apW(.$i..... i)
L] i

does not vanish identically. Note that every ¥/ is a holomorphic function and has
only isolated zeros.

Let w(j) be the Nochka weight associated to the hyperplane {FI]} forl <j <gq.
By Lemma 3.5, one has

q
q—2(n—1)+k—1ze(Zw(j)—k—l),
j=1
0 < 2(n—1)—k—|—1.
- k+1
Since ¢ > %n(n + 1), and noticing that n(n + 1)/2 > (k + )(n—k/2—1)+n

and
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always holds for any 0 < k <n — 1, it is easy to verify that
20g—-2n—1)+k—1) 2(q—2n+k+1) -
kQn—1)—k+1)  2kn—k?—k ’

forall 1 <k <n-—1. Hence

20X m(D)—k=1) 2g-2m—-1)+k—1)
k(k +1) B Ok(k +1)
_2q=20=D+k-1)
kQrn—1)—k+1) ’

which yields that

q
1
Zw(j)—k—1—§k(k+1)>o.
j=1
Let

q
x:=j§w(j>—(k+1)—%"<kz+zk_1),

1(1 2g &,
A0:=;(§k(k+l)+ﬁs§(:)s )
Choose some N such that
Y w()—k—1-%(k+1) _2 Y w()—k—1-%(k+1)

24k k=92 +k2+2% -1 N YE (k—s5)2+ k2 +2k—1

which implies that

0<A 1 4 > 1
o<1, ———— .
N x(1—Ao)

We define a new metric
2
[T 1®(2)” D (ol
1B "N 19, (TTE2 S

on the set M’ := A\{p € A | either & = 0 or ]_[q ]_[k_1|1ﬂjs| = 0}.

Notice that do? is a flat metric on M. Fix a p01nt Po € M’; by Lemma 3.7 there
exists a local diffeomorphism W of adisk Ag ={w € C:|w| < R} (0 < R < 00)
onto an open neighborhood of py with W(0) = pg such that W is a local isometry.
Furthermore, there exists a point ag with |ag| = 1 and the W-image I'y, of the
line Ly, = {w = apt : 0 <t < R} is divergent in M'. Again, by Nochka’s result
[1983] (see also [Chen 1987]), we know that R < oo since ® is nonconstant. We

(11) do? = |dz|?
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claim that the W-image I',, actually is divergent to the boundary of A. To this end,
we assume the contrary, that the curve Iy, is divergent to a point zo which either
satisfies @ (z9) = 0 or ¥js(z9) = 0 for some s and j. Thus, we have

U 5, |((N+2q)80/2 . 1280 .
lim _inf || [T wisPv>o
1<j<q,1<s<k—1
where 5
[T, 197 (o
V= s
Bl ¥ T, (T2 s Y
and
5 4 > 1
0= o+
Nx(1—Ao)
Thus,
R :/ V*do = do
Lao Fao
1
[T} 197 (o
Tag |<Dk| +N l_[ _1(1_[ |W]s )N

1
zc/ —jdz| = oo
Tu, 12— 20[%

which yields a contradiction.

Therefore I'y, = W(Lg,) is divergent to the boundary of A. To compute the
length of Ty, with respect to the Klotz metric ||®||?|dz|* where ® = (¢o, .. ., $x),
we introduce the following functions defined on {w | |[w| < R}:

Jfsw) :=¢s(V(w)) (0=s=k),
and F(w) := (fo(w), fi(w),..., fr(w)). For1 < j <gq, 0<s <k, we define

F(Hj) :=ajo fo+ - +ajifx» Fr:=W(fo, f1,.-- i)

and
oisi= Y apW(fe, fiis-- s i),

l‘#il,...,is

where (i1, ...,1s) is the index in the definition of ¥ in (10). Noticing the fact
that, for 0 <s <k,

_ dz s(s+1)/2
Fsw)=(FAF A AFO)w)=(DA-- Aq>(S>)(z)( w) ,
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we have, from (11), that

[17_, 1) ™D o
b N T, (T =g s ) ™

U*do = U*

P<IS

z
—1|d
dw‘| |

AL

|Fl ¥ T (T3 )

(+F) ML+ Y056+

dz
X
dw

(1 )»o)X

Hq—1|F(I:I')|w(j) =k AO)X dz |T=ho 1!

4 dz
El T (T2 ) Y w

( ]‘[‘?_1|F(ﬁ1.)|wu) (=%o)x )»())X - ﬁ
s Tw
|Fk|1+ l_[q_l(l_[ |§0js|)N w

Using the isometry property of ¥, i.e., |dw| = ¥*do, we get

[T | F(HpI™ D

2 k—1 #
| Fi|™tN H?:l( s—olejsl) ™

dw

(12) =

Idwl

Now, denote by /(I'y,) the length of the curve I'y, with respect to the Klotz metric

| ®||2]dz|% then from (12),

I(Tgy) = /F )
_ /L a

2q ke— 4
_/ d |Fk|1+N H?:](Hsz(l)kpjsl)lv
. [0, | F(Hp [

||<i>|||d2|=/ W (|| dz))

0

~ d
&) 5 ldul

0

-

|dw]
L 0

29 k— ~ 4
</ | FIXFel N T (T | s ()Y
R [T | FCHpI D

a0

\dw).
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In the above inequality, we use the fact that |@;s| < | Fy (I:Ij)l forall 0 <s <k,
1 < j <g. By Lemma 3.6, it can be concluded that, noticing that 0 < Ay < 1,

Rro 2R\t
I(Fao) < C]; (Rz——lu)lz) |dw| < o0,

which contradicts the completeness of the Klotz metric ||®||?|dz|2 Thus @ is a
constant map. O

4. Value distribution properties for the Gauss map of the harmonic and
QC-harmonic surface immersed in R3

In this section, we study the value distribution properties for the Gauss map (i.e.,
its unit normal) of harmonic and K-quasiconformal surfaces immersed in R3. Our
method is to compare the Gauss map of the surface (i.e., its unit-normal) with the
generalized Gauss map ® and apply the results obtained in the previous section.
The classical Bernstein theorem says that a minimal graph over a plane is planar. W.
H. Meeks III and H. Rosenberg [2005] showed that a complete embedded minimal
surface over a plane is either a plane or a helicoid. It is known that the classical
Bernstein theorem still holds for the K-quasiconformal harmonic graph, but fails
if we only assume the graph is harmonic. So in order to get the desired value
distribution properties for the Gauss map of harmonic surfaces immersed in R?, the
additional condition that X be K-quasiconformal seems necessary.
Let M be an open Riemann surface and

XY=L Xx2x%: MR
be a harmonic immersion. Write
(13) IVX|? = E+G =4]¢|
where ||V X2 is the Hilbert-Schmidt norm defined by
IVX |2 = [[8X/9ul|® + [|9X /00|

Also the Jacobian of X is given by

(14) Jx =1 Xy x Xoll = VEG = F2 =24/|¢]* - |h|?,

where ¢ is given by (1), and & and ||¢|| are defined by (4).

Let n be a normal vector on a harmonic surface X : M — R3 and b be a
unit vector in R3. The following proposition aims to give a relation between the
intersection of n and b and the projective distance of the generalized Gauss map &
to a hyperplane with the normal b. Instead of the proof which is originally from
Lemma 1.1 in [Osserman 1964] we use the mixed product to deal with it.



278 XINGDI CHEN, ZHIXUE LIU aND MIN RU

Proposition 4.1. Let X : M — R? be a harmonic surface. Then every normal
vector makes an angle o with the unit vector b at a given point if and only if

O O ) R R0 e O O W Uy
017 Tgl* —ThP eIz Mgl -z~ 27"

where ¢ is given by (1), and h and || ¢ || are defined by (4).

Proof. The unit normal vector is given by n = (X, x X3)/Jx. For a unit vector b,
we denote by | 4| the mixed product of the three vectors b, X, and X, where A
is a matrix determined by three row vectors b, X, and X,. Then it follows from
determinant expansion of |4 AT | in its first row that

| Xux Xy-b]> _ |44T]

EG-F?  EG-F?

(6 Xu)?G 4 (b-X)?E —2(b- Xu)(b- X)) F
EG— F? '

n-b|? =

=1

Utilizing the relations
Xy=¢+¢ and X,=+-1(¢p—9),
we have, from the above relation, that
(b-9)*(G—E—=2iF)+(b-¢)*(G—E+2iF) 2|b-¢|*(E+G)
EG-F? EG-F?

By the relations (4), (13) and (14), the above equality is equivalent to
(b-¢)*h+(0-¢)*h  IgI>  20b-9I>  |ol*

#112 Ill* =212 lel* llel* —1hl?

Since n and b are two unit vectors, [n-b| = |cos«|. Hence, the normal vector n
makes an angle o with the unit vector b if and only if the equality (15) holds. [

In-b|? =1—

(16) |n-b*>=1+

Remark 4.2. If X : M — R3 is a minimal surface with a conformal minimal
immersion X, then we have 7 = 0. In this case, Proposition 4.1 implies that

6> 1 .,

—”¢||2 = 5 sin”o.
This relation shows that in the case of minimal surfaces, a normal vector n makes
an angle of at least o with a given vector b if and only if its generalized Gauss
map P has a positive projective distance to a hyperplane H with the unit normal b.
If we take b to be the x>-axis, then our proposition is Lemma 1.1 in [Osserman
1964] in the R? case.
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Remark 4.3. By the fact that || < ||¢||? for a harmonic surface, the relation (15)
gives us the following inequality
I=fneb 1o [oglP s> 1b-gP
2 2 ~ ol el + 1kl T 2 el
which shows that the inequality |b-¢|%/||¢]|> > € > 0 implies that [n-b| <75 <1,
that is, it will force normals to avoid some neighborhood of the unoriented direction
determined by the vector b. Conversely, it is also true that

b-¢1* _ 1—[n-b]? [¢]|* — 4]
lpl> = 2 lpll?

However, the result that |b- ¢|?/||¢||? has a positive lower bound cannot be de-
rived from this inverse inequality under the condition that [n-b| <7 < 1, that is,
the condition that normals avoid some neighborhood of the unoriented direction
determined by a vector b does not imply that |6-¢|?/||¢||> > € > 0. The harmonic
rotational horn with the generalized Gauss map ® = [1dz : v/—1dz : 1/zdz], which
is given by A. Alarcén and F. J. Lépez [2013], is such a counterexample. To verify
it, one can choose the unit vector b = 1/v/u? + v2(v,u,0), then n-b = 0 and
6-9[%/ll¢lI> = 0 as |z| — 0.

From Remark 4.3, we see that Theorem 3.2 would not tell any useful information
about the unit-normal n. Indeed the Bernstein type theorem fails for some harmonic
immersed surfaces. In order to derive some useful consequence from the previous
results about ®, we need to derive the lower bound for |b-¢|?/||¢||*> when |n-b| <
n < 1. This requires the assumption that X is K-quasiconformal.

An immersion X = (X', X2, X3): M — R3 is called K-quasiconformal if it
satisfies the inequality

1
a7 v = (K + )
which is equivalent to

K% +1
2 4 2
(18) o~ < K Viell* —1Al=.

Note that we adopt the definition of quasiconformality given by D. Kalaj [2013]
(see also [Alarcén and Lopez 2013]). If K = 1, then the above inequality can be
changed into the two relations

(19) | Xyl =1Xy| and X, -X, =0,

where we say that X is an isothermal parametrization (isothermal coordinate) of
the surface M. If a Riemann surface M admits a K-quasiconformal harmonic
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immersion X into R3, we call such a surface a K-quasiconformal harmonic surface,
and say its immersion is a K-quasiconformal harmonic immersion.

Lemma 4.4. Let M be a surface with a harmonic immersion X. Then X is K-
quasiconformal in the sense of the definition given by (17) if and only if its Hopf
differential n and conformal metric || ®|| satisfy

(20) Il < Qkl1®]?,

where Qg = (K* —1)/(K? + 1). Particularly, if K = 1 then X is a conformal
immersion. Furthermore, the metric ds? and its associated conformal metric || ®||>
satisfy the inequality

21 21-Qp)I@|* <ds® <2(1+ Qp)l|@|I*.
The inequalities of the above relations hold simultaneously if and only if X is a
conformal immersion.

Proof. The inequality (18) implies that

(22) il < Ok lig |l
ie., [n] < Qg ||®|? since i := hdz>% Conversely, the inequality (20) (i.e., inequal-
ity (22)) implies that

VX|? < 1<+i Jx
< Ve .

Therefore, X is K-QC in the sense of definition given by D. Kalaj. Finally, it is
easy to see that the inequality (20) (i.e., inequality (22)) implies both the upper and
lower bound of (21) from the first fundamental form (3). O

Under the assumption that X is K-quasiconformal, we give an estimate of the
quantity
7(1=In-b%)
|¢-612/ll9|1?
in the quasiconformal distortion constant K for a K-quasiconformal harmonic
surface in R3.

Lemma 4.5. Let M be a K-quasiconformal harmonic surface in R3. Then for
every unit normal vector n and every unit vector b at the same point p on M,

K>+11]¢-b> _1—|n-b]> K>+1]p-b?
2K lolI> =2 T 2 el*
In particular, when K = 1 we have
I—n-b* _[¢-0b]?

2 gl

(23)

(24)
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Proof. From the relations (16), (18) and (22), we have
I—[n-b _[b-9]* ol (b-¢)*h+(b-¢)*h  [|$]

R T R L

5( Io1* 19l )|b-¢|2

o1 —1ne el =) ol

1614 Jo-gl?

<0+

U+ Oy g 2
(4 00K+ 1/KP b9 _ K>+ 109l
= 4 oE = 2 lelP

Hence we complete the proof of the right-hand side of the relation (23).
Similarly, we have

1—[n-b]> _ ( lell* — lol?1Al )Ib-¢|2
2 T \lel* =112 lel*—1a12) llol?
N ( Bk )|b~¢|2 _ K241 ]b-g]?
“\el2+1al) l¢l* = 2K2 el
Thus the proof of Lemma 4.5 is finished. O

Combining Lemma 4.5 with Theorem 3.2, we get the following theorem.

Theorem 4.6. Let X : M — R3 be a complete harmonic and K -quasiconformal
immersion with the induced metric, where M is an open Riemann surface, and let n
be the unit normal of M. If its Gauss map (i.e., the normal n) omits a neighborhood
of a direction in S 2 then X must be a plane.

The above theorem recovers the classical Bernstein theorem for graphs of har-
monic and K-quasiconformal surfaces defined on R Tt is known that the Bernstein
theorem fails for graphs of harmonic surfaces on R? without the K-quasiconformal
assumption. Thus the additional assumption of K-quasiconformality seems neces-
sary and reasonable in order to study the value distribution for its Gauss map.

From Lemma 4.5, we see that |n-b| = 1 if and only if ¢ - b = 0. For any
unit-vector b = (by, by, b3) € R, it corresponds to a hyperplane

Hy = {biwi + bhw, + b3ws} C [FDZ(C).

Notice that Hyp;, 1 < j < g, are in general position if and only if any three of among
by, ..., b, are not contained in a plane in R*. Thus Lemma 4.5 and Theorem 3.3
imply the following interesting result about the value distribution of the Gauss
map n which extends Theorem 4.6.

Theorem 4.7. Let X : M — R3 be a complete harmonic and K -quasiconformal
immersion with the induced metric, where M is an open Riemann surface, and let n
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be the unit normal of M. If its Gauss map (i.e., the normal n) omits seven directions,
say unit vectors by, ..., by in S%, and any three of which are not contained in a
plane in R3, then X must be a plane.

5. Estimate of Gauss curvature for K-QC harmonic surfaces

In this section, for a K-quasiconformal harmonic immersion X : M — R3, we will
study its Gauss curvature estimate if the Gauss map (not the generalized Gauss
map) omits a neighborhood of some direction. For the result in the minimal surface
case, see [Osserman and Ru 1997].

We first derive the expression for the Gauss curvature £ of a harmonic immersed
surface in terms of its generalized Gauss map ®. Let X = (X!, X2, X3) be its
harmonic immersion. Take a local coordinate z = u + x/—_l v. It follows from

Xu=¢+¢and X, = v—1(¢ — ) that
Xyu = ¢/ +$, Xyy = ‘/__1(‘]5/_‘]7)’ Xyy = _(¢/ +¢7)
and

XuxXy «/—_1($X¢)

25 = —
*) "TVEG-F2 VIl P

which imply that the Gauss curvature can be expressed by

ﬁ_L]\/v—j\lz_ 4|XuXXv'W|2_ |$X¢$|2
T EG-F2 T (EG-F»)2  (lp|4—1n>)?

Furthermore, it can be rewritten by an expansion of the determinant as

4
%) A=——m
20 (VEG — F?)}

4h(¢’- ) (¢’ - 9)
VEG — F2||¢'||?
{ 1V + = re—r
+4h(¢’-5)(¢7'$) B 418179 ) (@' - $) + (¢’-¢)(¢7'5)]}
VEG - F? VEG - F? '

In particular, if X is a conformal harmonic immersion, that is, &z = 0, the above
relation can be simplified as

Alogh _ 1917 191°—(@"-$)(@"¢) _  Li<j<slidj—di¢i 2
A2 (1812 lpll® ’

where A = v/2||¢]|.

Q7) R=-—
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It will be useful to introduce the meromorphic functions v (z) defined by

ér(2)
28 = , k=1,2,3.
(28) Vi (2) 1(2)
Then

Y A
and

bi 0, — bk

j.k=1,2,3.
¢3

ViV — ik =
Hence, we can rewrite (27) as

Vv — vl + i v
[p312(1+ 327 [ 12)?
Lemma 5.1. Let M be a K-quasiconformal harmonic surface from the unit disk
{z||z| < 1} into R® whose unit normal makes an angle of at least o > 0 with the

x3-axis at every point of the surface. If p is the point of M corresponding to z = 0,
then the distance d from p to the boundary of M satisfies

(29) A=

2K
(30) d = ————|cscal|[¢3(0)].

VK241

Proof. After choosing b to be a x3-axis, we have |¢-b| = |¢3]. If a normal n makes

at least an angle o with the x3-axis, then |n-b| < |cos «|. Thus the right-hand side
of relation (23) becomes

|¢3|2 > 1 .2

31 > sin“ «.
GD 1612 = K241

Let ¢ be an arbitrary curve going from z = 0 to the boundary |z| = 1. Thus by (21)
and (31), the length of the image y on M of the curve c is given by

dy = [ ds = V2T 0 [lolla:
14 c
2K
E J—
vVKZ+1
Set F(z) = foz ¢3(¢) d¢. The inequality (31) shows that F’(z) # 0. Then { = F(z)
will have an inverse z = G'(¢) in some disk with center { = 0. Let R be the largest ra-

dius such that G is holomorphic, then by Liouville’s theorem we have that R is finite.
Hence, there exists a point {y on the circle |¢| = R such that G cannot be extended

wmmﬂmwn
C
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to a neighborhood of {y. Let L be the line segment from { =0to {o and ' = G(L).
Thus G(R{) satisfies Schwarz’s lemma, which shows |G’(0)| < 1/R. Thus,

1nf/ds < ———lescal /|¢3||dz|

= |csca|/|d§|— lcsca|R < 2Kesca
\/KZ—H L \/K2+1 VK2 1G(0)
2K 2K
= ————lesca||F'(0)| = ———=lescall¢3(0)|. O
VK2 +1 VK?+1

Theorem 5.2. Let M be a K-quasiconformal harmonic surface in R3. Suppose
that its unit normal makes an angle of at least « > 0 with some fixed direction at
every point of M. In addition, we assume that |(¢' - $)(¢' - $)|/||¢||* < Nk, where

Nk is a constant. If d(p) is the distance of p to the boundary of M, then the Gauss
curvature R(p) of M at p satisfies the inequality

4K?csc’a
T (K241)(1-0%)%/?

(K2—1)NK]

2 ~
() 18(p)ld(p)* < =

[ (K?+1)csc®a—2+

Proof. After a rotation we assume that the normals make an angle of at least o with
the x3-axis. Let M be the universal covering surface of M under a universal cover-
ing transformation z (). Suppose that the point ¢ = 0 in M corresponds to p in M.
For a conformal metric ds, on M, we have ds, = p(z)|dz| = p(z(¢))|dz/d||d ],
which implies that

Aglog(p(z()ldz/dE) _  As 10g P

R () = - An((0)).
N AT, 20 A @)
If we form the functions vy ({) by (28), then from the relation (31), we have
2
(33) Z|Wk(§)|2§(K2+1)cscza—1.
k=1

Thus we have bounded holomorphic functions ¥, k = 1,2, on M. If M is the
entire {-plane, Liouville’s theorem says that ¥, k = 1,2 are constants. Then the
relation (29) shows that the Gauss curvature K = 0. Thus, the relation (32) holds
automatically. Now we need to consider the case that M is the unit disk |¢] < 1.
For convenience, we adopt the following notation:

(34) Cr =Yk (0)|, Dg=1[y;(0). M= sup |[yx(w)].

lw|<1
From the application of the Schwarz-pick lemma to the function v / M}, we obtain
C2
(35) Dy EMk(l——) Micnje,
Mk
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where

(36) e =1

2
-—5.
Mk

Utilizing the relation (29) at the point w = 0 in M, we next give an estimate of
Gauss curvature £ at a given point p € M. By (33), we get

37) CE<M7<(K*+1esc>a—1,
and
(38) D,i <((K*+1)csc?a— 1)17,26.

By the Cauchy—Schwarz inequality, we have

2 2
V1 0)950) =¥ (0y2(0)]> = (C1 D2 + C:D)* < ) [ CF Y Dy

j=1 k=1

Thus, the combination of (37)—(38) and the above inequality yields

2
[¥1(0)95(0) = Y5 (0¥ 1(0)]* + D[ (0)]

j=1
2
<> D,ﬁ(l +
k=1
2 2
<((K*+1)csc®a— 1)(1 + Z Cjz) Z 17]2-.

j=1 Jj=1

22: Cjz)

Jj=1

Hence,
I1216'12 — @ )@ ¢) _ (K> + Desc?a—1) Y, ]
lp1I° T g OPa+ Y, CH
Furthermore, it follows from (26) and Lemma 5.1 that
1 [||¢||2||¢/||2—(¢’-q‘>)($-¢) +K2—1 |(¢/-¢)(<17¢)|]
(V1—0%) ol K lp |6
.1 [2(K2+1)csc2a—2 L (K21 |(¢’-¢)($~¢)|]

[R(O0)] =

(\/I—Q}()3 l$3(0)]2 K lol®
1 [ ) ) (KZ—I)NK]
=< 2(K“+1)csc“a—2+————
(V1-0% )’ 63 (0)2 K
< 4K eseta 3 [2(K2+1)cscza—2+wi|. O
(K2+1)(y1-0% ) d?(0) K



286 XINGDI CHEN, ZHIXUE LIU aND MIN RU

Acknowledgements

This work was done when Chen and Liu visited the University of Houston. They
wish to thank the University of Houston for its hospitality. Chen was supported by
the China Scholarships Council (#201808350049), NNSF of China (#11971182),
NSF of Fujian Province of China (#2019J01066). Liu was supported by the China
Scholarships Council (#201806360222). Ru was supported in part by a Simons
Foundation grant award (#531604).

References

[Alarcén and Lépez 2013] A. Alarcén and F. J. Lépez, “On harmonic quasiconformal immersions of
surfaces in R3”, Trans. Amer. Math. Soc. 365:4 (2013), 1711-1742. MR Zbl

[Chen 1987] W. Chen, Cartan’s conjecture: defect relations for meromorphic maps from parabolic
manifold to projective space, Ph.D. thesis, University of Notre Dame, 1987.

[Chern 1965] S.-s. Chern, “Minimal surfaces in an Euclidean space of N dimensions”, pp. 187-198
in Differential and combinatorial topology (Princeton, 1961), edited by S. S. Cairns, Princeton Univ.
Press, 1965. MR Zbl

[Chern and Osserman 1967] S.-s. Chern and R. Osserman, “Complete minimal surfaces in Euclidean
n-space”, J. Anal. Math. 19 (1967), 15-34. MR Zbl

[Connor et al. 2015] P. Connor, K. Li, and M. Weber, “Complete embedded harmonic surfaces in
R3”, Exp. Math. 24:2 (2015), 196-224. MR Zbl

[Connor et al. 2018] P. Connor, K. Li, and M. Weber, “The Gauss—Bonnet formula for harmonic
surfaces”, Comm. Anal. Geom. 26:3 (2018), 531-570. MR Zbl

[Dioos and Sakaki 2019] B. Dioos and M. Sakaki, “A representation formula for non-conformal
harmonic surfaces in R3”, Results Math. 74:1 (2019), art. id. 35. MR Zbl

[Fujimoto 1990] H. Fujimoto, “Modified defect relations for the Gauss map of minimal surfaces, II”,
J. Differential Geom. 31:2 (1990), 365-385. MR Zbl

[Fujimoto 1993] H. Fujimoto, Value distribution theory of the Gauss map of minimal surfaces in R™,
Aspects Math. E21, Vieweg, Braunschweig, Germany, 1993. MR Zbl

[Jensen and Rigoli 1988] G. R. Jensen and M. Rigoli, “Harmonically immersed surfaces of R"”,
Trans. Amer. Math. Soc. 307:1 (1988), 363-372. Correction in 311:1 (1989), 425-428. MR Zbl

[Kalaj 2013] D. Kalaj, “The Gauss map of a harmonic surface”, Indag. Math. (N.S.) 24:2 (2013),
415-427. MR Zbl

[Meeks and Rosenberg 2005] W. H. Meeks, III and H. Rosenberg, “The uniqueness of the helicoid”,
Ann. of Math. (2) 161:2 (2005), 727-758. MR Zbl

[Milnor 1967] T. Klotz, “Surfaces harmonically immersed in £ 3 Pacific J. Math. 21:1 (1967),
79-87. MR Zbl

[Milnor 1968] T. Klotz, “A complete R a-harmonically immersed surface in £3 on which H # 07,
Proc. Amer. Math. Soc. 19 (1968), 1296-1298. MR Zbl

[Milnor 1976] T. K. Milnor, “Restrictions on the curvatures of ®-bounded surfaces”, J. Differential
Geom. 11:1 (1976), 31-46. MR Zbl

[Milnor 1979] T. K. Milnor, “Harmonically immersed surfaces”, J. Differential Geom. 14:2 (1979),
205-214. MR Zbl


http://dx.doi.org/10.1090/S0002-9947-2012-05658-3
http://dx.doi.org/10.1090/S0002-9947-2012-05658-3
http://msp.org/idx/mr/3009644
http://msp.org/idx/zbl/1320.53076
http://dx.doi.org/10.1515/9781400874842-012
http://msp.org/idx/mr/0180926
http://msp.org/idx/zbl/0136.16701
http://dx.doi.org/10.1007/BF02788707
http://dx.doi.org/10.1007/BF02788707
http://msp.org/idx/mr/226514
http://msp.org/idx/zbl/0172.22802
http://dx.doi.org/10.1080/10586458.2014.985858
http://dx.doi.org/10.1080/10586458.2014.985858
http://msp.org/idx/mr/3350526
http://msp.org/idx/zbl/1320.53007
http://dx.doi.org/10.4310/CAG.2018.v26.n3.a3
http://dx.doi.org/10.4310/CAG.2018.v26.n3.a3
http://msp.org/idx/mr/3844114
http://msp.org/idx/zbl/1403.53053
http://dx.doi.org/10.1007/s00025-019-0970-6
http://dx.doi.org/10.1007/s00025-019-0970-6
http://msp.org/idx/mr/3934121
http://msp.org/idx/zbl/1409.53011
http://dx.doi.org/10.4310/jdg/1214444318
http://msp.org/idx/mr/1037406
http://msp.org/idx/zbl/0719.53005
http://dx.doi.org/10.1007/978-3-322-80271-2
http://msp.org/idx/mr/1218173
http://msp.org/idx/zbl/1107.32004
http://dx.doi.org/10.2307/2000767
https://doi.org/10.2307/2001035
http://msp.org/idx/mr/936822
http://msp.org/idx/zbl/0651.53005
http://dx.doi.org/10.1016/j.indag.2013.01.001
http://msp.org/idx/mr/3028590
http://msp.org/idx/zbl/1264.53008
http://dx.doi.org/10.4007/annals.2005.161.727
http://msp.org/idx/mr/2153399
http://msp.org/idx/zbl/1102.53005
http://dx.doi.org/10.2140/pjm.1967.21.79
http://msp.org/idx/mr/232321
http://msp.org/idx/zbl/0153.22904
http://dx.doi.org/10.2307/2036200
http://msp.org/idx/mr/233319
http://msp.org/idx/zbl/0169.52502
http://dx.doi.org/10.4310/jdg/1214433295
http://msp.org/idx/mr/461382
http://msp.org/idx/zbl/0323.53042
http://dx.doi.org/10.4310/jdg/1214434969
http://msp.org/idx/mr/587548
http://msp.org/idx/zbl/0444.53019

DISTRIBUTION PROPERTIES FOR THE GAUSS MAP OF HARMONIC SURFACES 287

[Milnor 1980] T. K. Milnor, “Mapping surfaces harmonically into E"”, Proc. Amer. Math. Soc. 78:2
(1980), 269-275. MR Zbl

[Milnor 1983] T. K. Milnor, “Are harmonically immersed surfaces at all like minimally immersed
surfaces?”, pp. 99-110 in Seminar on minimal submanifolds, edited by E. Bombieri, Ann. of Math.
Stud. 103, Princeton Univ. Press, 1983. MR Zbl

[Nochka 1983] E. I. Nochka, “On the theory of meromorphic curves”, Dokl. Akad. Nauk SSSR 269:3
(1983), 547-552. In Russian; translated in Soviet Math. Dokl. 27:2 (1983), 377-381. MR Zbl

[Osserman 1964] R. Osserman, “Global properties of minimal surfaces in £ 3 and E™, Ann. of Math.
(2) 80 (1964), 340-364. MR Zbl

[Osserman and Ru 1997] R. Osserman and M. Ru, “An estimate for the Gauss curvature of minimal
surfaces in R™ whose Gauss map omits a set of hyperplanes”, J. Differential Geom. 46:3 (1997),
578-593. MR Zbl

[Ru 1991] M. Ru, “On the Gauss map of minimal surfaces immersed in R"”, J. Differential Geom.
34:2 (1991), 411-423. MR Zbl

[Xavier 1981] E. Xavier, “The Gauss map of a complete nonflat minimal surface cannot omit 7 points
of the sphere”, Ann. of Math. (2) 113:1 (1981), 211-214. MR Zbl

Received December 16, 2019. Revised March 5, 2020.

XINGDI CHEN

SCHOOL OF MATHEMATICAL SCIENCES
HUAQIAO UNIVERSITY

QUANZHOU

CHINA

chxtt@hqu.edu.cn

ZHIXUE LI1U

DEPARTMENT OF MATHEMATICS, SCHOOL OF SCIENCES
BEIJING UNIVERSITY OF POSTS AND TELECOMMUNICATIONS
BEUJING

CHINA

zxliumath@163.com

MIN RU

DEPARTMENT OF MATHEMATICS
UNIVERSITY OF HOUSTON
HoUusTON, TX

UNITED STATES

minru@math.uh.edu


http://dx.doi.org/10.2307/2042270
http://msp.org/idx/mr/550511
http://msp.org/idx/zbl/0443.53003
http://dx.doi.org/10.1515/9781400881437-005
http://dx.doi.org/10.1515/9781400881437-005
http://msp.org/idx/mr/795230
http://msp.org/idx/zbl/0549.58014
http://mi.mathnet.ru/eng/dan10115
http://msp.org/idx/mr/701289
http://msp.org/idx/zbl/0552.32024
http://dx.doi.org/10.2307/1970396
http://msp.org/idx/mr/179701
http://msp.org/idx/zbl/0134.38502
http://dx.doi.org/10.4310/jdg/1214459977
http://dx.doi.org/10.4310/jdg/1214459977
http://msp.org/idx/mr/1484891
http://msp.org/idx/zbl/0918.53003
http://dx.doi.org/10.4310/jdg/1214447214
http://msp.org/idx/mr/1131437
http://msp.org/idx/zbl/0723.53005
http://dx.doi.org/10.2307/1971139
http://dx.doi.org/10.2307/1971139
http://msp.org/idx/mr/604048
http://msp.org/idx/zbl/0477.53007
mailto:chxtt@hqu.edu.cn
mailto:zxliumath@163.com
mailto:minru@math.uh.edu




PACIFIC JOURNAL OF MATHEMATICS
Vol. 309, No. 2, 2020

https://doi.org/10.2140/pjm.2020.309.289

SCATTERED REPRESENTATIONS OF SL(n, C)

CHAO-PING DONG AND KAYUE DANIEL WONG

Let G be SL(n, C). The unitary dual G was classified by Vogan in the 1980s.
This paper aims to describe the Zhelobenko parameters and the spin-lowest
K -types of the scattered representations of G, which lie at the heart of GI—
the set of all the equivalence classes of irreducible unitary representations
of G with nonvanishing Dirac cohomology. As a consequence, we will verify
a couple of conjectures of Dong for G.

1. Introduction

1.1. Preliminaries on complex simple Lie groups. Let G be a complex connected
simple Lie group, and H be a Cartan subgroup of G. Let go and h be the Lie algebra
of G and H respectively, and we drop the subscripts to stand for the complexified
Lie algebras. We adopt a positive root system A™ (g, bo), and let @y, . . ., Wrank(go)
be the corresponding fundamental weights with p = @ + - - - + @yank(g,) being the
half sum of positive roots.

Fix a Cartan involution € on G such that its fixed points form a maximal compact
subgroup K of G. Then on the Lie algebra level, we have the Cartan decomposition

go = & + Po.

We denote by (-, -) the Killing form on gg. This form is negative definite on &g
and positive definite on pg. Moreover, €, and pg are orthogonal to each other under
(-, -). We shall denote by || - || the norm corresponding to the Killing form.

Let H =T A be the Cartan decomposition of H, with hg = tg 4+ ag. We make
the following identifications:

0] b=bhoxbo, t={(x,—x):xebo}, a={(x,x):x€bo}.

Take an arbitrary pair (Az, Ag) € b x b such that p := A, — Ag is integral. Denote
by {u} the unique dominant weight to which u is conjugate under the action of
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Keywords: Dirac cohomology, unitary representations, scattered representations.
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the Weyl group W. Write v := Ay + Ag. We can view p as a weight of 7 and v a
character of A. Put

I(Az, Ag) :=Ind§(C, ® Cy, ® 1)k finites

where B is the Borel subgroup of G determined by A™ (g, ho). It is not hard to show
that Vj,,, the K-type with highest weight {xt}, occurs exactly once in I (A, Ag).
Let J(Az, Ag) be the unique irreducible subquotient of /(Az, Ag) containing V,;.
By [Zhelobenko 1974], every irreducible admissible (g, K )-module has the form
J(Ar,ARr). Indeed, J(Ar, Ag) has infinitesimal character the W x W orbit of
(AL, ARr), and lowest K-type Vi, —5,}. We will refer to the pair (A7, Ag) as the
Zhelobenko parameter for the module J(Ap, Ag).

1.2. Dirac cohomology. Fix an orthonormal basis Zy, ..., Z; of py with respect
to the inner product on pg induced by (-, ). Let U(g) be the universal enveloping
algebra of g, and put C(p) as the Clifford algebra of p. One checks that

1
) D:=) 782 cU(g®C(p)
i=1

is independent of the choice of the orthonormal basis Zy, ..., Z;. The operator D,
called the Dirac operator, was introduced by Parthasarathy [1972]. By construction,
D? is a natural Laplacian on G, which gives rise to the Parthasarathy’s Dirac
inequality (see (6) below). The inequality is very effective for detecting nonunitarity
of (g, K)-modules, but is by no means sufficient to classify all (non)unitary modules.

To sharpen the Dirac inequality, and to offer a better understanding of the
unitary dual, Vogan [1997] formulated the notion of Dirac cohomology. Let Ad :
K — SO(pp) be the adjoint map, Spin pg be the spin group of pg, and denote by
p : Spinpg — SO(po) the spin double covering map. Put

K :={(k,s) € K x Spinpo | Ad(k) = p(s)}.

As in the case of K-types, we will refer to an irreducible K -type with highest
weight § as V.

Let  be any admissible (g, K )-module, and S be the spin module of C(p). Then
U(g) ® C(p), in particular the Dirac operator D, acts on m ® S. Now the Dirac
cohomology is defined as the K -module

3) Hp () :=Ker D/(Ker D NIm D).

It is evident from the definition that Dirac cohomology is an invariant for admissible
(g, K)-modules. To compute this invariant, the Vogan conjecture, proved by Huang
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and Pandzi¢ [2002], says that whenever Hp () # 0, one would have
“) Yy +po=wA,

where A is the infinitesimal character of , y is the highest weight of any K -type
in Hp(m), and w is some element of W.

It turns out that many interesting (g, K)-modules 7, such as some A, (A)-modules
and all the highest weight modules, have nonzero Dirac cohomology (see [Huang
et al. 2009; 2011]). One would therefore like to classify all representations with
nonzero Dirac cohomology.

1.3. Spin-lowest K-type. From now on, we set 7t as an irreducible unitary (g, K)-
module with infinitesimal character A. In order to get a clearer picture on Hp (),
the first-named author introduced the notion of spin-lowest K-types. Given an
arbitrary K-type Vs, its spin norm is defined as

6)) 18 1lspin = [1{8 — o} + Pl

Then a K-type V; occurring in 7 is called a spin-lowest K -type of m if it achieves
the minimum spin norm among all the K -types showing up in 7.

As an application of spin-lowest K-type, note that D is self-adjoint on the
unitarizable module 7 ® S. By writing out D? carefully, and by using the PRV-
component [Parthasarathy et al. 1967], we can rephrase Parthasarathy’s Dirac
operator inequality [Parthasarathy 1980] as follows:

(6) [I811spin = NI ATl

where Vs is any K-type occurring in . Moreover, one can deduce from [Huang
and Pandzi¢ 2006, Theorem 3.5.3] that Hp () # 0 if and only if the spin-lowest
K -types V. attain the lower bound of (6). In such cases, V{;_, will show up in
Hp (). Putin a different way, the spin-lowest K -types of 7 are exactly the K -types
contributing to Hp (7r) whenever the cohomology is nonvanishing (see [Dong 2013,
Proposition 2.3] for more details).

1.4. Scattered representations. Based on the studies [Barbasch and Pandzi¢ 2011;
Ding and Dong 2020], we are interested in the irreducible unitarizable (g, K)-
modules J (A, —sA) such that

(i) the weight 2) is dominant integral, i.e., 24 = Z?ﬂ((g") cjw;, where each ¢; is

a positive integer;
(i1) the element s € W is an involution such that each simple reflection s;, 1 <i <
rank(go), occurs in one (thus in each) reduced expression of s;
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(iii) the module has nonzero Dirac cohomology, i.e., Hp(J (A, —s)X)) # 0, or
equivalently, there exists a K-type V; in J(A, —sA) such that

(N 17 llspin = 1A, —sA) | = [124]]

According to [Ding and Dong 2020], there are only finitely many such represen-
tations, which are called the scattered representations.

These representations lie at the heart of G — the set of all the irreducible unitary
(g, K)-modules of G with nonzero Dirac cohomology up to equivalence. Namely,
by [Ding and Dong 2020, Theorem A], any member of G is either a scattered
representation, or it is cohomologically induced from a scattered representation
tensored with a suitable unitary character of the Levi factor of a certain proper
6-stable parabolic subgroup. In the latter case, one can easily trace the spin-lowest
K -types along with the Dirac cohomology of the modules before and after induction.
It is therefore of interest to have a good understanding of scattered representations.

1.5. Overview. In this manuscript, we focus on Lie groups G of Type A. For
convenience, we will start from the group G L(n, C), written as G L(n) for short. In
this case, Vogan classified the unitary dual. The part that we need can be described
as follows.

Theorem 1.1 [Vogan 1986]. All irreducible unitary representations of G L(n) with
regular half-integral infinitesimal characters are parabolically induced from a
unitary character, i.e., they are of the form

m
GL(n) i
Ind(m;o GL@)U ( ® det’ ® 1)
i=0

for some a; € Z.q and p; € Z. For simplicity, we will write the parabolically
induced module Inde (T®1)as Indf () for the rest of the manuscript.

Using [Barbasch and Pandzié¢ 2011, Theorem 2.4], all such 7 have nonzero Dirac
cohomology. Moreover, [Barbasch et al. 2020] proved [Barbasch and Pandzié 2011,
Conjecture 4.1], which says

Hp(7) = olrank(go)/2] Vie—p)»

where V; is the unique spin-lowest K-type appearing in 7 with multiplicity one.
However, it is not clear what V; is like from the calculations in [Barbasch et al.
2020].

In Section 2, we will give an algorithm to compute V; for all such 7 (see
Proposition 2.5). In Section 3, we will see how the calculations for GL(n) in
Section 2 can be translated to SL(n), which gives a combinatorial description of
scattered representations of SL(n) (Proposition 3.1). As a result, we prove the
following:
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 The spin-lowest K -type of each scattered representation of SL(n) is unitarily
small in the sense of Salamanca-Riba and Vogan [1998] (Corollary 3.5); and

« the number of scattered representations of SL (n) is equal to 22 (Corollary 3.9).

This verifies [Ding and Dong 2020, Conjecture C] in the case of SL(n), and
proves [Dong 2019, Conjecture 5.2] respectively.

It is worth noting that for any nontrivial scattered representation, its spin-lowest
K -type lives deeper than, and differs from the lowest K -type. We hope the effort
here will shed some light on the real case in future.

2. An algorithm computing the spin-lowest K -types

In this section, we give an algorithm to find the spin-lowest K -types of the irreducible
unitary modules of GL(n) given by Theorem 1.1. We use a chain

Ci={c,c—2,...,c—(2k —2), c — 2k},

where ¢, k € Z with k > 0, to denote the Zhelobenko parameter

A\ [ ic le—=1 ... Jc—(k—=1) 1c—k
—wor)  \—Jc+k —te+ k-1 ... —Jc+1 —3c )
Note that the entries of C are precisely equal to 2A. Also, this parameter cor-
responds to the one-dimensional module det™* of GL(k + 1). Consequently,
Theorem 1.1 implies that the Zhelobenko parameters of all irreducible unitary

modules with regular half-integral infinitesimal character can be expressed by the

chains
m

0. —si)={Jci,
i=0

where all the entries of C; are disjoint.
In order to understand the spin-lowest K -types of these modules of G L (n), we
make the following:

Definition 2.1. (a) Two chains C; ={A, ...,a},C, ={B, ..., b} are linked if the
entries of C; and C, are disjoint satisfying

A>B>a or B>A=>h.

(b) We say a union of chains |, C; is interlaced if for all i # j in I, there
exist indices i =g, i1, ..., i, = j in I such that C;_, and C;, are linked for all
1 <1 <m. (By convention, we also let the single chain C; be interlaced).

For example, the parameter {9, 7, 5} U {6, 4, 2} U {3, 1} is interlaced, while the
parameter {10, 8} U {9, 7} U {6, 4} U {5, 3, 1} is not interlaced.
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We are now in the position to describe the spin-lowest K-types of the unitary
modules in Theorem 1.1 using chains.

Algorithm 2.2. Let J(A, —sA) be an irreducible unitary module of GL(n) in
Theorem 1.1 with (A, —sA) = [J/L, C;, where

Ci=tki+di—1),....ki—(di—1D}={Ci1,...,Ciqg}

is a chain with average value k; and length d;. Then the lowest K -type is equal to
(a W-conjugate of) (7o, ..., Tn), where

7;22 (k,', ,k,)
R
d;

By reindexing the chains when necessary, we may and we will assume that
(8) forany0<i < j<m, ki>kjord; <d;ifk;=k;j.

Let us change the coordinates of 7; and 7; for all pairs of linked chains C; and
Cj such that i < j by the following rule:

(a) If C,‘,l > Cj,l > Cj,d_,- > Ci,d[7 1.€e.,

p
{Ci,]a ---aCi,d;—p’ Ci,d,-—p-i—la---,ci,d,-}a
{Cj1s-- s Cials
with Cj 1 =C, 4 +2p—1and d; < p, then we change the coordinates of 7;
and 7; into
P
77:(*9-'-a*’ki+pvki+(p_1)’""ki+(p_dj+1)’*7'--a*)
T;: (kj—p.kj—(p—=1),....kj—(p—d;+1)),

where the entries marked by * remain unchanged.

(b) If Ci,l > Cj,l > Ci,d,- > Cj,dj’ i.e.,

{Cit, oo, Cig—ps Cigi—p+1s ---» Cig}
(Citn e . Cip Ciptts - Cia)



SCATTERED REPRESENTATIONS OF SL(n, C) 295

with C; 1 =Cj 4 +2p—1and d; > p, then we change the coordinates of 7;
and 7; into

p
T i,y ok ki+1, ..., ki+p)

us (ki—1, ..., kj—p, % ..., ).

where the entries marked by * remain unchanged.
(¢) If Cj1 > Ci1 > Cj4;, then since k; > k; one also have C;; > C; 1 > Cj 4, >
Cj,d_,w i.e.,
{Cir, ..., Cig}
{Cj,lv N Cj,qa Cj,q+17 ey Cj,dj}

q

with C; 1 = C; 4, +2q — 1, then we change the coordinates of 7; and 7; into

T (ki+(@q—do+1), ..., ki+(@q—1), ki+q)
77:(*, cey k kj—(g—do+1), ... kj—(q@—=1, kj—q, % ..., %),
q

where the entries marked by * remain unchanged.

In the above three cases, we only demonstrate the situation that C; is in the first row
and C; is in the second row. The rule is the same when C; is in the first row while
C; is in the second row.

After running through all pairs of linked chains, V; is defined as the K -type with
highest weight t given by (a W-conjugate of) [ J/_, 7/

Example 2.3. Consider

_ {10 8} {6} {4}
Go=sh=""49 7 5 3 1

Then the lowest K-type of J (A, —sA) is

© 9 © @
55 5 5 5.

To compute V7, let us label the chains so that (8) holds:

To=0©09), Ti=0), T2=05555, Ta3=%.
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Then we apply (a) to the pair 7>, 73, apply (b) to the pair Ty, 72, and apply (c) to
the pair 77, 7>. This gives us

9 10 8) (@)
4 3 5 7 5).

Thus T = (10,9, 8,7,5,5,4, 3, 2).

Theorem 2.4. Let J(A, —sA) be a unitary module of GL(n) in Theorem 1.1, and
V: be obtained by Algorithm 2.2. Then [J (A, —sA) : V] > 0.

Proof. Let
GL(n)
J O —s2) =Tnde " (® V(k,-,...,k,-))-
i=0

By rearranging the Levi factors, one can assume the chains Cy, ..., C, satisfy
Equation (8). We are interested in studying

m
GL(n) .
[Indl—[;n:() GL(LI[) (® V(k[ ..... k:)) ° VT}
i=0

r m m

= ® Viki+t, .+ = Vel [, 6L@n ® ® V..., t)]
= i=0 i=0

- m

GL
= Ind]‘[;"z(:)GL(a,-)<® Viki+...., k,+z)) : Vt+(t,...,t):|
i=0

So we can assume k; > 0 for all i without loss of generality.

We prove the theorem by induction on the number of Levi components. The
theorem obviously holds when there is only one Levi component — the irreducible
module is a unitary character of G L(n). Now suppose we have the hypothesis holds
when there are m Levi factors, i.e.,

m—1
GL®n') .
|:Ind1_[;nol GL(@(@ V..., k,-)) : meli| >0,
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where n’ = n — a,, and t,,_; is obtained by applying Algorithm 2.2 on U;";OI Ci.
Suppose now 1, is obtained by applying Algorithm 2.2 on | !, C;. Then

GL(n) .
|:Ind]'[:~7’=0GL(a,-) (® Vi, ..., k,-)) : me]

i=0
m—1
_ GL(n) GL(n') .
B [IndG“”’)XGL(”m) (Indﬂ§"=3‘ GL(ar) ( X V... k») ® Vik,,..., km>) : Vrm]
i=0
GL(n) .
> [IndGL(Z’)XGL(am)(Vr”l*l ® V(km ..... k,—,,)) . V‘L’m]

Here cﬁ’v is the Littlewood—Richardson coefficient, and the last step uses [Goodman
and Wallach 2009, Theorem 9.2.3].

Suppose 7,1 = U;":_Ol 7.". Here these 7,” are obtained by applying Algorithm 2.2
on Co, ...,Cu—1. Then 7, is obtained from applying Algorithm 2.2 on 7;” and
Tm = (km, ..., ky) for all linked C; and C,. More precisely, by applying Rules
(a)—(c) in Algorithm 2.2, t,, is obtained from 1,1 by the following:

(i) Construct a new partition T,,—1 U (kpy, - . ., ki)
(i) For each linked C; and C,,, add (0,...,0,A,A—1,...,a+1,a,0,...,0)
on the rows of 7,_; corresponding to 77’, and subtract (0,...,0,A, A —

1,...,a+1,a,0,...,0) on the corresponding rows of (k;,, ..., k).
(iii) 7, is obtained by going through (ii) for all C; linked with C,,.
By the above construction of t,,, it follows from the Littlewood—Richardson Rule
as stated in [Goodman and Wallach 2009, p. 420] that
) com > 1.
Indeed, it suffices to find one L-R skew tableaux of shape t,,/t,,—1 and weight
(kma AR km)
—
dy,

in the sense of [Goodman and Wallach 2009, Definition 9.3.17]. Recall that d,, is
the number of entries of the chain C,,,.

To do so, we first describe the Ferrers diagram t,,/t,,—1. Suppose C;,, ..., C;,
are linked to C,, with i; > --- > i;. By Step (ii) of the above algorithm, we add
(Aj,A;—1,...,a;j+1,a;) to the rows in 7,_; corresponding to the chains Ci;-
Note that by our ordering of the chains, we must have

Aj>->aq>A1>->aq_1>-->A1>--->a.
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The rows of the Ferrers diagram t,,/t,,—1 have lengths

10) Ay,...,a1;--- 5 AL a
=Ry =Ry
ks oo ks (kp—ar), ..., (km— A ..tk —ap), ..., (ky — A))

=Rit1

with 21;;11 IR ;| = dy, where |R | is the number of entries in R ;.

Now we fill in the entries on each row of t,,/t,,— as follows. Consider the
standard Young tableau 7" whose row sizes are

ks - - km)
—
dn
and the entries of the i-th row of T are all equal to i. Now let a sequence of
subtableaux of T' given by
hchc---cThicTy =T
such that for each 1 < j </, T; has the shape of the form
Aj>--->a;>--->A;>--->ay.

Consider the skew tableau T;/T;_; for 1 < j <[+ 1 (where we take T to be the
empty tableau), then the column sizes of 7;/T;_ is the same as the parametrization
for the tableau R ; marked in (10).

For each 1 < j <[+ 1, fill in the rows of the Ferrers diagram t,,/1,,—1 corre-
sponding to R ; in (10) by filling the z-th row of R ; with the 7-th entries on each
column of 7;/T;_; counting from the top in ascending order. This will give us a
semistandard skew tableau of shape t,, /t,,—1 and weight

(R
—_———
dl‘ﬂ

(see [Goodman and Wallach 2009, Definition 9.3.16]), whose row word is a reverse
lattice word by [Goodman and Wallach 2009, Definition 9.3.17]. To sum up, it is a
desired L-R tableau and (9) follows. O

Proposition 2.5. Let J (A, —sA) be a unitary module of G L(n) in Theorem 1.1, and
V: be the K -type obtained by Algorithm 2.2. Then t satisfies

{t—p}=21-0p.

Consequently, V; is a spin-lowest K -type of J (A, —sA) by (7).
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Proof. We prove the proposition by induction on the number of chains in (A, —sA) =
(UL, Ci, where the chains are arranged so that (8) holds. Suppose that the proposi-
tion holds for U;.";Ol Ci. There are two possibilities when adding C,,:

o There exists C; such that C; and C,, is related by Rule (a) in Algorithm 2.2:
{ Ci }
{Cm}.

e There exist C; and C,, ..., Cy—1, such that C; and C,, are related by Rule (b),
and Cj, r <! <m —1 and C,, are related by Rule (c) in Algorithm 2.2:

¢ 1 {6y .o {Cua}
{ Cm }

We will only study the second case, and the proof of the first case is simpler.
Suppose the chains in the second case are interlaced in the following fashion:

d, d—
{ ¢ } { G} { C 1 }
.Y ey 1
{Cmts e oo oo e e e oo oo, Coay)
—— T —
p ar d, ar+1 dm—1 am
for some j+1 <r <m —1, and the chains C; 1, ..., C,_; — which have not been

shown in (11) —are linked with C; under Rule (a) of Algorithm 2.2.
To simplify the calculations below, we introduce the notation

(@)§:=a,a+e,...,a+(d—1e.
d

Then 2A is equal to the entries in (11). Since the values of the adjacent entries
within the same chain differ by 2, and the values of the interlaced entries differ
by 1, one can calculate 2A — p up to a translation by a constant on all coordinates
as follows:

{- (A} {(Ag) e {(An-D3, )
{(AD)) (AN (AN (AL e (An-1Y, . (Am-1);'}

ar+1

(12)

where A, = Z;”:;l ajy1 forr —1 <x <m —1 (note that the smallest entry of (12)
is 1, appearing at the rightmost entry of the bottom chain).
On the other hand, the calculation in Algorithm 2.2 gives t as follows:

(- (k)Y kg, o Gy ” "

m—1 — 7;_) 7;/:_[’
(kn)S) (kYo k), Gean)y - o), (), L_Jo L_JO
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where (J/, 7, is given by

(13)
oDy Getgr—dr+D)y - K1 4@m—1—=dm—1+1)y |
oo (Uen =), ), G —(qr=dr+ D)7 G0, -+ Gom—(Gm—1—dm—1+D)5 " )

and ¢; are obtained by Rule (c) of Algorithm 2.2. For instance, ¢, = p +a, +d,.
Note that
ki—(dj—1)=k +(d —1)+2a, +2.

Therefore,
kj —dj =k, +d, +2a,.

From this, one deduces easily that k; > k. + ¢, + 1. Thus it makes sense to talk
about the interval [k, +¢g, + 1, k;].

Before we proceed, we pay closer attention to the coordinates of 7}’ , which is
the left-most chain on the top row of (13). More precisely, it consists of three parts:

(i) As mentioned in the paragraph after (11), by applying Rule (a) of Algorithm 2.2
between C; and each of C; 1, ..., C,_1, one can check that

r—1

U 7 clk+a+1.&].
i=j+1
Suppose there are § > 0 coordinates in  J;_ Jl 41 7/, then there will be exactly

8 coordinates in Tj/ having coordinates strictly greater than k; + p.

(ii) By applying Algorithm 2.2 to C; and C,,, we have p coordinates (k; + 1);7 in
7}/ as in (13).

(iii) The other coordinates of ’7;.’ are either equal to k;, or smaller than k; if they
are linked with C; with ¢ < j.

In conclusion, the coordinates of 7;.’ are given by
S dj —8—]7
— 1 —
@8+ Db b0),
where . .. 1 has coordinates greater than k; + p, and b .. . b has coordinates smaller

than k; + 1.
We now arrange the coordinates of _J;_ i 7. in (13) as follows:

8

S P dj*[?*(g +
—_—— T — —— r=
fo >kt >bb> (T >T > > T > k)l == (k)]
i=j+1

> (km - 1);1 > (km - (qr _dr + 1));rl > > (km - (qm—l _dm—l + 1));,:_]
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Here elements in the blocks 7/, ..., 7, _, are still kept in the increasing manner.
Note that if x < y, then 7; > 7} in terms of their coordinates.

We index the coordinates of T shown in (13) using the above ordering, with the
smallest coordinate indexed by 1:
(14)
(.. @n+Dr+dj=p+Dp) ([dn+Dry1+Dy) -+ (dm+Dy )

m—1 1
((Dr+p>;1(Dr+p+1);, (D) (Drtptar+1)g - Du)y! (Dr+p+Z al+1) )

I=r am

where D, := ;":;l d; for r < x <m — 1. Note that the coordinates of the last row
read as

D+ poes 2. = (D + )35 (DO s (DD ),
Dy +p+1,....dy—1,dy) =
x—1 1 m—1 1
<<Dr+p+1)i,:---:(Dr”*Z“l“) ;"';<D’+p+za’+l> )
I=r ax l=r Gm

Up to a translation of a constant of all coordinates, the difference between (13)
and (14) gives (a W-conjugate of) {t — p}, which is of the form:

C-BNY By Bu-Dy,

0 0 0
((oj)p ok ok (atp) g skowsk o (Otm—1) g, % % %)

(15)

Our goal is to show (12) and (15) are equal up to a translation of a constant of all
coordinates. So we need to show the following:

(i) aj = Bj: We need to show

ky—1—(D,+p)=kj+1—(du+D,+dj—p+1).
In fact, we have

Cn1=Cjaq +2p—1,
kp+(dy—1)=kj—(d;—1)+2p—1,
km—p—1=kj—dj+p—dm,

ky —1—(D,+p)=kj+1—(dn+D,+d; —p+1),

as required.

(i) oy = By forall r < x <m — 1: This is the same as showing

km —(qx —dyx+1) =Dy =k +(qx —dx +1) — (dp + D1 + 1).
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As in (i), we consider
Cm1=Cxa, +2q:—1,
km+dy—1)=ky—(d,—1)+2g,—1,
km —qx +dx —1 =ke +qx —dp,
km —qx +dy —1 — Dy + Dyy1 +de = ks +(gx + 1) — (dp + 1),
km —qx+dy —1 =Dy =ky +(qx —di+ 1) = (dn + Dyy1 + 1),
as we wish to show.
(iil) oy —oy =A,_1 — Ay forall r < x <m — 1: In other words, we need to show
[(ky —1) = (Dr + p)1 = [(km — (gx —dx + 1)) =Dyl = Ar-1 —Ac =ar +- -+ ax.
Indeed, by looking at (11) and applying Rule (c) of Algorithm 2.2, one gets
pHar+--+a)+(dr+- - -+dx) = qx,
Gi—p=(Ar_1—A)+(D,—Dyy1),
(km—=1) = (km —=1)+¢gx—p—Dr+Dyy1 = A1 — Ay,
[k —1) = (Dr+p)l =k =D +gx+(Dx—dyx) = Ar—1 — Ay,
[k —1) = (Dr+p)1—=[(km — (gx —dx+1)) = D] = Ar—1 — Ay,
so the result follows.

(iv): Collecting the * * x entries of (15) consecutively from left to right gives

Aj, ..o+ 1o, e Lty A — (A — 1)

ar Ax+1 am

In order for the above expression to make sense, one needs o, — a4+ = a, for all
r <x <m — 1 for instance. This is indeed the case, since oy — @y+1 = Ay — Ax11
by (iii), and the latter is equal to a, 4 by the definition of A, forr —1 <x <m —1.
So it suffices to check k, — (Dy +p+ Y 1, a1 + 1) = ay.
To see it is the case, one can check that the leftmost entry of the second row of
(15) is equal to
oj =km — 1 —(Dy + p),

oy +Ar 1 — Ay =kn—(Dr+p+1), (by (iii))

X
o+ Y ay=kn— (D +p+1),
I=r

x
lezkm—(Dr+p+Zal+l>,

I=r
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as follows.

Combining (i)—(iv), (15) can be rewritten as

(. .. (a])(l)]) ((O{r)gr) """ ((am—l)gmil)

(@) (@' (g ()t e @n-1)g, , @n-1gz)
whose coordinates are in descending order from left to right. So it is equal to {t — p}
up to a translation of a constant. Moreover, by comparing it with (12), we have
shown that all coordinates of 21 — p and {r — p} differ by a constant (note that the
other coordinates on the left of C; are taken care of by induction hypothesis). To
see they are exactly equal to each other, we calculate the true values of A, and
-1 in 21 — p and t respectively on the entry marked by ® below:

{..., %, ..., %} {*, ..., %} {*, ..., %}

T T T T A TR S HE UM

A

For 21 — p, ® takes the value

Cm,dm —ay, — Pay+2»

where p = (pp, ..., P2, p1) With p; = p; + (i — 1). So it can be simplified as

Con,dp—an = Pay+2 =km — (dn — 1) +2am — pa, 42
=ky —dn+142ay, —p1—(@n+1)
=ky —dn+a, — p1.
On the other hand, for {t — p}, ® takes the value

km —qm—-1—P1

(recall that we had o, =k, —gm—1 — 1 for ® in our previous calculation).

By looking at (11) and applying Rule (c) of Algorithm 2.2 again, one has
gm—1=dy, —an, hence 21— p and {t — p} takes the same value on the ® coordinate.
Since we have seen that their coordinates differ by the same constant, one can
conclude that 2A — p = {t — p}. U

Example 2.6. For the interlaced chain in Example 2.3, the translate of 21 — p in

(12) is equal to

{10-38 8 — 6} {6 —4} {4 -2} {2 2} {2} {2}
9—-7 7-5 5-3 3—-11-0 {22 2 21}

Also, the translate of T — p in (15) is given by

9-8 10—9) 8—=7) 2-1 @D a @
4-3 3-2 5—4 7—-6 5-5 (1 1 1 1 0
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Hence their coordinates differ by the same constant 1. To see 2A — p and {t — p} are
equal, where p = (4, 3,2, 1,0, —1, —2, —3, —4), one can look at the true values
of them for the rightmost entry of the bottom chain:

2h—p:l—p=1—-(—4) =5, 7—p:5—ps=5—-0=5.

Hence 2A —p={t — p} =(6,6,6,6,6, 6,6, 6,5), and the unique I?—type in the

ssssssss

3. Scattered representations of SL (n)

It is easy to parametrize irreducible unitary representations of SL(n) using the
parametrization for GL(n). In such cases, we impose the condition on A such that
the sum of the coordinates is equal to 0. In other words, for each possible regular,
half-integral infinitesimal character A for SL(n), one can shift the coordinates by
a suitable scalar, so that it corresponds to an infinitesimal character A" of GL(n)
whose smallest coordinate is equal to %

Therefore, the irreducible unitary representations of SL(n) are parametrized by
chains with n coordinates whose smallest coordinate is equal to 1.

The following proposition characterizes which of these representations are scat-
tered in the sense of Section 1.4:

Proposition 3.1. Let w := J (A, —sA) be an irreducible unitary representation of
SL(n) such that A is dominant and half-integral. Then 7 is a scattered representa-
tion if and only if the translated Zhelobenko parameter (A", —s\') can be expressed
as a union of interlaced chains with smallest coordinate equal to 1.

Proof. By the arguments in Section 1.4, one only needs to check that s € W involves
all simple reflections in its reduced expression if and only if (A', —sA") = | Ji_, C;
are interlaced. Indeed, s € W can be read from | J/_, C; as follows: label the entries
of Ui~ C; in descending order, e.g.,

m

PSSP R
C = i
i=0 {P17p2,,[7k’pk+2v}

with p; > p» > --- > p,, then we “flip” the entries of each chain C; by
{Cir,....Cig} > {Cig...,Ci1}

Suppose we have
{psk+1v---}"'
{p517psz7"'7psks psk+27---}"‘
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after flipping each chain, then s € S, is obtained by

(1 2 ... n)
S =

S1 8§ ... Sy
(see Example 3.2).

Define the equivalence class of interlaced chains by letting C; ~ C; if and only if
i = j,orC;, C; are interlaced. So we have a partition of {p1, ..., p,} by the entries
of chains in the same equivalence class. It is not hard to check that the entries on
each partition have consecutive indices, i.e.,

8[ = {Pam Paj+15---5 Pb;—1, Pb,-}

and |J'_, C; are interlaced if and only if there is only one equivalence class.
We now prove the proposition. Suppose there exists more than one equivalence
class, i.e., we have

Er={p1,..., pa}i E2={pat1,..., P}

for some 1 < a < n. Since the smallest element in any equivalence class must be the
smallest element of a chain, and the largest element in a class must be the largest
element of a chain, we have

Ci={.... paH{pas1, ...} =C;.

By the above description of s € S,,, it is obvious that s € S, x S,,_, C §,, which
does not involve the simple reflection s,.

Conversely, if there is only one equivalence class, we suppose on the contrary
that there exists some 1 < a < n such thats € S, x S,,—,. Since p,, p,+1 are in the
same equivalence class, then at least one of the following:

{Pa> Pa+1},  {Pas Pat2}s  {Pa-1, Pa+1}

is in the same chain C; for some 0 <i <m. By “flipping” C; in either case, there
must be some # <a < a+1 < v such that

=)

The reduced expression of such s must involve the simple reflection s,, hence we
obtain a contradiction. Therefore, s must involve all simple reflections in its reduced
expression. U

Example 3.2. Consider the interlaced chain with smallest coordinate 1 given in

Example 2.3:
{10 8} {6} {4}

9 7 5 3 1}
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Its corresponding irreducible representation in SL(9) has Langlands parameter

(A, —sA), where
s_123456789
" \391856742)°

.':md)»’:[l 111171 1],where [ai, ..., an] is defined by
lat,...,an] =a1@1 + -+ apwy.

In fact, the coordinates of A’ is simply obtained by taking the difference of the
neighboring coordinates of A = %(10, 9,8,7,6,5,4,3,1).

Example 2.3 implies that the spin-lowest K -type for J(1', —sA’) in SL(8) is
ViL11.2,01.117

Example 3.3. We explore the possibilities of chains [ /L, C; whose corresponding
Zhelobenko parameter (A, —sA’) gives a spherical representation.

In order for the lowest K-type to be trivial, we need the 7; in Algorithm 2.2 to
have the same average value k; for all i, that is, the mid-point of all C; (if there is
more than one) must be the same. This leaves the possibility of | Ji, C; consisting
of a single chain, which corresponds to the trivial representation, or there are two
chains of lengths a > b > 0 whose entries are of different parity. Hence it must be
of the form

{2a—1,2a-3,...,3,1}U{la+®b—-1),a+(b-3),...,a—(b—-3),a—(b—-1)},

where a, b are of different parity.
In other words, such representations can only occur for SL(n) with n = a +
b is odd, and is equal to Indg(L(g”L)(a)X GL(vy (v @ triv), which are the unipotent
representations corresponding to the nilpotent orbit with Jordan block (22147?)
(see [Barbasch and Pandzi¢ 2011, §5.3]). Its Langlands parameter (A’, —sA”) has
20 =12,...,2,1,...,1,2,...,2]
D e e e

(a=b—1)/2  2b (a=b—1)/2
and s = wy (see [Ding and Dong 2020, Conjecture 5.6]). Moreover, its spin-lowest
K -type is given by [Barbasch and PandZzi¢ 2011, Equation (5.5)], which matches
with our calculations in Algorithm 2.2.

For the rest of this section, we give two applications of Proposition 3.1:

3.1. The spin-lowest K-type is unitarily small. To offer a unified conjectural de-
scription of the unitary dual, Salamanca-Riba and Vogan [1998] formulated the
notion of unitarily small (u-small for short) K-type. Here we only quote them for
a complex connected simple Lie group G — using the setting in the introduction,
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a K-type Vs is u-small if and only if (§ —2p, @;) <0 for 1 <i < rank(go) (see
[Salamanca-Riba and Vogan 1998, Theorem 6.7]).

Lemma 34. Let A = Zr‘mk(%) Liw; € by be a dominant weight such that 1; = 5
or 1 foreach 1 <i <n, and Vs be the K -type with highest weight § such that

{0 —pt=21—p.
Then (§ —2p, @w;) <0, 1 <i <rank(gg). Therefore, the K -type Vs is u-small.
Proof. By assumption, there exists w € W such that § = w~'(2x — p) + p. Thus

(8=2p, 1) =(w'Qr—p)—p, @)
=W 'Qr—p), ;) — (o, ;)
= (2% —p, w(@)) — (p, ).

On the other hand, let w = sg,sg, - - - g, be a reduced decomposition of w into
simple root reflections. Then by [Dong and Huang 2011, Lemma 5.5],

p

(16) @i —w(m) =Y (@i, B)sp 5 - 5, (Br)-

k=1
Note that sg,sp, - - - 5g,_, (Br) is a positive root for each k. Now we have that

p

(6 —2p. ) = <2A —p @i — Y (@i BY)SpiSpSpi (ﬁk>> —(p. @)

k=1
p

2 A— 0, ZD-l Z w-lvﬁk 2)\‘_pasﬂ|sﬂ2"'sﬂk_](ﬁk)>
k=1

<2k —p, @)
<0. U

Corollary 3.5. The unique spin-lowest K -type V; of any scattered representation
of SL(n) is u-small. Consequently, [Ding and Dong 2020, Conjecture C] holds for
SL(n).

Proof. Let (A, —s)) be the Zhelobenko parameter for a scattered representation
of SL(n). Write A = Z —1 A w; in terms of the fundamental welghts Then it is
direct from our definition of the interlaced chains that each A; is either 1 5 or 1 (recall
Proposition 3.1 and Example 3.2). Let V; be the unique spin-lowest K -type of the
scattered representation. Then {t — p} = 2A — p (see Proposition 2.5). Thus the
result follows from Lemma 3.4. ([l
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3.2. Number of scattered representations. As another application of Proposition
3.1, we compute the number of scattered representations of SL(n). By the proposi-
tion, it is equal to the number of interlaced chains with n entries with the smallest
entry equal to 1. We now give an algorithm of constructing new interlaced chains
with smallest coordinate equal to 1 from those with one less coordinate:

Algorithm 3.6. Let Uf’zl {2A;—1,...,2a; —1} UU?:1 {2B;,...,2b;} be a union
of interlaced chains with such that

e Ay > A;ifi’>i,and By > B; if j' > j; and
ozap—lzl.

We construct two new interlaced chains with one extra coordinate as follows. (When
q =0, we adopt Case I only.)

CaseI: If 2A, — 1 > 2B, + 1, then the two new interlaced chains are
(2B, .. 2bg)
24,+1 2A,-1 ... 2a, — 1}

and

24,-2) (2B, .. 2b,)
24,1 c e 2a,—1)

Casell: If 2A, — 1 =2B, + 1, then the two new interlaced chains are
2B, ... 2b,}
{24, +1 2A,-1 coo 2a,—1})

and
(2B, +2 2B, ... 2b,}

24, -1 oo 2a,—1})
Case III: 1If 2A, — 1 = 2B, — 1, then the two new interlaced chains are
(2B, .. 2by}
{24, +1 2A,—-1 ... 2a, — 1}

and
{2B,+2 2B, .. 2by}

24, -1 ... 2a, — 1}
Case1V: If 2A, — 1 < 2B, — 1, then the two new interlaced chains are

(2B, 2B,}
2B,—1} {2A,—1 ... 2a,—1)
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and
{2B,+2 2B, ... 2bp}

A, —1 ... 2a,-1)

Example 3.7. Suppose we begin with an interlaced chain {9, 7, 5, 3, 1} U {4, 2}.
Then the new interlaced chains with one extra coordinate are

{11,9,7,5,3,1}U{4,2} and {9,7,5,3,1}U{8}U{4,2}.

Proposition 3.8. All interlaced chains with n > 2 entries with smallest coordinate
equal to 1 can be obtained uniquely from the chain {3 1} by inductively applying
the above algorithm.

Proof. Suppose | J/L, C; be interlaced chains with largest coordinate equal to M € Cy.
We remove a coordinate from it by the following rule: If C; # {M — 1} for all i,
remove the entry M from Cy. Otherwise, remove the whole chain {M — 1} from the
original interlaced chains.

One can easily check from the definition of interlaced chain that the reduced
chains are still interlaced, and one can recover the original chain by applying
Algorithm 3.6 on the reduced chain.

Therefore, for all interlaced chains with smallest entry 1, we can use the reduction
mentioned in the first paragraph repeatedly to get an interlaced chain with only 2
entries, which must be of the form {3 1}, and repeated applications of Algorithm 3.6
on {3 1} will retrieve the original interlaced chains (along with other chains). In other
words, all interlaced chains with smallest entry 1 can be obtained by Algorithm 3.6
inductively on {3 1}.

We are left to show that all interlaced chains are uniquely constructed using the
algorithm. Suppose on the contrary that there are two different interlaced chains
that give rise to the same | J;_, C; after applying Algorithm 3.6. By the algorithm,
these two chains must be obtained from |-, C; by removing its largest odd entry
M, € C, or largest even entry M, € C,. So they must be equal to

Jaue\m) and | JCu@\IM.),
i#p i#q
respectively.
Assume M, > M, for now (and the proof for M, > M, is similar). By applying
Algorithm 3.6 to Ul-;,,é g C; U (C;\{M,}), we obtain two interlaced chains

U cuc,ue\ime)) and | JC U@\ M) UM, — 1),
i#p.q i#q
where
Cp

C =My +2. My, ....m,).
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Note that none of the above gives rise to the interlaced chains  J/_,C;: Even in the
case when My — 1 = M,, (C,\{M.}) U{M, — 1} and C, are different — although
they have the same coordinates, the first consists of two chains while the second
consists of one chain only. So we have a contradiction, and the result follows. [

Corollary 3.9. The number of interlaced chains with n coordinates and the smallest
coordinate equal to 1 is equal to 2" 2.

Since the scattered representations of SL(n+1) are in one to one correspondence
with interlaced chains with n 4+ 1 coordinates having smallest coordinate 1, this
corollary implies that the number of scattered representations of Type A, is equal
to 2"~!. This verifies [Dong 2019, Conjecture 5.2]. Moreover, by using atlas, the
spin-lowest K -types for all scattered representations of SL(n) with n < 6 are given
in [Dong 2019, Tables 1-3]. One can easily check the results there match with our
V; in Algorithm 2.2.

Example 3.10. Let us start from SL(2, C) and the chain {3 1}. This chain corre-
sponds to the trivial representation.
Now we consider SL(3, C). By Algorithm 3.6, the chain {3 1} for SL(2) produces
two chains
{2}

{531} 3 Iy

The first corresponds to the trivial representation, while the second gives the
representation with A = [% %] and

(123
S=\321)

One computes by Algorithm 2.2 that the spin-lowest K-type T =[1, 1].
Now let us consider SL(4). By Algorithm 3.6, the chain {5 3 1} for SL(3)
produces two chains
{4}

(7531} -

The first chain corresponds to the trivial representation, while the second one gives

the representation with A = [% % 1] and

(1234
*“\a231)
One computes by Algorithm 2.2 that the spin-lowest K-type T = [2,0, 1]. The
other chain of SL(3) shall produce

{2} 4 2}
5 3 1) 3 1



SCATTERED REPRESENTATIONS OF SL(n, C) 311

One computes that

r=[1, 1,

8=

1234
], S=(4 5 3 1), t=[1,0,2];

1234
]’ s_<3 4 1 2)’ T_[17 1’ 1]’

respectively. These four representations (and their spin-lowest K-types) match
precisely with [Dong 2019, Table 1].

and that
A=

=

11
22
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NUMBER OF SINGULAR FIBRES
OF SURFACE FIBRATIONS OVER P!

CHENG GONG AND YI GU

Let f: X — I]Di be a nonisotrivial surface fibration of fibre genus g > 0
over an algebraically closed field k of positive characteristic, we study the
optimum lower bound for the number of singular fibres of f with respect
to the characteristic of K in this paper.

1. Introduction

Let us fix an algebraically closed field k and let f : X — P}( be a relatively minimal
surface fibration of genus g > 0 ranging in a certain class of fibrations (e.g., the
class of nonisotrivial or semistable fibrations). The number of singular fibres of f,
denoted by s(f), is one of the first invariants people are interested in. A first
systematic study of the optimum lower bound of s(f) is done in the well known
paper by Beauville [1981]. In that paper Beauville proved the following theorem.

Theorem 1.1 [Beauville 1981]. Let f : X — |]3’|1( be a relatively minimal surface
fibration over an algebraically closed field K of characteristic p of fibre genus g > 1.
Then

(1) ifeither p=0o0r p >2g+ 1, we have
e s(f)=>21if f is not trivial, and
o s(f) =3 if f is not isotrivial,;
) if p=0,we have s(f) =4 if f is semistable.
The two inequalities on s(f) in (1) are optimum for any characteristic p mentioned.

Later, the part (2) of Theorem 1.1 has been improved. First, Tan and Liu
independently prove the following result:

Theorem 1.2 [Tan 1995; Liu 1996]. Let f : X — P! be a relatively minimal surface
fibration over C of fibre genus g > 2. Then we have s(f) > 5 if f is semistable.

Gu is the corresponding author. The authors are supported by NSFC (No. 11801391), NSF of Jiangsu
Province (No. BK20180832) and NSFC-ISF (No. 11761141005).

MSC2010: 14DO05, 14D06.
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Then, Nguyen [1998] proves that the part (2) of Theorem 1.1 is valid for any
characteristic p.

After that, various scholars have also obtained a lot of results on the lower bound
of s(f) with different assumptions on f. One can refer to [Kovéacs 1997; Nguyen
1997; Viehweg and Zuo 2001; Tan et al. 2005; Tu 2007; Zamora 2012; Gong et al.
2013; Lu et al. 2016; 2018] for details.

The central topic of the present paper is to study the analogue of Theorem 1.1(1)
in the remaining cases where 0 < p < 2g 4 1. We show that Beauville’s lower
bound are not valid in these cases. The main results are the following.

Theorem 1.3. Fixing an algebraically closed field K of characteristic p > 0, let
f:X— I]j’ll( be a nonisotrivial surface fibration over K of fibre genus g > 1. Then

(1) if p <2g — 1 then the optimum lower bound of s(f) is 1;

) if p=2g+ 1 and f is hyperelliptic, then the optimum lower bound of s(f)
is 2;
) if p=2or3and g =1 then the optimum lower bound of s(f) is 2.

When p <2g — 1, we give in Examples 4.1, 4.2 and 4.4 a nonisotrivial fibration
f with s(f) =1 fulfilling the conditions in Theorem 1.3(1).

When p =2g+ 1, examples of nonisotrivial hyperelliptic fibration with s(f) =2
are given in Examples 3.7 and 3.8. A classification of hyperelliptic fibrations with
s(f) =11is also given in Theorem 3.10, such a fibration must be isotrivial.

We prove in Corollary 3.2 and Theorem 6.1 the lower bounds of s( f) mentioned
in Theorem 1.3 (2) and (3), respectively.

Finally, we would like to mention the following question:

Question 1.4. Does there exist a nonisotrivial surface fibration f : X — Pll( of
fibre genus g with only one singular fibre over an algebraically closed field k of
characteristic p when p =2g +1?

Remark 1.5. Such f exists if and only there is a Z/pZ-Galois cover w : C — |]3’|1(
of smooth curves that is étale over A,l( C I]J’ll( and a Kodaira fibration 4 : Y — C
along with an equivariant Z/pZ-automorphism on Y.

This paper is organized as follows.

« Section 2 is for preliminaries, we recall the monodromy theory in positive
characteristics.

« In Section 3, we analyse the monodromy in case p =2g+ 1, we give a structure
theorem (Theorem 3.1) of surface fibrations with one singular fibre based on
the monodromy analysis in this part. Some discussion on the hyperelliptic
case is also provided.
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« In Section 4, we give examples of nonisotrivial fibrations with only one singular
fibre when p <2g+ 1.

« In Section 5, we take a special look to the case g = 2. Some further examples
of nonisotrivial fibration of genus 2 with only one singular fibre are given.

 In Section 6, we take a look at the case g = 1, we show that a nonisotrivial
elliptic fibration have at least two singular fibres. Some examples of elliptic
fibrations with one singular fibre are given.

2. Preliminaries
2A. Conventions. We keep the following conventions in the rest of the paper:

(1) kis an algebraically closed field of characteristic p > 0; every variety mentioned
is defined over K.

(2) A surface fibration is a flat morphism from a smooth projective surface to a
smooth curve having connected fibres. For our specific purpose, we assume
the general fibre of any surface fibration considered in this paper is smooth.

(3) We regard A\lk C IP’II( as an open subset in the standard way throughout this
paper and denote by ¢ the affine coordinate function of AL.

(4) An Artin—Schreier curve is a smooth projective curve C along with a Z/pZ
cyclic cover 7 : C — []J’ll< that is étale over AL.

Definition 2.1. A relatively minimal surface fibration f : X — [P’Il( of genus g > 1
with smooth generic fibre is called isotrivial if all smooth closed fibres of f are
mutually isomorphic. In other words, f is isotrivial if the induced rational map
P\ --» M, is a constant one.

2B. Picard-Lefschetz monodromy in positive characteristics.

The inertia group. Let C /K be a smooth curve and ¢ € C be a closed point. De-
note by Ogc 2 Oc, . the strict Henselisation of the local ring Oc¢ . (see, e.g.,
[Fu 2015, §2]). Recall that the inertia group I, := Gal(K:?P /K.) at this time is the
absolute Galois group of K, := Frac((’)zlf .)- Let us then fix a uniformizer 7 of O¢, .
and denote

Ker= |J Klym KX,

(n,p)=1

This field K. ; is a Galois extension of K, independent on the choice of w. The
tame inertia group is then defined as

IC,l = Gal(KC’ Z/KC)'
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By definition, we have the following exact sequence:
(2-1) 1 - P :=Gal(K}?/K ;) — I. —> I, — 1.
We call the group P. as the wild inertia subgroup.

Remark 2.2. It is well known that /. ; is canonically isomorphic to

Zipy() = lim pa(K) = lim  p,(K),
(n,p)=1 (n,p)=1

and F. is a pro-p group.

Picard-Lefschetz monodromy and semistable reduction of curves. Let C/K still
be a smooth projective curve and f : X — C be a relatively minimal surface
fibration of fibre genus g. Let £ be a prime different from p, then the inertia
group I, acts naturally and continuously on the space H élt(X ks Zy(1)) = Z?g . We
call the associated homomorphism W : I, — GL¢(Zy) as the local monodromy
homomorphism.

Theorem 2.3 (stable reduction theorem of curves). We have the following:

(1) [Serre and Tate 1968, Appendix; SGA 71 1972]. There is an open subgroup
G C I, such that ¥V (G) consists of unipotent matrices.

(2) [Bosch et al. 1990; Deligne and Mumford 1969]. Suppose the fibre genus of
f is at least 2, then the fibre X is semistable if and only if V (l;) is consisting
of unipotent matrices.

(3) (Néron—Ogg—Shafarevich criterion [Bosch et al. 1990]). Suppose the fibre
genus is at least 2, then the local monodromy homomorphism is trivial if and
only if X, is semistable and its Jacobian is an Abelian variety.

3. Number of singular fibres, I: p =2g +1

Let f: X — I]j’ll( be a nonisotrivial surface fibration of fibre genus g > 2. By an
argument involving monodromy, Beauville [1981] proved (see Theorem 1.1(1))
that s(f) > 3 provided that p > 2g + 1. The assumption p > 2g + 1 is used in
order to avoid the wild inertia subgroup action in local monodromy. In case of
p =2g + 1, the wild inertia subgroup will occur inevitably in local monodromy.
We shall carefully deal with the wild inertia group action in this section.

3A. A structure theorem. We prove the following structure theorem in this section.

Theorem 3.1. Let f : X — I]j’ll( be a surface fibration of fibre genus g that is
smooth over Alk - [P’ll(. If p = 2g + 1, then there is an Artin—Schreier curve
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m:C— I]j’}( of degree p with some (n, p) = 1 such that the relative minimal model
Y of X, Xpl C — C in the following diagram is smooth over C:

relative minimal model
y =2 + Xp Xpt C —— X=X Xp1 Pk —— X
k k> p}(

| | | b

C C Pl P

Here [n]Pf( : [P’ﬂ< — Pﬂ( is the morphism given by t +— t".

Corollary 3.2. If the morphism f in Theorem 3.1 is furthermore hyperelliptic, i.e.,
any smooth closed fibre of f is hyperelliptic, then f is isotrivial.

Proof. Since h : Y — C is a complete family of smooth hyperelliptic curves, it has
to be isotrivial and we are done. ]

Remark 3.3. (1) One can replace the hyperelliptic assumption in the this corollary
by superelliptic or some other property whose moduli space contains no complete
curves.

(2) By Theorem 3.1, if f is nonisotrivial, then we obtain a Kodaira fibration
h:Y — C along with an equivariant Z/pZ automorphism induced by the base
change 7. We can not prove or disprove the existence of such Kodaira fibration
over Artin—Schreier curves at the moment.

We need some preparations for the proof of the theorem. First we fix a prime
¢ # p such that its congruence class [¢] € Z/p*Z generates the group of units
(Z)p*7)* (it is a cyclic group of order p(p — 1)). We can see that the cardinality
#GL,_1(2/tZ) = ;’;g(zp—‘ — ¢7) is then not divided by p?.

Lemma 3.4. The polynomial

xP—1

— Pl P=2 4 ... —
px):=x +x 4+ +1 1

is irreducible in both F,[x] and Q.[x].

Proof. If p(x) is irreducible over [F, then it is also irreducible over Z, and Q.
The roots of p(x) consist of primitive unit roots of order p and note the group of
units in a finite field is always a cyclic group. The polynomial p(x) is then either
irreducible or splitting over any finite field. The splitting of p(x) over F, is now
the same as p | (I — 1) = #(F}), which is not the case by our choice of £. U

Corollary 3.5. Let A be a matrix in GL,_1(Z;) of order p, then the characteristic
polynomial of A is p(x). In particular, any matrix in GL,_1(Q¢) commuting with
A is semisimple.
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Proof. Since x? — 1 = (x — 1) p(x) eliminates A, p(x) is irreducible and A is not
killed by x — 1, both the minimal and characteristic polynomial of A are p(x) for
sake of dimension. U

Now let us turn to the proof of Theorem 3.1.

Proof of Theorem 3.1. Denote by I, (resp. I, Pso) the inertia group (resp.
tame/wild inertia subgroup) at co € [P’ll( and ¥ : I, — GL2¢(Z,) the local monodromy
homomorphism associated to f. The Sylow-p subgroup (of a pro-finite group, see
[Fu 2015, §4.2]) of GL,_1(Z,) is a cyclic group of order p since pz)(ﬁGng (Z2/¢7)
by our choice of £. In particular, in the above local monodromy homomorphism
VY : I — GL,_1(Z), the image W(Py) is either trivial or a cyclic group of
order p.

If the image of W(Pyo) is trivial, then W factors through the quotient group I ;.
By Theorem 2.3(1), there is an open subgroup G of I ; such that W(G) consists
of unipotent matrices. Due to the structure of /., ; (see Remark 2.2), G is a normal
subgroup and the index n := [/~ : G] is prime to p. Now replacing X by X,, (or
more precisely, its associated relative minimal model), we can assume the image of
W is trivial and hence f is at worst semistable by Theorem 2.3(2). It then follows
from Szpiro’s rigidity theorem [1979, Theorem 3.3] that f is trivial. We do not
even need the base change 7 : C — I]J’ll( in this case.

If the image of W(Py) is a cyclic group generated by a matrix A of order p.
Note that P, is normal in I, so its image (A) is normal in the image W (/).
Now for any B € W (Ily), we have BAB~! = A’ for some i. As a result, B”~!
must commute with A and therefore B”~! is semisimple by Corollary 3.5. In
particular, B is itself semisimple. It then follows immediately from Theorem 2.3(1)
that W (/) is finite. Again by the structure of /. ; (see Remark 2.2), ¥ (/) is
the extension of (A) by a cyclic group of order n prime to p. Then after the base
change [n]p; : P\ — P\, we may furthermore assume that ¥ (1) = (A). By the
following Lemma 3.6, we see that after another base change by an Artin—Schreier
curve 7t : C — I]J’ll( of degree p. The local monodromy associated on C is then
everywhere trivial. Then by Theorem 2.3 (2) and (3), the relative minimal model
h:Y — C is at least semistable and the associated Jacobian fibration j : Pic?, /e C
has everywhere good reduction. Denoting by ¢ = 7 ~!(c0) the unique point lying
above oo, the fibre Y, admits a faithful Z/pZ ~ Aut(wr)-action on the £-adic Tate
module T;(Jac(Y,)) =~ Zzg . By construction, this action is nothing but the action
of (A) ~7Z/pZ on Zf - given by its matrix representation. Now we claim Y, is
smooth. Otherwise, Y. has more than one irreducible component of positive genus.
The number of such components is less than 2¢g —2 = p — 3 < p and hence the
Z/pZ-action fixes each irreducible component of positive genus. In particular, for
any component D, Ty;(Jac(D)) C Ty(Jac(Y,)) is a nontrivial submodule invariant
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under Z/ pZ. This leads to a contradiction to that the matrix A is irreducible over Z,.
We are done. U

Lemma 3.6. The canonical homomorphism t Hélt(Al JFp) — Hélt(Koo, k) is an
isomorphism.

Proof. We have the following commutative diagram of exact sequences derived
from the celebrated Artin—Schreier exact sequence:

k(] 425 ke HL\(AL F))
l id-—F l l
Ko Ko H (Koo, Fp)

One easy observation is that we have the following exact sequence:
00— Kk—=K[]® Oy = Ko — 0.

Here Oy = O%hll( - and K, = Frac(O4). As a consequence, by the 5-lemma:

kK——Kk[f1]® O ——» Ko

lm—F lM—F lM—F

Ke—— K[t] D Opo ————» Ko
0 —— H}(AL F,)) —» H) (Ko, )

that ¢ is an isomorphism. Here we use the fact that O is strictly Henselian, hence

id—F
Ooo—_»(/)oo

is surjective. (]
3B. Examples with nontrivial fibration of s (f) = 2.

Example 3.7. Suppose p =3, g = 1, let X be the relatively minimal surface over
Alk (with coordinate function ¢) associated to the following hyperelliptic fibration

y2 =x3+x2+xt+t2;

then X has exactly one singular fibre at t = 0, over Aﬂ(. In particular, the proper
relatively minimal model X — Pll( associated has exactly 2 singular fibre, and it is
nonisotrivial.

Proof. We can compute that j () = 2/¢>, so it is nonisotrival. ([l



320 CHENG GONG AND YI GU

Example 3.8. Suppose p =5, g =2, and let X be the relatively minimal surface
over A}( associated to the following hyperelliptic fibration:

y2 = x4+ x* =202 414,

Then X has exactly one singular fibre at = 0, over All(. In particular, the proper
relatively minimal model X — [P’ll( associated has exactly 2 singular fibre, and it is
nonisotrivial.

Proof. Similar as the above example, we can use Igusa’s J-invariants [Igusa 1960;
Liu 1994] to deduce the nonisotriviality: J, = 42, I, =0, Jo=18, Jip=41"*. O

3C. Hyperelliptic fibration with s(f) = 1. We classify those hyperelliptic fibra-
tions f: X — [P’ll( that has a single singular fibre at oo when g > 2. Denote by F),
the smooth projective hyperelliptic curve associated to the following hyperelliptic
equation y> = x? — x. According to [Roquette 1970, p. 158; Homma 1980/81, The-
orem 2], F), is the unique curve of genus g = (p — 1)/2 admitting an automorphism
of order p. Its actual automorphism group is

Aut(F,) = PGL,(F,) x Z/2Z.

Here the direct summand Z/27 is associated to the hyperelliptic involution and
PGL,(F,) € PGLy (k) = Aut(l]j’ll() is the automorphism of the underlying I]j’ll( fixing
the branch locus defined by the equation x” — x and the infinity.

Lemma 3.9. Up to conjugate, there are two nontrivial subgroups T';, i = 1,2 of
PGL,([,) as below can be realized as the Galois group of an étale cover of Alk:

(1) Ty is the p-cyclic subgroup generated by ((l)zi )
(2) T, =PSLy(F,) € PGL,(F)).

Proof. By [Raynaud 1994, Corollary 2.2.2], a finite group G can be realized as
a Galois group of Alk if and only if G = p(G), here p(G) is the subgroup of G
generated by all Sylow-p subgroups. First we note that the Sylow-p subgroup of
PGL, () is a cyclic group of order p. Next, we consider the canonical faithful
action of PGL, () on the (p + 1)-set p! (F,). One observes that there is a one-one
correspondence between points in P! (F,) and the set of Sylow-p subgroups of
PGL;([F,). In fact, the p-Sylow subgroup of PGL;([F,) is a cyclic group of order p,
it must have a unique fixed point in P!(F,). Conversely, for any point in P'(F,)
its isotropic subgroup contains a unique p-subgroup. Now let I be a subgroup of
PGL,(F,) with p(I') =T.

Case I' is contained in an isotropic subgroup. We may assume this point is t = 0o,
and we have I'; in this case.
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Case I is not contained in any isotropic subgroups. In this case, I’ must act tran-
sitively on [P! (Fp). In fact, any Sylow-p group has exact one fixed point, as I'
is not contained in any isotropic subgroup, it is transitive. Now using the corre-
spondence between Sylow-p subgroups and IPI([F,,), I" contains all the Sylow-p
subgroups of PGL,(F,). Finally it follows from the simplicity of PSLy([F,), we
have p(PGL,([F,)) =PSLy(F,). O

Theorem 3.10. Suppose f: X — I]j’ll( is a nontrivial hyperelliptic fibration of fibre
genus g such that p =2g + 1. If f is smooth over A, then there is an étale Galois
coverm : Cop — All( with Galois group T';, i =1 or 2 (as in the lemma above) such
that fo: Xo=X XpL All( — AL is obtained by

Cox Fy —— Xog=Co x F,/T;

lm lfo
Co —— Al =Cy/ T

Here the T';-action on Cy x F), is the canonical diagonal one.

Proof. By Theorem 3.1, such a fibration has to be isotrivial. So there is an étale
Galois cover 7 : Co — AL of Galois group I" such that fjj: X Xpl Co — Cy is trivial.
Namely we have an Cp-isomorphism X Xpl Co >~ F xk Cy. The natural I"-action
on the left hand side then induces an action on Cy x F. Such an action must be
diagonal since the automorphism group of F' is discrete as g(F) > 2. Shrinking
" if necessary at first, we may actually assume the I"-action on F side is faithful.
Then one must have I' C Aut(F) is nontrivial (otherwise f is trivial) and p(I') =T .
In particular, F admits an automorphism group of order p, so F is isomorphic to
F, by [Homma 1980/81] as mentioned before. We then complete our proof by the
previous lemma. ([

Remark 3.11. From the theorem, we obtain a one-one correspondence between

« nontrivial hyperelliptic fibration of genus g over I]j’ﬂ( with a unique singular
fibre at infinity, and

« étale Galois cover of Af( with Galois group isomorphic to I';, i =1, 2.

Moreover, given a nontrivial smooth hyperelliptic fibration f : Xo — Alk of
genus g = (p — 1) /2, the hyperelliptic involution o : Xo — X/ induces a flat double
cover p : Xg — Xo/o =~ P! XKAII(. The branch divisor W C Xy/o =~ P! xkAL of
p is by construction an étale cover of degree p 4 1 over the base Alk. This Galois
group is the Galois group of the smallest étale Galois cover  : Cyp — AL we need
to trivialize f : Xo — AL. The above theorem then tells us there are only three
possibilities for the Galois group of W/A}(:

(1) The Galois group is trivial, which means the fibration f is also trivial.
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(2) The Galois group is isomorphic to I'y, which gives the case I'; in Theorem 3.10.
(3) The Galois group is isomorphic to I';, which gives the case ['; in Theorem 3.10.

Example 3.12. Suppose we have case I'y in Theorem 3.10, then the equation of
fo:Xo— A}( can be written as

y2=xP —x+v(@), v(@) € K[r]

with v(¢) not equal to u(z)” — u(t) for all u(z) € K[t]. The converse is also true.

Proof. Given the equation y> = x? — x + v(t), it is easily to see that f is smooth
and the branch divisor W is disjoint union of two irreducible components: one is
the infinite section and the other one defined by x” — x + v(¢#) = 0. As a result, the
Galois group of W/ Alk is isomorphic to I';.

Conversely, if some fibration f : Xg — All( meets the case I'; in Theorem 3.10,
then W C P! x AL is a disjoint union of a section and an (open) Artin—Schreier
curve. By suitably change the coordinate of P! x Al, we can assume the section
is the infinite the section. As a result, the second component is an Artin—Schreier
curve contained in Alk Xk Alk, which must be defined by equation of formation
xP — x4+ v(t). We are done. O

Example 3.13. The smooth hyperelliptic fibration defined by the following equa-
tion:
y=x"ix+1

meets the case of I'; in Theorem 3.10.

Proof. We can directly work out Disc(x?*! +¢x 41, x” +¢) = 1, so the fibration is
smooth over A}(. This time, the branch divisor W is defined by x?*! +¢x +1=0
so the Galois group of W/Alk is clearly not trivial or of order p. U

4. Number of singular fibres, II: p <2g +1

In this section, we provide examples of hyperelliptic fibrations f : X — IP’ﬂ( of
genus g with s(f) =1 when p <2g+1.

Example 4.1. Suppose p >3, m > 1 and (m, p) = 1, and let X be the relatively
minimal surface over AL (with coordinate function ¢) associated to the following
hyperelliptic function:

y2 — xp+2m +tx2m —1.

Then Xy is smooth and nonisotrivial over AL with fibre genus g =m + pT_l

Proof. The variety X is by construction a flat double cover of I]j’ll( X Alk where the x, ¢
are the coordinate function of the vertical I]j’ll( and horizontal Af( respectively. The
branch divisor of this flat double cover consists of the infinite section By = 00 X Alk
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and another divisor B| defined by x?+2" 4-¢x?" — 1. Take v(x) = xP 2" +1x2" —1,
then v(x) — ﬁv/(x) = —1 and hence B is smooth over All(. As ByNB; =@, X is
smooth over AL. To show the nontriviality, we first note that X is clearly not trivial
over AL. Then if Xy is isotrivial, there must be an automorphism o, of each fibre
Pl xt of Pl x Al preserving the branch divisors for each t € A}.. Since co € P} x t
is the common branch point, we can assume o; fixes co. In particular, o; is an
automorphism of Al ~ Alk x t of order p. However, any order p automorphism
of Alk cannot have any fixed point, its orbit all have cardinality p and hence the
cardinality of the branch points lying in Alk xtC Pﬂ( x t is a multiple of p. A

contradiction of ptp+2m. O

Example 4.2. Suppose p >3, m=2n+1, n=1,2,... and such that (m, p) =1,
and let X{, be the relatively minimal surface over A}( associated to the following
hyperelliptic function

y2=x(xPT" 4 ex™ —1).

Then Xy is smooth, nonisotrivial over AL with fibre genus g = mTH + pT_l

Proof. One can prove following the same way as in the previous example. In this
case, Xy is realized as a flat double cover of |]3’|1( X Af( branching at By = 0 x Al
Bl =00 x Alk and B, defined by v(x) =x?" +tx™ — 1. As (v(x),v'(x)) =1, By
is smooth over the base Af( and it is clear that these three divisors are disjoint from
each other, we see that X is smooth over All(. The nonisotriviality follows from
the argument of the previous proof. In fact, if it is not, we shall similarly obtain
an automorphism o, of P}, >~ P} x t fixing 0, co of order p. This is clearly not
possible. (I

Remark 4.3. The genus occurring in Examples 4.1 and 4.2 exhausts the integers

. p—1
strictly larger than =—.

Example 4.4. Suppose p =2, and [ > 3 is odd integer. Let X be the relatively
minimal surface over Alk associated to the following hyperelliptic function
V4y=x'(?+1);

then fy : Xo — Alk has no singular fibre and is nonisotrivial, its fibre genus is
g = (I+1)/2. In particular, the proper relatively minimal model X — [P’ﬂ( associated
has exactly 1 singular fibre, and it is a nonisotrival fibration.

Proof. We consider the relative plane curve X C P? x Af( over A}( defined by
YZZZ + Yzl+1 — Xl+2 + txlzz.

Here X, Y, Z are the homogeneous coordinates of P2 and 7 is the coordinate of
A}(. By construction, X is the desingularization of X; and we carry out this
desingularization by blow-ups. It is clear that the singular locus of X is the closed
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subset defined by Z = X = 0. In particular, we only have to work over the affine
plane Y =1 over Alk and we can write out the function of X as

b+ zht = xbt +1xb2d.
Here xo = X/Y, and zg = Z/Y. Blowing up the ideal (xg, zo), we obtain the new
affine defining equation,

I+1
2+ 2 g = x3 + 1x3 7,
here z; = z1/xp. Again the singular locus is z; = xo = 0. Blowing up (z;, x9) we
have:

111*2 + le)Cl = x12 + txlzz%
with x; = xo/z1. Keeping on blowing up the singular locus again and again (adding

-1

Xi+1 = x;/z1 each step), we will finally get with m = ==,

-2k I+1-k

2 2.2
T e =X, X, 7
namely,
1+3)/2 2 2.2
zl—l—z(l % Xm =X, +1X,,27.

It is not only regular, but smooth over AL.

Next, we show that this fibration is not isotrivial. It suffices to show that the two
fibres with + = 0 and ¢ = 1 are not isomorphic. For each ¢, we write F; to indicate
the associated fibre. We see from the construction:

The double cover given by affine equation: y? 4+ y = x/(x? 4 ¢) from
the affine open subset U; = Spec(K[x, yl/(y* + y +x'(x? +1))) of F; to
the affine line A} = Spec(K[x]) is intrinsic. In fact, this morphism is the
canonical morphism F; and U, is étale locus of the canonical morphism.
In other word, to get an isomorphism of Fj and F}, we must have a linear

transformation:
U ———— Al = Spec(K[x1])
Vo
Uy ——— A} = Spec(K[xo])

with ¢ being a linear isomorphism.
So we have the following transformation:

{xo =a(x;+b),
Yo = cy1 +v(xy),
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with a, ¢ € k* and v(x) € K[x]. Note that the canonical involution transforms
preserve x and maps y; — y; + 1, we have ¢ = 1. Now compare the functions at
t =1 and t =0, we have

a2 + b))+ = x{” +xb 0P o

Compare the leading coefficient and notice that / 4 2 is an odd number, we have
+2 _
a™=1.So

142
bx'™ 4 (( —5 >b + 1>xl + (low degree terms) = v + v.

Aslisoddand ! > %, one must have (1;2)19 + 1 =0. As a consequence, we have
b =1. By now we have
(x 4 1)1+2 +xl+2 +x1 — U2 4.
By symmetry we shall have
(X+ 1)l+2 +x1+2+(x+ 1)[ — u2+u
for u(x) = v(x +1). And as a consequence,
G+ +x =@+v)>+ w+v).

One clearly checks that u, v € F»[x], in particular we have u (1) +v(1) € F,. So we
have
1=0"+1"= @) +v1)*+ (1) +v(l)) =0,

a contradiction. O

5. Small genus case I: g =2

Let f: X — Pﬂ( be a nonisotrivial relatively minimal fibration of genus 2 in
characteristic p. We already have the following lower bounds:

(1) if p > 5, then f has at least 3 singular fibres,
(2) if p =15, then f has at least 2 singular fibres,

from Theorem 1.1 and Corollary 3.2. In this section we give examples in character-
istic p = 2, 3 of nonisotrivial genus 2 fibration f : X — Pﬂ( with only one singular
fibre at oo € [P’ﬂ(.

5A. Characteristic p=3. Suppose p=3and f is smooth over Al , the Weierstrass
divisor W C Xg:=X XpL Alk is then an ét}ale cover of Af( of degree 6. It then
gives a continuous homomorphism 7 : nft(Al, n) — Sg, the latter is the 6-th
permutation group. By [Raynaud 1994, Corollary 2.2.2] and a simple group-
theoretic computation, the image of 77 in S up to conjugation can only be A4, As, As.
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Note that there are two different embeddings of As in Sg, the canonical one and the
exceptional one. The exceptional embedding As C Se is induced by the celebrated
exceptional embedding S5 — Sg. One may find this embedding as: S5 >~ PGL;([Fs)
and the latter acts naturally on the 6-element set P! (Fs) transitively.

We then give for each case an example of such f. Here we remind that ¢ is the
affine coordinate of the base Af(.

(1) [A4]: The surface fibration defined by hyperelliptic equation
y2 = x(x4 —tx+1).
Its Igusa’s J-invariants are: J, =2, J41 =0, Jog = 41, Jip=1.
(2) [As] (canonical): The surface fibration defined by hyperelliptic equation
y2=x P+ 1.
Its Igusa’s J-invariants are: J, =0, J4, =0, Jo= o421, Jyo=2.
(3) [As] (exceptional): The surface fibration defined by hyperelliptic equation
y2 =x+rxd+x+1.
Its Igusa’s J-invariants are: J, =0, J4 =0, Jog= 104263421, Jip=2.
(4) [Ag]: The surface fibration defined by hyperelliptic equation
y=xS4 P +x+1.
Its Igusa’s J-invariants are: J, =0, J4 =0, Jg= 1042642, Jip=2.

The smoothness over Af( of each example follows from the definition of J;o, which
is the discriminant of the right hand side polynomial of x. Namely, Jj9 € K* if
and only if it is smooth over A}(. The nonisotriviality directly follows from Igusa’s
invariants we give here. We also mention that the Galois groups here are calculated
by the computer software Magma Computational Algebra System.

5B. Characteristic p = 2. It has been given in Example 4.4 that the surface fibra-
tion defined by

Y +y=x"+1tx°
in characteristic 2 is a nonisotrivial genus 2 fibration smooth over A}(. One can
work out its Igusa J-invariant: J, = 12, =14 Jo=15, Jip=1.

6. Small genus case II: g =1

We consider a relatively minimal genus 1 fibration f : X — Pll( in this section. We
call such a fibration f as an elliptic fibration if f admits an section. For any genus
1 fibration f : X — [P’ll( we can associate an elliptic fibration f’:Y — P|, called as
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the associated Jacobian fibration to it. The Jacobian fibration g has the following
properties:

« if f is smooth over an open subset U, so is f’;

o the j-invariant of f coincides with that of f”.
Due to these two properties, when we study the lower bound of s( f) for nonisotriv-
ial f, it suffices to study the elliptic fibrations.
6A. Number of singular fibres for nonisotrivial fibrations. In this section, we

discuss the number of singular fibres for a nonisotrivial elliptic fibration.

Theorem 6.1 [Beauville 1981, p.99]. Suppose f : E — Pﬂ( is a relatively minimal
elliptic fibration and f is nonisotrivial. Then

(1) f has at least 3 singular fibres if p > 5;
(2) f has at least 2 singular fibres if p =2, 3.

Part (1) is proved in [Beauville 1981] and we follow his idea to prove (2).

Proof. We assume the contrary that f is nonisotrivial. The j-invariant then induces
a surjective homomorphism:

j:Pp— Py
which decomposes into
P, S N P

N,

where £ is purely inseparable and j’ is separable. Let d := deg(j").
Lemma 6.2. If p =2, 3, then j’ is wildly ramified at any point in j'~'(0).

Proof. Replace A}( by a suitable étale cover v : Cp — A!l, we may assume the
elliptic curve X XpL Co — Cop admits a level structure of level 5. Denote by M| s
the fine moduli space of elliptic curve with level 5 structure. We therefore have the
following commutative diagram:

CQ;M&:(

| )

M1’5 % Ml :AL

It then follows directly that 7 is wildly ramified at any point in 7~!(0). (]
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Once the lemma is true, note that the ramification index at j’~!'(0o) is at least
d — 1, it then follows from Hurwitz formula,

2> 2d+(d—1)+d=—1.

Here the ramification index at infinity and O is at least d — 1 and d (for sake of wild
ramification), respectively. A contradiction. (]

6B. Examples of elliptic fibrations over Pi with one singular fibre.

Proposition 6.3. Suppose K is an algebraically closed field of characteristic 3 and
f:X— I]J’Il( is an elliptic fibration smooth over All(. Then either X is trivial or we
can write out the equation of X as

y2 =x3 —x+v(),

for some v(t) € K[t]. Here t is the affine coordinate of the base A}( C IPll(. In
particular, all smooth fibres are isomorphic to the unique supersingular elliptic
curve Ey : y2 =x3—x

Proof. Considering the quotient morphism by +id on Xg := X Xpl A}(, it induces
a flat double cover u : Xg — Py := Xo/{z£id} ramified at the divisor R := X[2].
This divisor R is étale over A{( of degree 2> = 4 and contains a section, the identity
section, so we write R = Ry + R; with Ry being the identity section. Now the
branch divisor B = u(R) is a relative divisor in P ~ P! x Alk isomorphic to R. So
we can write B = By + B; with By = uw(Rg) such that By is a section and Bj is a
degree 3 étale cover of A%(. After changing of the relative linear coordinate x of
P! x Al, we may assume By is the infinite section. Then X\ {identity} is given by
a hyperelliptic equation

y>=F(x,1) €Kx, 1]

with F(x, t) being the defining equation of Bj in Af( X kAlk. Here x, t are the linear
coordinate of the two Alk—factors respectively.
Note as S3 can not be realized as a Galois cover of A, there are two possibilities:

(A) Bj is a disjoint union of three sections.

(B) B — Alk is a Galois cover.

Case (A) directly leads us to the triviality of X. Now for (B) where Bj is an Artin—
Schreier curve of degree 3. It is well known that the embedded Artin—Schreier
curves in Alk X Alk has defining equation of form

X —x4u(t)=0.
We are done then. (]
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Using Tate’s algorithm [Silverman 1994, §IV.9], we can see the special fibre at
oo for the equation y? = x3 — x 4+ v(¢) is of Kodaira type

1D if v(r) =17
(IV) if v(t) = t*;
A1%) if v(r) =1;
(aAV#) if v(t) =12

Note that these four types of reduction are all the possibility of potentially good
reduction type where the good reduction is realized by a cyclic cover of degree 3
(see, e.g., [Lorenzini 2010]).

Example 6.4 (Type I, with potentially good reduction). Taking an algebraically
closed field k of characteristic 2 and let S be the elliptic fibration over Aﬂ( defined
by the equation

y2+xy:x3+tx2+l.

One easily works out the discriminant of this equation is 1 and hence smooth
over A,l(. By Theorem 6.1, it must have potentially good reduction at oo € I]J’ﬂ(.
Applying Tate’s algorithm [Silverman 1994, §IV.9], one can show its reduction type
at oo is 1.

As is well known when p > 5, a type I fibre has potentially bad reduction (see,
e.g., [Lorenzini 2010]).
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ASYMPTOTIC BEHAVIOR OF SOLUTIONS FOR SOME
ELLIPTIC EQUATIONS IN EXTERIOR DOMAINS

ZONGMING GUO AND ZHONGYUAN LIU

This paper is concerned with the asymptotic behavior of solutions of the
problems

(0-1) —Au = ¢" in R*\B, f "™ dx < 0o,
R2\B

where B = {x € R? : |x| < 1} is the unit ball of R?, and
(0-2) A’u = ¢" in R*\B, f "™ dx < oo,
RY\B

where B = {x € R* : |x| < 1) is the unit ball of R*. It is seen that the
asymptotic behavior of solutions for (0-1) and (0-2) is equivalent to the
asymptotic behavior of singular solutions of the related problems (via the
transformation v(y) = u(x), y = x/|x|2):

03 —sp=iirteinmno, [ eV dy<co
B\{0}

and

04 Ae=prteinmo, [ pitevdy <o,
B\{0}

respectively. We obtain the exact asymptotic behavior of solutions of (0-1)
and (0-2) as |x| — oo. Meanwhile, we find that the singular solutions of the
related problems (0-3) and (0-4) in B\{0} are asymptotic radial solutions
and obtain the corresponding asymptotic behavior as |y| — 0.
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1. Introduction

In this paper, we study the asymptotic behavior of solutions for the following
problems:

(1-1) —Au =¢€" in R*\B, / "™ dx < oo,
R2\B

where B = {x € R?: |x| < 1} is the unit ball of R?, and

(1-2) A%y =¢" in RY\B, / "™ dx < oo,
R*\B

where B = {x € R*: |x| < 1} is the unit ball in R*.

The equations in (1-1) and (1-2) have roots in conformal geometry. Let (M, g) be
a complete Riemannian manifold. Associated to g, there are tensors such as the full
curvature tensor Ry, the Ricci curvature tensor Ricg and the scalar curvature S,. The
Laplace operator A, is a well-known elliptic operator on M associated with the met-
ric g. In dimension 4, the equation in (1-2) is closely related to the Q-curvature prob-
lem. The Q-curvature is similar to the scalar curvature in dimension 2. See [Chang
and Yang 1995; 1997; Graham et al. 1992; Lin 1998; Martinazzi 2009; Xu 2006].

The structure of solutions of (1-1) and (1-2) in R? and R* respectively has been
studied in [Chen and Li 1991; Lin 1998; Martinazzi 2009; Wei and Xu 1999;
Wei and Ye 2008; Xu 2006]. For a solution u € C*(R*) of the equation in (1-2),
an important fact —Au > 0 in R* can be obtained. Using the moving-plane or
moving-sphere arguments, Lin [1998] and Xu [2006] classified the solutions and
obtained the asymptotic behavior of solutions as |x| — co. Moreover, the singular
solutions of the equation

(1-3) —Au = €" in B\{0}, / "™ dx < oo,
B\{0}

where B is the unit ball in R2, have also been studied in [Chou and Wan 1994] via
the theory of complex variables. More precisely, Chou and Wan [1994] showed
that the singular solutions of (1-3) are asymptotic radial solutions and obtain the
asymptotic behavior of solutions as |x| — 0. By the transformation

X
v(y) =ulx), y=-—,
|x|
we see that the problems (1-1) and (1-2) are equivalent to the problems

(1-4) “Ayu =y ! in B\(0), / Y4’ dy < 00
B\{0}
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and
(1-5) Ajv =1y %" in B\{0}, / 1y 78" dy < o0,
B\{0}

respectively. The asymptotic behavior of solutions for (1-1) and (1-2) is equivalent
to the asymptotic behavior of singular solutions for (1-4) and (1-5). We will obtain
the exact asymptotic behavior of solutions of (1-1) and (1-2) as |x| — co. Moreover,
we will show that the singular solutions of (1-4) and (1-5) are asymptotic radial
solutions and obtain the asymptotic behavior of the singular solutions as |y| — 0 by
using the theory of PDEs. We find that the study of (1-2) is more complicated than
that of (1-1). To obtain the result similar to that of (1-1), we need to put an extra
assumption on the solution to avoid the appearance of an extra fundamental solution
of the operator A%, Our main results of this paper are the following theorems:

Theorem 1.1. Assume that u € C>(R?\B) is a solution of (1-1). Then

u(x)

(1-6) In |x|

—a as |x| — oo,

where o < —2.

Theorem 1.2. Assume that u € C*(R*\B) is a solution of (1-2) and

(1-7) u(x) =o(x>) as |x|— oo.

Then
u(x)

(1-8) —a as |x|— oo,
In |x|

(1-9) — x| Au(x) > 3 MVdy+k as |x| - oo,
2|1S°| Jr\B

where o < —4, |S?| is the surface area of the unit sphere, k is a constant.

Remark 1.3. We will see from the proof that the conclusions of Theorems 1.1 and
1.2 are still true if we assume u € C>(R?\B) and u € C*(R*\ B) respectively or
u e Cz(RZ\M) and u € C4(R4\M) respectively for some R > 1, where
and in the following, Bg(0) = {x € R?: |x| < R} or Bg(0) = {x € R*: |x| < R}.
Our assumptions in Theorems 1.1 and 1.2 are only for convenience of using some
expressions in our calculations.

As an application of Theorem 1.2, we can consider the following problem:

(1-10) A%v = e’ in B\{0}, / 'Y dy < oo,
B\{0}

where B = {y € R*: |y| < 1} and obtain the asymptotic radial symmetry result for
(1-10) in the punctured ball.
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Theorem 1.4. Assume that v € C 4(B \{0}) is a singular solution of the problem
(1-10) with
v =o(yl™) as |y|—0.

Then

where y > —4.

Similar results in R* are well-known in [Lin 1998; Xu 2006]. Liouville theorem
for harmonic functions plays the key role in obtaining these results in R*. However,
the corresponding Liouville theorem does not hold in R*\ B and the methods in
[Lin 1998; Xu 2006] cannot be used here. Moreover, we cannot show —Au > 0
in R*\ B for a solution u € C*(R*\ B) of (1-2). To this end, we need to overcome
some technical difficulties here and use some new idea to obtain the corresponding
results in R*\ B.

The organization of the paper is the following: In Section 2, we give some
qualitative properties of solutions for (1-2). The main results will be obtained in
Section 3. In the Appendix, we present some estimates used in Section 3.

2. Preliminaries

In this section, we study the qualitative properties of solutions for (1-2). This is
crucial to the proof of Theorem 1.2.
Letue C4(IR§4\B) be a solution of problem (1-2) and

X
v =u(x), y=—.
| x|
Then v € C*(B\{0}) satisfies the problem
en M=l nsoL [ ity <.
B\{0}
where B C R* is the unit ball. Moreover,
(2-2) v =o(yl™ as [y|—>0.

It is easy to see that O is a nonremovable singular point of v. Using the fact that

/ |y|—SeU(y)dy=/ eudx,
B\{0} R*\B

we have

1 1
23) oo / Y80 dy = |SY) / PSP dp = IS / p=5e dp,
B\{0} 0 0
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where p = |y|, |S?| is the surface area of the unit sphere and

1

17(,0)::—/ v(p,0)do forall p € (0,1).
ISHES

In the following, we first consider the asymptotic behavior of v(p) as p tends to 0.
Lemma 2.1. Let v € C*(B\{0)}) be a solution of (2-1) satisfying (2-2). Then
(2-4) — =B as p—0,
Inp
where 8 > 4.
Proof. Note that v(p) satisfies the problem
1
A’5=p78e%in (0, 1), / p2e%(p)dp < 0.
0

By (2-2), we find

(2-5) 0(p) =0(p 7).
Step 1: We claim that if lim,_,¢o 030’ (p) exists, then it must be 0, i.e.,
(2-6) lim p3%'(p) = 0.

p—0

On the contrary, there is M # 0 (M maybe £o0) such that lim,_, P30 (p) = M.
We consider two cases:

i M =0,
(i) M <O.
For the case (i), we have that there exist My > 0 and oy > 0 such that
2-7) 0'(p) = Mop~> for all p € (0, po).
Integrating (2-7) on (p, pp), we obtain
(2-8) 9(p) < =3 Mop ™2 +0(po) + 3Mopg” for all p € (0, po),

which is a contradiction with (2-5).
For the case (ii), we have that there exist pg > 0 and My < 0 such that

(29) ¥'(p) < Mop™> for all p € (0, po)-
By integrating (2-9) on (p, po), we see

9(p) = =3 Mop ™2 +0(po) + 3Mopq  for all p € (0, po).
This also contradicts (2-5). Thus, our claim (2-6) holds.
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Step 2: We claim that there is a negative constant M satisfying
(2-10) lirr%) 03 (AD) (p) = M.
p—

Since v(p) satisfies the equation
(2-11) (02 (AD) (p)) = pe® forall p € (0, 1).

Then f(p):= p3(AD) (p) is an increasing function and hence lim,_,¢ f(p) =M <
oo exists and M maybe —oo. For € > 0 sufficiently small, by integrating (2-11) on
(e, 1), we get

1
(2-12) (AD) (1) — €} (AD) () = f p~e'(p) dp.

Since fol p e (p) dp < oo, we easily see that M > —oo0.
We next show that M < 0. On the contrary, we have

(2-13) (AD) (p) = (M+ /p t—Se_v(t)dz)p—3 > 0 for all p € (0, 1).
0

Thus lim,_,o Av(p) = M 1 < oo exists and M 1 maybe —oco. We now consider three
cases here:

(@) M >0,
(b) M, =0,
(©) M, <O.
For the case (a), we have that there exist p; > 0 and 0 < M| < %M 1 such that
Av(p) = M for all p € (0, py).
Hence,
(0’5 (0)) = M1p> > 0 for all p € (0, p1)
and
lim p39'(p) exists.
p—0
By Step 1, we find
lim p3%'(p) = 0.
p—0

On the other hand, since M | < 00, we see that there exist po > 0 and M, > oM 1
such that

(2-14) (p*0'(p)) < Map? for all p € (0, p2].
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Integrating (2-14) on (0, p), we infer

V' (p) < 1 Map for all p € (0, pal.
Thus

(2-15) v(p) = C > —oo forall p € (0, p2].

This contradicts the fact that

1 1 1
ecf p‘sdpif p‘se”(")dpsf p e’ (p)dp < oo.
0 0 0

For the case (b), we see that there exists p3 > 0 such that
Av(p) =0 for all p € (0, p3).
By Step 1, we see
lim p3%'(p) = 0.
p—0
Similarly, there are ps4 > 0 and M3 > O satisfying
(2-16) (0*0' ()" < M3p® for all p € (0, ps].

We can also derive a contradiction from (2-16) as in the proof of the case (a).
For the case (c), we see that there exist ps > 0 and —o0 < %Ml < M4 < 0 such
that

2-17) (0’0 (p))' < Map® < 0 for all p € (0, ps].
By Step 1, we get

lim p3%'(p) = 0.

p—0
Integrating (2-17) on (0, p), we obtain

¥'(p) < {Map forall p € (0, ps]
and
9(ps) — 0(p) < gMa(p3 — p*) for all p € (0, ps],
which implies
v(p) = C > —oo for all p € (0, ps].
This is a contradiction with (2-3).

Step 3: We prove (2-4).
In view of (2-10) and (2-11), we deduce that

(2-18) (AD) (p) = (M + /p sTev(s) ds)p—3 = (M +n(p))p~" for p near 0,
0
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where n(p) = Op s2ev(s) ds. Since M < 0, we see that lim,_,0 Av(p) = y exists.
As in Step 2, we infer

(2-19) lim p3%'(p) = 0.
p—0

Integrating (2-18) on [p, p«], we obtain

P

Aipn) — A5(p) = ~4M(p:2 =5+ [ (o) ds for p e 0.0

P
where p, > 0 is sufficiently small. Then

Ox
AB(p) = Ab(ps) + 3 Mp,* = sMp > — f n(s)s > ds for p € (0, ps)
P

and
(2-20) (p*'(p))

= [Av(p) +3Mp; %0 = 3Mp — p f
P

P
r](s)s_3 ds for p € (0, py).

Integrating (2-20) on (0, p] and using (2-19), we have
221) ¥'(p) = 3[A05(ps) + 3 Mp, 2 ]p — gMp7!
—p3 fop 3 /p* n(s)s > ds dt for p € (0, py).
t
Integrating (2-21) on [p, p«], we deduce
(2-22) B(p) = (ps) — §[AB(px) + 3Mp; ] (07 — p*) + M (In p, — In p)
+/‘ﬂ* g3 /OS 13 /p* n(s)s > ds dt de for p € (0, py).
P t

Note that
P & P
/ 53/ t3f n(s)s > dsdtd& = 0,(1)Inp+ O(1) for p near 0.
P 0 t

Then
v(p)
—

(2-23)
Inp

B as p—0,
where 8 = —%M. Since fol p 2" dp < 0o, we easily see that f > 4 and this
completes the proof of this lemma. (]

Next, we need the following key lemma. Similar results are well-known from
[Lin 1998; Wei and Xu 1999; Xu 2006] for solutions of the equation of (1-2) in
R* by using the fact that —Au > 0 in R*. However, we cannot obtain such “nice”
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property for solutions of (1-2) in R*\ B. To do so, we will use some new arguments
here, which are interesting themselves.

Lemma 2.2. Let u € C*(R*\B) be a solution of (1-2) and (1-7) hold. Then, there
is a constant C such that

(2-24) u(x) <C for xeR"B.
Moreover,
(2-25) Au(x) -0 as |x|— oo.

Proof. We divide the proof into several steps.

Step 1: We first show that
(2-26) limyy | 0o Au(x) < 0.

Suppose mm_)ooAu(x) > 0. Then, there is a sequence {x;} C R“\B with |x;| — o0
as k — oo and € > 0 independent of k, such that

Au(xy)>e >0 for k>1.
Let w = —Au. Then

Au+w=0inRN\B, Aw+e*=0in R"\B.
Define

1
ﬁk(r)=—/ u(x)do, 0=<r <%xdl.
[0 B (xi)| JoB, (x) 2
Using Jensen’s inequality, we have
(2-27)  Aiig+wx =0 forr € [0, 3lxel], Ay +e™ <0 forr € [0, 3lxil]-
Since r31D,/((r) < 0, we find that

wi (r) < wi(0) < —e.

By (2-27), we have

(i) = er’,

which implies
iy (r) > Jer.

Integrating both the sides, we deduce
it (r) > it (0) + ger? for all r € (0, §|xl].
Note that itx (0) = u(xz) = o(|xx|?) for k sufficiently large, we find

i (S1xc) = (e +o(D) (Sxxl),
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which contradicts the fact u(x) = o(|x|?) as |x| — oo.

Step 2: We show
liancl—)ooAu(x) > 0.

On the contrary, there exist € > 0 and a sequence {x;} C R*\ B with |x;| — oo as
k — oo such that

Au(xy) <—e for k>1.
Setting vi(y) = u(x), y = x — xi, we see that

Auve=e",  Ay(0) = Acu(xy) < —e.

Let
u(y) = ix% w(r) = |aB,1(0)| /aa,«» 2 (y) do for r € [0, §|xil].
Then, z;(0) =1 and o
- el
A= )
Integrating on (0, ) yields
1

(2-28) rz(r) = eV dy < 0.

Av(0)[S3 /B, 0)

For any fixed R > 0, we have

/ e Mdy < / 'Vdy -0 as k- oo,
Br(0) By 172 (xi)

Therefore, it follows from (2-28) that

Z,’((r) — 0 uniformly for r € (0, R] as k — o0,
which implies
(2-29) Zx (r) — 1 uniformly for r € [0, R] as k — oo.
On the other hand, we see that, for r € [R, %|xkl],

F3

|Av OIS I3, 20

Integrating both sides on [R, ], we find

(2-30) -z, (r) < e Wy,

1
—zk(r) <
2R Av(O)[IS?] B, 00

(2-31) 0<7Zk(R) e dy -0
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uniformly on r € [R, %|xk|] as k — oo. By (2-29) and (2-31), we deduce
(2-32) Zx (r) — 1 uniformly on r € [O, %|xk|] as k — oo.
Hence, for k sufficiently large, we have
Avr(r) < 1A (0) < —%e for re 0, 3lxl]-
Using the similar arguments as in Step 1, we infer
- — 2
Ok (5 1xil) = Bk (0) < =G M (51xx1)
and
- 2
ik (5 1xkl) < — (76 M +o(D) (3 1xl)™

This contradicts the fact u(x) = o(|x|?) as |x| — oo.
Combining Steps 1 and 2, we can obtain

(2-33) lim Au(x)=0.

|x]—00

Step 3: we show (2-24). On the contrary, there is a sequence {x;} C R*\ B with
|xx| — o0 as k — oo such that u(x;) — oo as k — oo. Setting vi(y) = u(x),
y = x — xy, we see from (2-33) that, for k sufficiently large,

Ayvi(y) = = for all y € By, 2(0),
where ¢ is a positive constant. Thus

At(r) = =9 for all r € (0, 3]xc].
Then, for k sufficiently large,

U (r) > 0(0) — 397 for all r € (0, §|x¢|]

and
(2-34) ) > 0 I8 > b= for all 7€ (0, Lixel],

for some M > 0 suitably large. Note that u(x;) — 0o as k — oo. From (2-34), we
have

2
/ O dy > M|S?| / B t28 gy o 0,
By 172 (xx) 0
which is a contradiction with

/ Vdy >0 as k— oo. O
By 172 (xk)
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3. Proof of the main results

In this section, we present the proof of Theorems 1.1 and 1.2. The proof of
Theorem 1.1 is simple by using the result in [Chou and Wan 1994]. We mainly
concentrate our attention to the proof of Theorem 1.2.

Proof of Theorem 1.1. Let u € C>(R*\B) be a solution to (1-1). Using the
transformation

X
v(y) =u(x), y= S

we see that v € C2(B\{0}) satisfies the problem
GD —au=bitenmoL [ ey <o,
B\{0}

It is clear that O is a nonremovable singular point of v. To obtain the asymptotic
behavior of u(x) as |x| — oo, we only need to obtain the asymptotic behavior of
v(y) as |y| = 0.

Let w(y) =v(y) —4In|y|. We find that w(y) satisfies the problem

(3-2) —Aw =¢" in B\{0}, / "M dy < 0.
B\{0}
It follows from [Chou and Wan 1994, Theorem 5] that
(3-3) OO) gy as Iyl 0,
In|y|
where o > —2, which implies
(3-4) Y0) L g s yl— o,
In|y|

where 8 = By + 4 > 2. Therefore, (1-6) can be obtained from (3-4) and the proof
of Theorem 1.1 is complete. (]

Proof of Theorem 1.2. Define

! X =Y\ uc
3-5 w(x) = In( Z2=2) "0 g
o =365 Juy "7 )
and
1
(3-6) tI)(r):—/ w(y)do, r>1.
[0B-(0)] JyB,(0)

Then, we have

A’w(x) = —e"™ and A?(u 4+ w)(x) =0 for x € R*\B.
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Note that u is upper bounded, as in [Lin 1998], we can deduce

! Lo gy

(3-7) P
2|S3| Jravs |x = yI?

and
Aw(x) >0 as |x|— oo.

Set ¥ = u 4+ w. Then A%y = 0in R*\B. Let k(t,0) = ¥ (r, 0), k(1) = ¥ (r),
t=Inr,r =|x|,r > 1. Then A%y (r) =0, r > 1. By Lemmas 2.1, A.1, we know

k(1)

T—)Olo—ﬂ as t— oo,
where |

— »
ap = e dy.
41S3| Jp\B

Define
Then
(3-8) e 4z, 4200z + A2z =0, (1,6) € (0,00) x S
Let

oo m;

20.0) =" )0} ®.

i=1 j=1
where Q{ (0) is an eigenfunction corresponding to the eigenvalue o; of the problem
A2Q=0Q, 0€S°.

It is known from [Guo et al. 2015] that o; = )Li2, Ai=iQ2+i), mi =(1+i)?is the
multiplicity of o; and Q{ also satisfies

—ApQl =30/, 6eS.
Hence for each (7, j) withi =1,2,...,j=1,2,...,m;,
(3-9) @)D =204 + 2 () + 27 (@) =0.
The characteristic equation of (3-9) is

@ 202412 +AF=0

and the corresponding characteristic roots are given by

W= 2 n 2T o) = 24021
=2t =T, o) =24 =2/ T4,
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Moreover,

rz(i) < rf) <0< r3(i) < rl(i).

By the standard ODE theory, we see that there is 7 >> 1 such that for t > T

) (i) (i) (@)
t_i_Bze‘[z t+B3e‘E3 t+B4eT4 I‘

. (i
z) (1) = Bjen

Since |z(¢, 0)| < Ct, we have By = B3 =0. Thus

i @) (@)
7/ (t) = Bre™ '+ Bye™ !

and

Bo=0(M)e ™7, By=0(Te 7.
Thus ) .

26y = 0(M)e™ D 1 o(Tye™ T,

Let Z2(t) = Y2, Z;ﬁl[z{ (1)]%. Note that tz(i) < 7:4(i) < 0, then

o0 o
(i) (i) (i) (1
Zz(t) < CT E mi(eztz (t—T) e2r4 (th)) < CT § mi€2r4 (t-T) < CTeZ‘E4 (th)’

i=1 i=1

where C is a positive constant independent of ¢. Here we have used the fact that for
t>T,:=10T,

nm; i+ _ @
lim L 2w =) a=1) < 2-T) <

1
i—oo m; 2

Note that || Qlj lz2(s3 = 1 for each (i, j). Hence

(1) (D
Izl 23y < Ce™ 1) < Ce™ .

By the interior L>-estimate of (3-8) in (t — 1,7+ 1) x S3, we obtain

(1)
(3-10) |2(2,0)] < Cllzll 2 -1.141)x5%) < Ce™ !

which implies

max |z(t, 0)| < Ce™ ' for 1€ (Ty, 00).
0eS?
Since rf) = —1, we find
u(x) =—w) +¥(x)+0(x|™").

By Lemma A.1, we see

w(x)
In |x|

— oy as |x]|— oo.
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Therefore
3-11) im YN g gea
[x]—o00 In |X|
Next we show
(3-12) —[xPAu(x) > == MOdy+k as |x| — oo,
2|S°| Jra\B

where « is a constant.
Thanks to (3-7), (3-11), we deduce

(3-13) Ix|? Aw(x) — e"Mdy as x| — oco.

2I1S3| Jra\ B
Let h(x) = A+ w)(x),
1
[0B(0)] JyB,(0)

Since limjy|— 0o A(u + w)(x) = 0. Then, we see that lim, o 2(r) =0,

h(r) = h(y)do.

Ah(r) =0 forall r € (1, 00).
Then, there is a constant ¢ such that

(3-14) I (r)=cr=3 forall r € (1, 00).

By integrating (3-14) in (r, c0), we obtain

(3-15) h(r)=—kr~?, where «=1c.
To obtain (3-12), we only need to show

(3-16) Ix|?(h(x) —h(|x])) > 0 as |x| —> oo.

Let

z2(t,0) =h(r,0) —h(r), t=Inr.
Then z(¢, 6) satisfies
(3-17) 2u(t,0) +22,(t,0) + Apz(1,0) =0, (t,0) € (0,0) x S°.

Set

oo m;

20.0) =Y " 00} ®.

i=1 j=1

347

where Qlj (0) is an eigenfunction corresponding to the eigenvalue A; of the problem

—AgQ =10, 6H€eS’.



348 ZONGMING GUO AND ZHONGYUAN LIU
It is well-known that A; = i(2+i) and m; = (1 + i)? is the multiplicity of A;. Then
z{ (¢) satisfies
(3-18) @) () +2E]) 1) = 2iz] (1) =0, 1 €(0,00).
The characteristic equation of (3-18) is
2427 — ri =0,
whose characteristic roots are given by

tV=-1-14x%<0 and o) =—-14+/1+%>0, i=12,...

Therefore, for T > 1 and t > T, we see that
; 0 0 ,
z/(t) = Ae" ' + Be™ !, where A, B are generic constants.

Using the fact that 4 (x) is bounded and hence z(z, 8) is bounded, we deduce that
B =0and _ o o
() =Ae"" with A=0(e 7 .

Hence, for j =1, 2, ..., m;, we have

dy=0men D forall 1 > T.
Since

mi i+ _ )
i+l 20V —r-T) < p20-T) _ |

lim 3

i—oo m;

Thus, for t > 10T, we obtain

OO .
(3_19) ”Z”iz(SK) < C Zmieztl(l)(t_T) < Cerl(l)t,

i=1
where C > 0 is independent of ¢.

For any fixed (¢, 0) € (T, + 1, 00) X S3, by the interior L*°-estimate of (3-17)
in(t—1,7+1) xS, we obtain from (3-19) that
0

(3-20) 12(8,0)] < Clizll 2—14 1057 < CeN
where C > 0 is independent of ¢. Thus

(3-21) max |z(¢, 0)| < Ce™> for t € (T, 00).
9eS?

Therefore, for |x| > 2¢T+, we have
|x[?|h(x) = h(|x])| < Clx| 7",

where C > 0 is independent of |x|. Then (3-12) holds and the proof of the theorem
is complete. (]
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Now we are in the position to give the proof of Theorem 1.4.

Proof of Theorem 1.4. Let w(y) = v(y)+ 8In|y|. Then w(y) satisfies the problem
Aw = |y|~%¢¥ in B\{0}, / Iy 8" ™ dy < 00.
B\{0}

It is known from the proof of Theorem 1.2 and Remark 1.3 that

w(y)—>,8 as |y|—0
Iny|
with 8 > 4. Then we have
v(y) — as |y|—0
In|y|
with y = 8 — 8 > —4. This completes the proof of the theorem. ]

Appendix: Some estimates

In this section, we shall present some estimates used in the proof of Theorem 1.2.
The proof is similar to that in [Lin 1998]. For the reader’s convenience, we give the

proof.
Let u be a solution of (1-2). Define
(A-1) oy = 4|;3| s e dy,
(A-2) w(x) = 4|;3| s ln<%>eu(y) dy.
(A-3) w(r) = ISB:—(O)I /(;B,(O) w(y)do forr > 1.

Lemma A.1. Let u be a solution of (1-2) and v(r) is defined in (A-3). Then

(A-4) llfl(|fc)| —ay as |x|— oo,
w(r)
(A-5) —ag as r — oo.

Inr
Proof. We only need to show (A-4). We first show that

(A-6) w(x) <agpln|x|+ C, where C is a positive constant.

For |x| > 4, we split R*\ B = Q; UQ, where Q; = {y e R\ B : |y — x| < 1|x[},
Q ={yeR"\B:|y—x|> j|x|}. For y € Q;, we have

1
Iyl = Ixl=lx =yl = 5lx[ =[x =yl
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Then In(jx — y|/[y]) < 0. Note that |x — y| < |x[ +[y| < [x||y] for |x], |y[ = 2.

Since 3 > |x — y|/|x| > § for [x| > 4, |y| < 2. Thus, we find

Injx—y|<In|x|+C.

Then
1 X =Y\ uty
w(x) < ln(—)e”(’) d
4153 Jo, U] Y
1
< lnlxI/ MVdy + —— (C —In|yhe"™ dy
4|83 @ 4S3| Jayn(yi<z)

<ogln|x|+C.

Next, we claim that for any ¢ > 0, there exists R = R(e) > 0 such that for |x| > R,

(A-T) w(x) > (ag — 3¢) In|x| + In(lx — y)e*© dy.

41S3 Jg, )

We decompose R*\B into A, A> and A3, where A| ={y: 1 < |y| < Ry}, Ar =
{yily —xl = 3xl Iy = Ro}, A3 ={y: |y —x| > 3lx.y| = Ro}. Forany & > 0,
choosing Ry large, and taking |x| sufficiently large, we have

Ix yl SO

——In|x]| O dy

dy —
4|S°| R4\ B

4|§3|

|x y| S0) 1 u(y) 1
In |x dy — In |x e Ydy > —Zeln|x|.
—4|S3 8 '/ E ||y| Y gy M e = masin

Then

|x—y|> u(y)
n( —=)e dy > ——s In|x
2187 J., (%5 yz (0= ge) Inl

Since |y| < 2|x| in A;, we find

Ix yl SO
d
4|§3| Y

e In(jx — ye“? dy — InQ2lx]) | “® dy.
41S3 Jp, ) 4|S3| A

For As, if [y| <2|x], |x — y| > Sx| > $1y[. If [y = 2|x], [x — y| > [y] — x| = 3]y
Then |x — y|/|y| > §. Hence

1 lx =y
e [ (P2 ay = nd [ O dy,
41| /A Iyl Y= 4|S3| W

Therefore, our claim follows.
Let 69 small, Ry sufficiently large such that

(A-8) / 0 dy < 8, |x] = Ro.
By (x)
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Set h be the solution of
A%h =" in B4(x), h=Ah=0on dBs(x).

By [Lin 1998, Lemma 2.3], we find, for small &y > O,
(A-9) / pealaed] dy <o,
By (x)

where o > 0 is independent of x.
Let ¢ =u — h. Then

A% =01in Bs(x), A¢@=Au, ¢ =u on dBs(x).
Setting ¢ (y) = —A¢(y), then
A¢p =0in B4(x), ¢ = —Auon dBy(x).
By Lemma 2.2, we see that Au is bounded. Thus

lp ()| <co, y€Bax).
Note that
Ap = —¢ in B4(x), ¢ =u on dBy(x).

By the elliptic estimates, we have

sup @ < CUle  lIL1Byry) + 10lLaB0))s g > 2.
By (x)

Since ¢ =u — h, then ¢ < u™* + |h|. Thus

N . 1/2 12
/ o dy < Cf 2 gy < C(/ St O) dy) (/ O dy> .
B (x) B (x) B (x) B (x)

Note e < 1+4¢€", we find that SUPg, (x) px)<C,u<C+1h()|,y € Bi(x). Then

/ 210 gy < C/ 20 gy < .
B (x) By (x)

172 1/2
< (f In? |x — y| dy) </ e dy) <C.
B (x) Bi(x)

By (A-7), we deduce, for |x| large enough,

Thus

/ In(|x — y)e*™ dy
B (x)

(A-10) w(x) > (g — &) In |x].

In view of (A-6),(A-10), we can obtain (A-4). O
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ULRICH ELEMENTS IN
NORMAL SIMPLICIAL AFFINE SEMIGROUPS

JURGEN HERZOG, RAHELEH JAFARI AND DUMITRU 1. STAMATE

Let H € N be a normal affine semigroup, R = K[H] its semigroup ring
over the field K and wg, its canonical module. The Ulrich elements for H are
those & in H such that for the multiplication map by x” from R into wg, the
cokernel is an Ulrich module. We say that the ring R is almost Gorenstein
if Ulrich elements exist in H. For the class of slim semigroups that we
introduce, we provide an algebraic criterion for testing the Ulrich property.
When d = 2, all normal affine semigroups are slim. Here we have a simpler
combinatorial description of the Ulrich property. We improve this result for
testing the elements in H which are closest to zero. In particular, we give a
simple arithmetic criterion for when is (1, 1) an Ulrich element in H.

Introduction

Let H be an affine semigroup in N and K[H] its semigroup ring over the field K.
In this paper we investigate the almost Gorenstein property for K [H] taking into
account the natural multigraded structure of this ring, under the assumption that H
is normal and simplicial.

The almost Gorenstein property appeared in [Barucci and Froberg 1997] in
the context of 1-dimensional analytical unramified rings. It was extended to
1-dimensional local rings by Goto, Matsuoka and Thi Phuong [Goto et al. 2013], and
later on to rings of higher dimension by Goto, Takahashi and Taniguchi [Goto et al.
2015]. Let R be a positively graded Cohen—Macaulay K -algebra with canonical
module wg. We let a = —min{k € Z : (wg)r # 0}, which is also known as the
a-invariant of R. In [Goto et al. 2015], R is called (graded) almost Gorenstein (AG
for short) if there exists an exact sequence of graded R-modules

(D) 0— R— wgr(—a)— E — 0,

where E is an Ulrich module, i.e., E is a Cohen—Macaulay graded module which
is minimally generated by e(E) elements. Here e(E) denotes the multiplicity of E
with respect to the graded maximal ideal in R.

MSC2020: primary 05SE40, 13H10; secondary 13H15, 20M25.
Keywords: almost Gorenstein ring, Ulrich element, affine semigroup ring, lattice points.
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Let H € N be an affine semigroup whose associated group is gr(H) = Z¢. We
denote C the cone over H. Assume H is normal, i.e., H = C NZ4, equivalently,
the ring R is normal. Then R is a Cohen—Macaulay ring [Hochster 1972] and a
K -basis for the canonical module wg is given by the monomials with exponents
in the relative interior of the cone C [Danilov 1978; Stanley 1978], i.e., in the set
wy = 7% Nrelint C. In the multigraded setting that we want to consider here, there
does not seem to be any distinguished element in wpy to replace the a-invariant in
the short exact sequence (1). In this sense, we propose the following.

Definition 3.1. For b € wy consider the exact sequence
2) 0— R— wr(b) - E— 0,

where 1 € R is mapped to u = x? and E = wr/uR. Then b is called an Ulrich
element in H, if E is an Ulrich R-module.

If H admits an Ulrich element b, then we call the ring R = K[H] almost
Gorenstein with respect to b, or simply AG if H has an Ulrich element.

The Gorenstein property has attracted a lot of interest due to its multifaceted
algebraic and homological descriptions. For rings with a combinatorial structure
behind, there are often nice characterizations of the Gorenstein property. Scratching
only at the surface, we mention that Gorenstein toric rings were characterized by
Hibi [1992], and for special subclasses the results are more precise; see [De Negri
and Hibi 1997; Hibi 1987; Hibi et al. 2019; Dinu 2020].

The almost Gorenstein property was characterized for determinantal rings in
[Taniguchi 2018], numerical semigroup rings in [Nari 2013] and Hibi rings in
[Miyazaki 2018].

In this paper we investigate the Ulrich elements in H under the assumption that
the normal affine semigroup H C N is also simplicial, i.e., the cone C over H
has d = dimg aff(H) extremal rays. That will be assumed for the rest of this
introduction, too.

Next we outline the main results. We denote ay, ..., a; the primitive integer
vectors in H situated on each extremal ray of the cone C, respectively, and we call
them the extremal rays of H. They are part of the Hilbert basis of H, denoted By,
which is the unique minimal generating set of H.

When H is normal and simplicial it is known that the monomials x%, ..., x%
form a maximal regular sequence on R. A first result that we prove in Proposition 2.2
is that for any b # 0 in H the sequence x?, x® —x%, ... x% —x% is regular, as
well. Let J = (x% —x% : 1 <i, j <d)R. The next technical result is vital in our
study of Ulrich elements. Namely, in Theorem 2.4, we show that J is a reduction
ideal of m modulo the ideal x? R, if and only if for any ¢ € By \ wy the sum of
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the coordinates of ¢ with respect to the basis ay, ..., a4 is at least one. The normal
and simplicial semigroups with that property are to be called s/im.
In this notation, we provide the following characterization.

Theorem 3.2. Let H be a slim semigroup and b € wy. Then b is an Ulrich element
in H if and only if mwg C (x®R, Jwg).

This result allows to produce first examples of semigroups with Ulrich elements;
see Examples 3.5, 3.4.

In the next sections we focus on making more explicit the AG property in
dimension two. Let H be any normal affine semigroup H € N2 It is automatically
slim since it is simplicial and By \ {a1, a2} € wy (see Lemma 1.1). We denote by
ai, a, its extremal rays. In Theorem 4.3 we prove that any element b € By \ {a;, a»}
is an Ulrich element in H if and only if for all ¢y, ¢; in By one has

citeoe(a+H)U(a+H)UbB+ H).

Equivalently, if for all ¢y, ¢; € By so that ¢y, ¢; € Py it follows that ¢; +¢, e b+ H.
Here Py = {}1a; + Aa; : 0 < Ay, Ay < 1} is the fundamental parallelogram of H.

Based on this result, in Section 4 we find examples with zero, one, or several
Ulrich elements in By.

We prove in Lemma 5.1 that for any H € N? as above, the semigroup ideal
wg has a unique minimal element with respect to the componentwise partial order
on N2 We call it the bottom element of H. This definition naturally extends to
higher embedding dimension, but when d > 2 not all normal semigroups in N“
have a bottom element.

However, bottom elements, when available, are good candidates to check against
the Ulrich property. We prove that when H € N is a slim semigroup such that

o (Proposition 3.6) the nonzero elements in H have all the entries positive and
b=(1,1,...,1) e wy, or

e (Proposition 5.5) d =2 and b the bottom element in H satisfies 2b € Py,

then b is the only possible Ulrich element in H.
These results motivate us to find more direct criteria for testing the Ulrich property
of the bottom element. Our attempt is successful when d = 2.

In the following, H is a normal affine semigroup in N? with the extremal rays
a; = (x1, y1) and ay = (x2, y») with a; closer to the x-axis than a,. Considering
b = (u, v) the bottom element of H, for i = 1,2 we define H; to be the normal
semigroup with the extremal rays b and a;. We denote H;* = relint Py, N 7? for
i =1,2. We show:
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Lemma 5.12. For b the bottom element in H the following are equivalent:

(a) b is an Ulrich element in H.
(b) Fori=1,2,if p,q € H then p+q ¢ H;".
We shall say that H is AG1 if point (b) above is satisfied for i = 1 and we call it
AG2 if it holds for i = 2.
Thus the bottom element is an Ulrich element in H if and only if H is AG1 and
AG2. This calls for a better understanding of the points in H;" and H;. Lemma 5.16

shows that H* has |vx; —uy;|— 1 elements, fori = 1, 2. An immediate consequence
of independent interest is the following Gorenstein criterion.

Corollary 5.17. With notation as above, the ring K[ H] is Gorenstein if and only if
vX] —uy; =uy; —vxp = 1.

The x-coordinates of points in H|" are distinct integers in the interval (u, x1).
Moreover, if for any integer i we consider the integers ¢;, r; so thatiy; = gjx| +r;
with 0 <7; < x; then any integer k € (u, x) is the x-coordinate of some p € H; (i.e.,
k € wy(H{)) if and only if gy = v—1+gi_y, or equivalently, if ry > x1 — (vx; —uy).
In that case, p = (k, g + 1). These observations (detailed in Lemma 5.18) allow
us to test the AG1 property as follows.

Proposition 5.20. The semigroup H is AG1 if and only if ri,+r¢ <2x1—(vx;—uyp)
for all integers k, £ € w1 (H{") with k + € < x;.

When the bottom element is (1, 1) (i.e., y1 < x1 and x3 < y;) we can describe
recursively the points in H;.

Lemma 6.1. Assume (1,1) € wy and H{ # @. Letn = |H{| = x; —y; — L
Recursively, we define nonnegative integers £y, ..., ¢, and sy, ..., S, by

x1=21(x; —y1)+s1, with s <x1—)Y1,

and
yi+sicr=4i(x1 —y1)+s; with s; <x1—y1,

fori=2,...,n. Then

' t
Hf:{Ptz(Ct,dt)ictzt'i‘ZEi, d,:ZEi, t=1,~~7n}'
i=1 i=1

A similar description is available for points in H;. A little bit more effort is
necessary to obtain the following arithmetic criterion for the Ulrich property of
(1, 1). The effort is compensated with the simplicity of the statement.

Theorem 6.3. Assume (1, 1) € wy. Then (1, 1) is an Ulrich element in H if and
only if x; = 1 mod(x; — y;) fori =1, 2.
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Consequently, by Corollary 6.4, if x;yjx2y> # 0 the ring K[H] is AG if and
only if x; = 1l mod(x; — y;) fori =1, 2.

In Section 7 we discuss another extension of the Gorenstein property for affine
semigroup rings. According to the definition proposed in [Herzog et al. 2019],
any Cohen—Macaulay ring K[H] is called nearly Gorenstein if the trace ideal
tr(wgn)) contains the graded maximal ideal of K[H]. For one-dimensional rings,
the almost Gorenstein property implies the nearly Gorenstein property, but for rings
of larger dimension there is no implication between these two properties. We prove
in Theorem 7.1 that when H is a normal semigroup in N? the ring K[H] is nearly
Gorenstein. Example 7.2 shows that the statement is not valid in higher embedding
dimensions.

1. Background on affine semigroups and their toric rings

In this paper all semigroups considered are fully embedded, i.e., when writing
H < N we shall implicitly assume that the group generated by H is gr(H) = Z¢.
A subset H € N is called an affine semigroup if there exist ¢y, ..., ¢, € H such
that H = ) ;_, N¢;. Moreover, H is called a normal semigroup if for all & in N4
and n positive integer, nh € H implies that h € H.

Let K be any fieldand H =) ;_, N¢; C N“. The semigroup ring K[H] is the
subalgebra of the polynomial ring K [x1, ..., x4] generated by the monomials with
exponents in H. Then H is normal if and only if the semigroup ring K[H] is
integrally closed in its field of fractions [Bruns and Gubeladze 2009]. The normality
for H is also equivalent to the fact that H contains all the lattice points of the
rational polyhedral cone C that it generates, i.e., H = C N Z%, where

-
C = {Zkici 1 Ai € R, fori:l,...,r}.
i=1

The dimension (or rank) of H is defined as the dimension of aff(H ), the affine
subspace it generates. The latter is the same as aff(C).

Let (-, - ) denote the usual scalar product in R% Given n € R¢\ {0}, the hyperplane
H, ={z € R?: (z, n) = 0} is called a support hyperplane for C if (z, n) > 0 for all
z € C and H, N C # @. In this case, the cone H, N C is called a face of C and its
dimension is dim aff(H, N C). Let F be any face of the cone C. When dim F =1,
the face F is called an extremal ray, and when dim F = d — 1, it is called a facet
of C. The normal vector to any hyperplane is determined up to multiplication by
a nonzero factor; hence we may choose ny, ..., ns € 74 to be the normals to the
support hyperplanes that determine the facets of C and such that

C={zeR%:(z,n;)>0, fori=1,...,s)}.
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The unique minimal set of generators for the semigroup H is called the Hilbert
basis of H and we denote it as By.

It is known that the cone C has at least d facets and at least d extremal rays.
When C has d facets (equivalently, that it has d extremal rays) the cone C and the
semigroup H are called simplicial.

For any d > 2 we denote by N the class of normal simplicial affine semigroups
which are fully embedded in N<.

Let H € Ny and C the cone over H. On each extremal ray of C there exists a
unique primitive element from H, which we call an extremal ray for H. Denote

ai, ..., ay the extremal rays for H. These form an R-basis in RY. For z € R? such
thatzszzl)w-ai withA; eR,i=1,...,d,weset[z];=A;fori=1,...,d. In
this notation, z is in the cone C if and only if [z]; > Ofori =1, ..., d. Also, when

zez one has that z € H ifand only if [z]; >0 fori =1, ...,d.
The fundamental (semiopen) parallelotope of H is the set

d
PHz{ze[Rid:z=Zk,-aiwithO§ki<1fori=1,...,d}.

i=1

Its closure in R is the set Py = {z eRY:0<[zli<lfori=1,..., d}. It is well
known, and easy to see, that any & in H decomposes uniquely as h = Zf: (niai+h
with b’ € Py N 7% and ny, ..., ng nonnegative integers. The extremal rays of H
are in By \ Py, but the rest of the elements in By belong to Py.

Since H is simplicial, x?', ..., x% is a system of parameters in R; see [Goto
et al. 1976, (1.11)]. As H is a normal semigroup, by [Hochster 1972], the ring
R = K[H] is Cohen—Macaulay of dimension d; hence any system of parameters
in R is a regular sequence of maximal length. By [Danilov 1978; Stanley 1978],
the canonical module wg of R is the ideal in R generated by the monomials x”
whose exponent vector v = log(x”) belongs to the relative interior of C, denoted
by relint C. Note that

d
relint C = {ce Rd:c=ZAiai with A; € R for all i = 1,...,d}.
i=1
We set
wg={heH:x"ecwg)=7Nrelint C,

which is a semigroup ideal of H, i.e., oy + H C wy. We note that h € 74 is in wy
if and only if [k]; > O0fori=1,...,d.

The ideal wg has a unique minimal system of monomial generators which we
denote by G(wg). We set G(wy) = {log(u) : u € G(wg)}. Clearly, G(wg) is
the unique minimal system of generators for wy. The situation when G(wp)
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is a singleton corresponds to the situation when R is a Gorenstein ring. When
By ={ay, ..., a4} then R is a regular ring, there is no lattice point in the relative
interior of Py, and G(wgy) = {Zflzl ai}.

The following easy lemma describes the minimal generators of wy when H € N>.
For completeness, we include a proof here.

Lemma 1.1. Let H be in N, with the extremal rays ay, ar. Then By N oy =
By \ {ai, ay}. Moreover, if {a|, ay} C By, then G(wy) = By Nwg.

Proof. Clearly, By Nwyg € By \{a1, az}. It b € By \ {a1, ay} then, since a; and a,
are the extremal rays, it follows that b € relint Py ; hence b € By N wpy. Therefore,
By Nwy = By \ {a1, ay}.

Assume {a;, a} C By. Let b € G(wg). The only lattice points on the boundary
of the parallelogram Py are 0, a1, az, a; +a,. None of them is in G (wpy), under our
hypothesis. Thus b € relint Pg. If, on the contrary, b ¢ By, then b is the sum of at
least two elements in By, out of which at least one is not in wy, i.e., the latter is a;
or a,. This implies that b ¢ Py, a contradiction. Consequently, G(wg) € By Nwp.
The reverse inclusion is clear. ([l

We refer to the monographs [Bruns and Herzog 1998; Bruns and Gubeladze
20009; Villarreal 2015; Ziegler 1995; Fulton 1993] for more background on affine
semigroups, their semigroup rings, rational cones and the connections with algebraic
geometry.

2. A regular sequence in K[ H] and slim semigroups

Throughout this section H is a semigroup in NV having the extremal rays ay, . . ., a4,
and R = K[H]. The main result is Theorem 2.4 where we present equivalent
conditions for the existence of a convenient reduction for the graded maximal ideal
of K[H]/ (x?), where b is any nonzero element in H. This result motivates us to
introduce the class of slim semigroups.

The following lemma plays a crucial role in the proof of Proposition 2.2 and in
several other arguments in this paper.

Lemma2.1. Letb =Y Jia;, with Ay, ..., %q € R.

(@) Letn; = |Aj]+1fori=1,...,d. Then (Zf-l:] niai) —b cwy.
(b) If b € Py then (Zfl:lai) — b € H, and in particular, if b € Py, then
(ZEI:I a,') —be wy.
Proof. For (a) we note that (Zle n,-a,-) —b= Z?Zl(l —{ADa;and0<1—{A;} <1

for all i; hence the sum of interest is in wy. Here we denoted {};} = A; — |A; ] for
all i. Part (b) follows immediately. O



360 JURGEN HERZOG, RAHELEH JAFARI AND DUMITRU I. STAMATE

Proposition 2.2. For any b # 0 in H, the sequence x?, x® —x%, ... x% —x% g
a regular sequence on R.
Proof. In order to simplify notation we set u = x? and v; = x% fori =1, ...,d.

Let I = (u, vy —vy,...,v] —vy). We may write b = Z?:l Mia; with A; > 0 for
i=1,...,d. Wedenote n; = [X;] + 1 for all i and we set N = Zle n;.

We will show that viN e€lfori=1,...,d. Since v; —v; € I forall i and j, it
follows by symmetry that it is enough to show that v{v el
We write
= (v}? —vy) - v{v "2y vN )2
— (v _ vzz) vi\/ m o vl —ny— n3v;2(v1113 3) + vN ny— navgzvgls

N— Z, = nj n2 . n, 1(v —vni)-i-vnl---vnd
z: i 1 d -
=2

Hence by Lemma 2.1 it follows that v{v el

Since H is a normal simplicial semigroup, vy, ..., vy is a regular sequence in R;
hence v{v e vé\’ is aregular sequence in R, as well. Since R is a Cohen—Macaulay
ring of dimension d we get that v{v e, vflv is also a system of parameters for R.
Thus 0 < A(R/I) < A(R/(WY, ..., v})) < oo, which implies that u, vy — vs, ...,
v] — vy 1s a system of parameters, and consequently a regular sequence for R. Here
A(M) denotes the length of an R-module M. (]

In the sequel, our aim is to find a reduction ideal for the graded maximal ideal m
of R, modulo the ideal x?R, for any b € H \ {0}. In this order, we need the following
lemma which is interesting on its own.

Lemma 2.3. For any b in H, there exists a positive integer k such that for all
Cl,...,Ckinwy,onehascy+---+c,€b+ H.

Proof. Assume ny, ..., n, € Z¢ are normal vectors to the support hyperplanes of
the facets of the cone C such that

={xeR%:(x,n;)>0, foralli=1,...,r}.
The map o : RY — R” given by
o(h)=((h,n), ..., (h,n)), forall h € R

is clearly R-linear and o (H) C N,

Let ko =max{(b,n;): j=1,...,r}. Forany integer k > ko, any ¢y, ..., ¢, €
H N relintC, and any 1 < j <r, the j-th component of o (¢; + - - - 4+ ¢ — b) equals
(Zle(c[,nj))—(b,nj) >k—ko>0;henceci+---+c,€b+H. O
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Theorem 2.4. Let R=K[H],J =% —x% :i,j=1,...,d)Rand 0 # b € wy.
Then the following statements are equivalent:

(1) There exists an integer k such that mc ! = Jmk modulo the ideal xPR.
(ii) Z?:l [c]j > 1, for any ¢ € By \ wy.
Proof. We denote {c1,...,c,} =By \({ai,...,a;}Uwg).

(i) = (ii): For any ¢ in H we set [(c) = Z‘;:l[c] j. Clearly, I(a;) =1 fori =
1,...,d,soif r =0, we are done. Assuming r > 0, we pick ¢ such that /(¢;) =
min{/(¢;) : j = 1,...,r}. Let k > 0 so that m**! +xPR = JmF + xPR, ie.,
mAtl C Jmk + xPR.

As ¢; ¢ wy, there exists 1 < ip < d with [¢/];, = 0; hence (k+ 1)¢; ¢ b+ H.
From x*+D¢ ¢ Jmk 4+ xP R we get that

x(k—H)C, — xajxul-i----—t-uk

forsome 1 < j<danduy,...,u; € H\ (wg U{0}). Consequently,

k
(k+Di(er) =1 +Zl("i) > 1+ kmin{l, I(c,)},
i=1
which implies /(¢;) > 1.
(i)=(i): Letu=xPand v; =x% fori =1,...,d. We decompose b = Z;‘;l ria;
with A; > 0 and we set n; = |A; |+ 1 foralli = 1,...,dandN=Zfl:1n,-.

We claim that for any positive integer ¢, any iy, ...,i, € {1,...,d} and any
v €{vy,...,vq} one has
3) vy v, € Jm T 4o R,

Indeed, this is a consequence of the following equations:

Ui1"'Ui,=(Ui1—U)'Uiz"‘vi,+U'Ui2"'Ui

t

:(v,-l—v)-viz---v,-t—i—v(v,-z—v)-viS---vit+v2v;3‘--vi

t

—sd -l . . !
_Ejzlv (Ui, =)V, v U

Now let iy, ...,ix € {1,...,d}. In the product v;, ... v;, we apply (3) to the
first n terms, then to the next n, terms, etc., and we obtain that

d d
@ vy vy e[ [Imt T C (JmN—l, ]_[v;“> C (JmM 1 uR),
i=1

i=1

where for the last inclusion we used Lemma 2.1.
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For 1 <i <r we may write ¢; = Z?:l (pij/qi)a;, where g;, p;; are nonnegative in-
tegers and ¢; > 0. Hence, Ng; - ¢; = Z?:l Np;ja;, where by the hypothesis of (ii)
we have N < Ng; < Z?:l Np;j. Thus, using (4) we derive

d
(x)Nti = H(x"-/)NP"-’ c (JmZ‘f-:l Nei=1 y Ry € (JmN%~=1 yR).
j=1

We set Ny = max{Ng; : 1 <i <r}ifr > 0, otherwise we let N = N. Then
5) x9N c (ImM~! uR) forall ¢ € By \wy.

Let ko be a positive integer satisfying the conclusion of Lemma 2.3 for the
element b. We set k = ko + N; - |Byg \ wg| — 2.

Let w be any product of k£ 4+ 1 monomial generators of m. If the exponents of
at least ko of them are in relint C, then by the choice of ky we get that w € uR.
Otherwise, we may write w = (x¢)V'-w’ for some ¢ € By \wpy and w’ € mATI=N I
the latter case, using (5) we infer that w € J mKf+uR. This shows that m*T! +uR =
Jm¥ + uR, which completes the proof. U

The semigroups H satisfying the equivalent conditions of Theorem 2.4 deserve
a special name.

Definition 2.5. A semigroup H € N is called slim if Z?:][c],- > 1, for any
c € By \CL)H.

We will denote by H the class of slim semigroups in N,

Remark 2.6. Let H € Ny. If By \wy ={ay, ..., ay}, then H is slim. In particular,
by Lemma 1.1, any normal semigroup in N? is slim, so N> = H,.

Proposition 2.7. Let H € N3. Then H is slim if and only if [c]; + [c]2 + [¢]3 = 1
foranyc € By \ wg.

Proof. Assume H is slim. If By \ wg = {a, a», a3}, there is nothing left to prove.
Assume there exists ¢ € By \ (wgy U{a, a», as}) such that Z?:l [c]; > 1. Without
loss of generality, we may assume that 0 < [c]; < 1 fori =1, 2 and [¢]3 =0. Arguing
as in the proof of Lemma 2.1 we obtain that 0 %2 a; +a, — ¢ € Na; +Na; C H.
We may write a; +a, —c¢ = b+ h, where b € By \ wy and h € H. Then
Z?zl[b],- =[b]; +[b]2 < Ziz:l[al +ay—cl;=2- Ziz:l[c[] < 1, which is false
since H is slim. U

Example 2.8. The semigroup L € N3 with the extremal rays a; = (11, 13, 0), a; =
(3,4,0) and a3 = (0, 0, 1) is not slim. Indeed, B; = {a;, a», as, (4, 5, 0), (5,6, 0)}
(compare with Example 4.6) and it is easy to check that Z?: [4,5,0)]; = ‘5—‘ < 1.
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3. Ulrich elements and the almost Gorenstein property

The theory of almost Gorenstein rings has its origin in the theory of the almost
symmetric numerical semigroups in [Barucci and Froberg 1997]. If R is the
semigroup ring of a numerical semigroup, then the semigroup is almost symmetric,
if and only if there exists an exact sequence

(6) 0— R— (wr)(—a) > E— 0,

where E is annihilated by the graded maximal ideal of R; see [Herzog and Watanabe
2019]. Here wg denotes the canonical module of R and —a the smallest degree of
a generator of wg, i.e., —a = min{k : (wg)x # 0}

In [Goto et al. 2013] the 1-dimensional positively graded rings which admit such
an exact sequence are called almost Gorenstein.

Goto et al. [2015, Definition 8.1] extended the concept of the almost Gorenstein
property to rings of higher dimension: let R be a positively graded Cohen—Macaulay
K -algebra with a-invariant a. Then R is called graded almost Gorenstein, if there
exists an exact sequence like in (6), where E is an Ulrich module.

Ulrich modules are defined as follows: let (R, m, K) be a local (or positively
graded) ring with (graded) maximal ideal m, and let M be a (graded) Cohen—
Macaulay module over R. Then the minimal number of generators (M) of M is
bounded by the multiplicity e(M) of M. The module M is called an Ulrich module,
if w(M) =e(M). Ulrich [1984] asked whether any Cohen—Macaulay ring admits
an Ulrich module M with dim M = dim R. At present this question is still open,
and has an affirmative answer for example when R is a hypersurface ring [Backelin
and Herzog 1989].

In the case of almost symmetric numerical semigroup rings, the module E in the
exact sequence (6) is of Krull dimension zero. A graded module M with dim M =0
is Ulrich if and only if mM = 0. Thus the above definition [Goto et al. 2015,
Definition 8.1] is a natural extension of 1-dimensional almost Gorenstein rings to
higher dimensions.

We propose the following multigraded version of the almost Gorenstein property
for normal semigroup rings.

Definition 3.1. Let H be a normal affine semigroup and R = K[H]. For b € wy
consider the exact sequence

(7) 0— R— wg(b) > E— 0,

where 1 € R is mapped to u = x? and E = wr/uR. Then b is called an Ulrich
element in H, if E is an Ulrich R-module.

If H admits an Ulrich element b, then we call the ring R almost Gorenstein with
respect to b, or simply AG if H has an Ulrich element.
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Theorem 3.2. Let H € Hy with extremal rays ay, . . ., ay. Let m be the graded max-
imal ideal of R=K[H]. Letb € oy, u=x"and J = (x% —x% :i, j=1,...,d)R.
Then b is an Ulrich element in H if and only if

(8) mwgr € (uR, Jwg).

Proof. Since uR and wp are Cohen—Macaulay R-modules of dimension d, we see
(keeping the notation from (7)) that depth E > d — 1, and since uR and wg are
rank 1 modules, we deduce that Ann(E) # 0. Therefore, dim E < d — 1, and this
implies that E is a Cohen—Macaulay R-module of dimension d — 1.

Suppose that (8) holds. By [Goto et al. 2015, Proposition 2.2.(2)], it follows that £
is an Ulrich module since (8) implies that mE = JE and since J is generated by
d —1(=dim E) elements, namely by the elements f; =x* —x% with j =2,...,d.
Thus b is an Ulrich element in H.

Conversely, assume that b is an Ulrich element. Then E is an Ulrich module,
and therefore A(E/mE) = e(E). It follows from Theorem 2.4 that J is a reduction
ideal of m with respect to E. Thus by [Bruns and Herzog 1998, Lemma 4.6.5],
e(E)=-e(J, E), where e(J, E) denotes the Hilbert—Samuel multiplicity of E with
respect to J. Since E is Cohen—Macaulay of dimension d — 1, and since J is gener-
ated by the d — 1 elements f>, ..., fg and A(E/JE) < oo, we see that f>, ..., fg
is a regular sequence on E. Thus [Bruns and Herzog 1998, Theorem 4.7.6] implies
that e(J, E) = AM(E/JE). Hence, A(E/mE) = A(E/JE). Since JE C mE, it
follows that mE = JE, and this implies (8). Ul

Remark 3.3. Tt follows from the proof of Theorem 3.2 that if H € N; and (8) holds
for some ideal J C m, generated by d — 1 elements, then b is an Ulrich element in H.

Example 3.4 (Ulrich elements in Gorenstein and regular rings).

(a) If K[H] is a Gorenstein ring and G(wy) = {b}, then wg = x®R; hence (8)
holds and b is an Ulrich element in H.

(b) Assume K[H] is a regular ring with ay, ..., a; the extremal rays of H. Set
c = Zle a;. Then a; + ¢ is an Ulrich element in H forany i =1, ...,d.
Indeed, since m = (x% : 1 < j <d) and x% ¢ = x¢(x% — x%) + x°*% for
j=1,...,d, we have that (8) is verified for b = ¢ + a;.

Example 3.5. Let H € H, having the extremal rays a; = (11, 2) and a; = (31, 6).
A computation with [Normaliz] shows that the Hilbert basis of H is

By ={ai,a,b=(16,3),c1 = (21, 4), ¢ = (26, 5)}.

Moreover, b, c1, ¢; are the only nonzero lattice points in Py, and they all lie on the
line y = (x — 1)/5 passing through a; and a,. Comparing componentwise, we have

a<b=<c<c=xa.
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We note that a; +a, = b+ ¢, = 2¢;. It is also straightforward to check that in
K[H] we have

b b b

x4x¢ = (x?)?, xUx2 =xbx®, x9x9 =xPx, xOx© =xPx®,

xczxcz — xa2x6| — (xllz _xa])x(,‘| +xa1xc1 — (xa2 _ xal)xcl _|_ (xb)z’
xPx = (x® — x")x2 + xYx? = (x2 — x9)x + xbxC.

Using Theorem 3.2 we conclude that b is an Ulrich element in H, and hence K[H |
is AG.

In the following special case, the possible Ulrich elements can be identified.

Proposition 3.6. Let H be a semigroup in Hg4 whose nonzero elements have all the
entries positive, and assume that (1, ...,1) € wy. If H has an Ulrich element b,

thenb=(1,...,1).

Proof. We set b’ = (1,...,1). Assume, on the contrary, that b # b". Then by
the criterion in Theorem 3.2 and using the same notation, we get that x? - x* ¢
(x®R, Jwg). This implies that (2, ...,2) =2b = b + ¢ for some ¢ € H, or that
2b' =a; +hforsome 1l <i<dandh€wy, h#b" Since (1, ..., 1) is the smallest
element of wy when comparing vectors componentwise, at least one component of b
(respectively, of k) is at least two; hence at least one component of ¢ (respectively,
of a;) is less than or equal to zero, which is false by the assumption that all the
entries of nonzero elements of H are positive. U

4. The AG property for normal semigroups in dimension 2

As mentioned before, all 2-dimensional normal affine semigroups are slim. For
them, in Theorem 4.3 we make more concrete the criterion for Ulrich elements
given in Theorem 3.2. We first prove a couple of lemmas.

Throughout this section, unless otherwise stated, H is a semigroup in N> = H;
with extremal rays a; and a;. We denote by m the graded maximal ideal of
R=KI[H].

Lemma 4.1. Let b be an element in By \ {a;, ay}. For any ¢ € wy such that
¢ ¢ b+ H, there exists t € {1, 2} such thatc+a; € b+ H.

Proof. Let C be the cone with the extremal rays a; and a;. Let n| and n; be vectors
normal to the facets of the cone C such that {(a;,n;) =0fori =1,2 and x € C if
and only if (x,n;) > 0 and (x, ny) > 0.

Since ¢ ¢ b+ H it follows that ¢ — b ¢ C. We may assume that (¢ — b, n;) <0,
and claim then that ¢ +a; € b+ H. Indeed,

(c+ar—b,ny)=(c,n;)+ (a1 +a—b,n;) >0,
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since (a1 +a; — b, ny) > 0, by Lemma 2.1, and
(c+ay—b,ny) =(c—b,ny) >0,

since otherwise ¢ —b € —C = {—a : a € C}, a contradiction to b € By. ]
Lemma 4.2. Let b belong to By \ {ai, az}. We set I = (xPR, (x® —x®)wg) C R.
Let ¢ € wy. The following conditions are equivalent:

(a) x° el

(b) ce (b+H)U(a; +wy)VU(az+wp).

(c)ceb+H)U(a1+H)U(a+ H).
Proof. (a)= (b): Note that x¢ € x®R if and onlyifceb+ H. If x° ¢ xPR, then
there exist 0 # f in wg and g in R such that

x¢=x" —x?). f+xb.g.

Therefore, there exists a monomial x? in wg such that x¢ = x? - x% or x* =x% . x4,
equivalently ¢ € (a; + wgy) U (a; + wg).

(b)=(a): If c € b+ H then clearly x¢ € I. Assume ¢ ¢ b+ H. By symmetry, it is
enough to consider the case ¢ € a; + wy.

By Lemma4.1, since 0 #c—a; e wy,c—a; ¢ b+H and (c—a;)+a;=c¢b+H
it follows that c —a; +a, e b+ H.

As we may write

xL‘ — xcfal . (xa1 _ xaz) _}_foarle’

we conclude that x€ € I.
(b) = (c¢) is trivial.

For (c) = (b) it is enough to consider the case when ¢ ¢ b+ H. We may assume
cea + H. If ¢ ¢ a; + wy, then there exists a positive integer n such that either
¢ —a; =nay, or ¢ —a; = nay. In the first case we get that c = (n + 1)a; ¢ wy,
a contradiction. In the second case we get that ¢ = a; + na, € b + H, since
a;+a;—b e Hby Lemma 2.1. This is again a contradiction. Thus ¢ € a; +wgy.

Theorem 4.3. An element b € By \ {a1, ay} is an Ulrich element in H, if and only

if

cit+eeb+H)U(a+H)U(ay+ H) foralley,c; € By.
Proof. Let By = {a1,as, c1,...,¢n}. Then m = (x®, x%, x¢, ..., x%) and
wr = (x°1, ..., xm).

If b is an Ulrich element, then mwg C (xR, (x* — x®2)wg), and therefore
x%x¢ e (xPR, (x® — x®)wp) for all i, j. Thus the desired conclusion follows
from Lemma 4.2.
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Conversely, let x¢ € mwg. Then ¢ =¢; +c¢; +h, or ¢ = a; + ¢; + h for some
h € H. In both cases our assumptions imply that c € (b+ H)U (a1 + H)U(ax + H).
Thus x¢ € (x®R, (x* — x®)wg), by Lemma 4.2. This shows that b is an Ulrich
element in H. U

Example 4.4. Let H be the semigroup in H, with the extremal rays a; = (5, 2)
and a; = (2, 5). Then the Hilbert basis of H is

By ={ai,ay,cr=(1,1),62=(2, 1), e3=(1,2)}.

Using Theorem 4.3, we may check that none of ¢y, ¢, or ¢3 is an Ulrich element
in H. The same conclusion could be reached by using Proposition 3.6 together with
Theorem 6.3.

Here is one immediate application of Theorem 4.3.

Proposition 4.5. Let H € H; such that ¢ + ¢’ ¢ Py forall ¢, ¢’ € By N Py. Then
any b € By N Py is an Ulrich element in H.

Proof. By the hypothesis, if ¢, ¢’ € By N Py then ¢+ ¢’ € (a1 + H)U (ax + H).
Theorem 4.3 yields the conclusion. U

One may check that the semigroup H in Example 3.5 satisfies the hypothesis of
Proposition 4.5; hence H admits three Ulrich elements.

In the following example there is exactly one Ulrich element in the Hilbert basis
of H.

Example 4.6. For the semigroup H € H, with a; = (11, 13) and @, = (3,4), a
computation with [Normaliz] shows that By = {a;, az, c; = (4, 5), ¢2 = (5, 6)}.
We note that the points 2¢; — ¢; = (6, 7) and 2¢, — a; = (7, 8) are not in wy since
the slope of the line through the origin and each of these respective points is not
in the interval (%, ‘31) Also, clearly, 2¢; —a; = (—1, —1) ¢ H. Therefore, by
Theorem 4.3 we get that ¢; is not an Ulrich element in H.

On the other hand, since 2¢; = (8, 10) = ¢; +a; and By \ {a;, az} = {c1, ¢2},
by Theorem 4.3 we conclude that ¢, is an Ulrich element in H.

5. Bottom elements as Ulrich elements in dimension 2

In the multigraded situation which we consider in Definition 3.1, there is in general
no distinguished multidegree with (wg[g7)p 7 0. Inspired by Proposition 3.6, we
are prompted to test the Ulrich property for elements in wy with smallest entries.
First we present the following lemma.

Lemma 5.1. For any H € H,, the set wy has a unique minimal element with
respect to the componentwise partial ordering.
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Proof. Let C be the cone of H, and let a = (a1, ap) and b = (b1, by) be points in the
relative interior of C. We claim that @ A b = (min{ay, b1}, min{ay, b,}) € relint C.
This will imply the existence of the unique minimal element of wg .

For the proof of the claim, it is enough to consider the case when a; < b; and
ap > by. Since ay/a; > by/a; > by /by, it follows that the point in the plane with
coordinates @ A b = (ay, by) lies inside the cone with vertex the origin and passing
through the points with coordinates a and b. Since the latter cone is in relint C it
follows that a A b € relint C. ([l

We call the unique minimal element of wy with respect to the componentwise
partial ordering, the bottom element of H.

Remark 5.2. For H € H;, since the elements in wy have only nonnegative entries,
it follows that the bottom element of H is also the smallest element in G (wy) with
respect to the componentwise order. Moreover, if K[H] is not a regular ring then
the bottom element of H is componentwise the smallest element in By \ {a;, a»};
see Lemma 1.1.

In arbitrary embedding dimension we give the following definition.

Definition 5.3. For H € H,, an element b € wy is called the bottom element of H
if c —b e N? for all ¢ € wy.

Remark 5.4. In general, a semigroup H € Hy with d > 2 may not have a unique
minimal element in wy with respect to the componentwise partial ordering <. For
instance, letd =3, a; = (5,3,1),a, = (1,5, 2), az = (8, 3, 5). Then, a calculation
with [Normaliz] shows that

By ={ai, a2, a3,(1,2,1),(2,1,1),(2,2,1),(2,5,2), (3,2, 1), (3,2,2),
(3,5,2),3,5,3),(4,5,2),(5,2,3),(5,5,2), (5,5,4), (7,5, 5)}.

One can check that the vectors ny = (19,11, =37),n, = (—12,17,9),n3 =
(1, =9, 22) are normal to the planes generated by a> and a3, by a; and a3, by
a; and a, respectively. Also, that no element in By \ {a, a», a3} lies on any of
the three planes just mentioned. Consequently, there are no inner lattice points on
the faces of Py and G(wy) = By \ {a1, @, a3}. It follows that b; = (1, 2, 1) and
b, = (2, 1, 1) are both minimal elements in wy with respect to <.

Using Theorem 4.3 we show that sometimes the bottom element may be the only
Ulrich element in By.

Proposition 5.5. Let b be the bottom element of H € Hy. If 2b € Py, then b is the
only possible Ulrich element in By.

Proof. Assume b’ € By is an Ulrich element in H. Then 2b € (a; + H)U (ax + H)U
(b'+ H), by Theorem 4.3. Since 2b € Py, we get that 2b € b'+ H; hence 2b=b'+h



ULRICH ELEMENTS IN NORMAL SIMPLICIAL AFFINE SEMIGROUPS 369

for some h € Py. Moreover, comparing componentwise, b < b’ and b < h since b
is the bottom element for H; thus b’ = b. O

Remark 5.6. In general, as Example 4.6 shows, even when the Hilbert basis of H
contains a unique Ulrich element, the latter need not be the bottom element.

In the following, we discuss when the bottom element b of H € H, is Ulrich.

Notation 5.7. To avoid repetitions, in the rest of the section H € H, has the extremal
rays a; = (x1, y1) and ay = (x3, y2) such that (y;/x; < y2/x2 when x1, x, > 0) or
Xy = 0.

We define H| and H; to be the semigroups in #; with the extremal rays a; and b,
respectively a, and b. We denote 72 Nrelint Py, by HY, fori =1,2.

By an easy argument, the following proposition presents a class of semigroups
in H, with Ulrich bottom element.

Proposition 5.8. Let b be the bottom element of H. If (xp, y1) < b, then b is an
Ulrich element in H.

Proof. If K[H] is a regular ring, b is an Ulrich element in H, since G(wp) = {b}.

Assume K[H] is not a regular ring. Then b € G(wy) = By \ {a1, a2}, by
Lemma 1.1(d). Let ¢;, ¢; € By \ {ai1, a2}, and ¢; +¢; = (¢, d), b = (u, v).

If (¢, d) € Hy, then (c, d) =r1(x1, y1)+ra2(u, v) for some rq, r, € R>g. Since d >
2v > y;+v, we have r; > 1 or rp > 1. Consequently, (¢, d) € (b+ H;)U(a;+ Hy) C
(b+H)U(a;+ H).

A similar argument shows that if (c, d) € H», then (¢, d) € (b+ H)U (a, + H).
The conclusion follows by Theorem 4.3. ([

Example 5.9. Let H be the semigroup with extremal rays a; = (a, 1) anda, = (1, b),

where a, b > 2. Since 1/a <1 < b we get that b = (1, 1) is in wy and it is the
bottom element in H. Then Proposition 5.8 implies that b is an Ulrich element in H.

Clearly, H = H; U H, and H; N H, = Nb. The following lemma states some

nice properties regarding H; and H».
Lemma 5.10. Let b be the bottom element of H. Then

() p+qeb+ H forall pe H \ {0} and q € H, \ {0},

(b) b+H)U(a1+H)U(ax+ H)=H\ (HUH;).
Proof. (a) If p—be Horq—be H, then clearly p+¢q € b+ H. Let us assume
that p—b ¢ H and ¢ — b ¢ H. Let C’ be the cone generated by the extremal
rays p, q. Since b € C’, we have b = ry p + rpq for some ry, 2 € Rog. If rp > 1,
thenb— p = (r; —1)p+r2q; hence b— p € C'Nwy, a contradiction with b being
the bottom element in H. Therefore, ri < 1, and also r, < 1 by a similar argument.
Now, p+qg—b=(1—-r)p+(1—r)geC NZ>C H.
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(b) Note that for any p € H we have

peHl\Hl*@pe(b+H1)U(a1+H1),
peH\Hy & pe(b+ Hy)U(ay+ Ho).

Therefore, H\ (HUH})=(H{UH))\(HUH}) C(b+H)U(a;+H)U(ax+H).
In order to check the reverse inclusion, let p € (b+ H)U (a1 + H) U (ay + H).
We first consider the case p € H;. Then clearly, p ¢ H;. If we assume, on the

contrary, that p € H{, then p = ria; + r2b with ri, > € (0, 1). We decompose

b =ouja; 4+ orap with ay, ap € (0, 1]. This gives p = (r| +ra)a; + roazas. Since

ray < 1 and ray < ap we infer that p ¢ (ap + H)U (b+ H). Thus p€ca; + H

and r| > 1, a contradiction. Consequently, p ¢ H U HJ.

A similar argument works for the case p € H,. (]
Lemma 5.11. Let p=(k,r) € H{ and q = (¢, s) € H}. If b = (u, v) is the bottom
element of H, then

@ u<k<xiandv<r <y,

) u<l<xyandv <s <y

Proof. We only show (a), part (b) is proved similarly. Clearly, b # p € wp; thus
O<u<kand 0 <v <r. If u =k, then since p # b, we have v < r. Then
r/k >v/u > y;/x1, which gives that p ¢ H;, which is false. Thus u < k.

On the other hand, by Lemma 2.1 applied in H, € H, for p, the point

(u, v) + (x1, 1) — (k,r) = (u+x1 —k,v+y —r) € Hf,
hence u <u+x; —k and v <v+ y; —r. That gives k < x; and r < y;. |

The following result restricts the verification of the bottom element being Ulrich
to verifying that the sum of any two points in H is not in H, fori =1, 2.

Lemma 5.12. Assume b is the bottom element of H. The following conditions are
equivalent:

(a) b is an Ulrich element in H.
(b) Fori=1,2,if p,q € H* then p+q ¢ H;".

Proof. We know that b € G(wg) since it is the bottom element in H. If K[H] is a
regular ring, then b = a; 4 a,. Hence statement (a) holds by Example 3.4, and (b)
is true since H; = H} = .

Assume that K[H] is not a regular ring, hence b € By \ {a, a>}. According to
Theorem 4.3, b is an Ulrich element in H if and only if for all p, ¢ € By one has

9 ptgqeb+H)U(a+H)U(ax+ H).

It is of course equivalent to check (9) for all p and ¢ nonzero in H.
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If (p e HHandq € Hy) or (p € H, and ¢ € Hy) then p+¢q € b+ H, by
Lemma 5.10. Thus, for (a) it suffices to check (9) for nonzero p, g both in H; or
both in H;. For i =1, 2, the semigroup H; is normal and simplicial; hence any
p € H; is of the form p = n1b+noa; + p’ with ny,n, € N and p’ € H* U {0}.
Consequently, b is an Ulrich element in H if and only if property (b) holds.  [J

Definition 5.13. We say that H is AG1 if condition (b) in Lemma 5.12 is satisfied
for i = 1, and we call it AG2 if the said condition is satisfied for i = 2.

Thus the bottom element is an Ulrich element in H if and only if H is AG1
and AG2.

Remark 5.14. Using Lemma 5.11, property AG1 means that for any p = (k, r)
and ¢ = (¢, s) € H{ such that k + ¢ < x; and r +s < y; one has that p +q ¢ H;.

Similarly, the AG2 condition means that when p = (k,r) and ¢ = (¢, s) € HJ
such that k +¢ < x; and r +5 < y;, then p +q ¢ HJ.

Remark 5.15. Assume b = (u, v) is the bottom element in H. If yy =0thenv =1,

since otherwise the inequalities v/u > (v — 1)/u > y;/x; = 0 would give that

(#, v—1) € wp,, a contradiction to the fact that (u, v) is the bottom element in H.

Then, by Lemma 5.11 we get that H' = &; hence H satisfies condition AG1.
Similarly, if x, =0 then u =1 and Hz* = J; hence H is AG2.

In order to check the AG1 and AG2 conditions we need to have a better under-

standing of the points in H;" and H}. We can count their elements.
Lemma 5.16. Let b = (u, v) be the bottom element for H. Then

(@) [H| =vx1 —uyy —1and |H}| =uy> —vxy — 1,

(b) 1 <vx;—uy; <xyand1 <uy, —vx; —1=y,

(c) if H # @ then vx; —uy; < x1 —u,

(d) if HY # & then uy, —vxy < y, —v.
Proof. We only show the first parts of (a) and (b), since the second parts are proved
similarly.
(a) The area of the parallelogram spanned by b and a; equals det(’; : z) =VUX]—uUyi.
Since the boundary of that parallelogram contains precisely four lattice points, the
vertices, (here we use the fact that gcd(u, v) = gcd(xy, y1) = 1), Pick’s theorem
[Beck and Robins 2015, Theorem 2.8] implies that Py, has vx; —uy; — 1 inner
lattice points, which proves the claim.

(b) The inequality 1 < vx;—uy; follows from (a). Since (u, v) is the bottom element
of H, it follows that (#, v—1) is notin wy and in relint Py,. As (v—1)/u <v/u, and
y1/x1 < v/u by our assumption, we get that (v—1)/u < y;/x1, i.e., vx; —uy; < Xxj.

Parts (c) and (d) will be proved after Remark 5.19. ([l
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One nice consequence of Lemma 5.16 is a Gorenstein criterion for K[H] in
terms of the coordinates of the bottom element in H.

Corollary 5.17. If b = (u, v) is the bottom element in H, then the K -algebra K[ H ]
is Gorenstein if and only if vx; —uy; = uy, —vxy = 1.

Proof. The ring K[H] is Gorenstein if and only if wy is a principal ideal, and
hence generated by b, which is equivalent to saying that Py, and Py, have no inner
points. By Lemma 5.16 this is the case if and only if vx; —uy; =uy, —vx, =1. U

Lemma 5.18. Let b = (u, v) be the bottom element of H. We assume that H{
is not the empty set. For any integer i we consider the integers q;, r; such that
iyi =qix1+ri with0 <r; <xy.

Assume the integer k satisfies u <k < x1. The following statements are equivalent:

(i) k is the x-coordinate of some p € H}".
(1) Tkyi/xi] v+ [(k—u)yi/x1].
(i) Tkyi/x11=v+ L(k—u)yi/x1].
(V) gx <v—1+Gk—u.
™ g =v—1+Gk—u-
(Vi) rk = rg—y +x1 — (VX1 —uy1).
(Vii) rg = rg—y +x1 — (VX1 —uyr).
(viil) ry > x1 — (vx; — uyy).
If any of these conditions holds, then p = (k, [ky;/x1]) = (k, gx + 1).

Proof. Since H{ # & we have that y; > 0 and u < x; by Remark 5.15 and
Lemma 5.11, respectively. We note that for any integer u < k < xj, the frac-
tions ky;/x; and v + (k — u)y;/x; are not integers. Thus [ky;/x1] = gx + 1 and
lv+(k—u)y1/x1] = v+gg—y. This shows that (ii) <= (iv) and (iii) <= (v). Since
qr = (ky; — ry)/x1, simple manipulations give that (iv) <= (vi) and (v) <= (vii).

We also infer that the number of points in H|" whose x-coordinate is k equals
the number of lattice points on the line x = k located strictly between the lines
y=(y1/xp)x and y = (y1/x1)(x —u) + v, which is

(10) Lﬂ(k—u)+vJ—lrﬂk—‘+lzv+qk+er_uy1J—(C]k-l-l)-i-l
X1 X1 X1

(11) — {WJ € {0, 1.

X1

The latter statement is due to the fact that ry < x| and vx; —uy; <x;, by Lemma 5.16.
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Consequently, k € (u, x1) is the x-coordinate of some point in H;" if and only if
the value in equation (10) is at least (and actually equal to) 1, which is equivalent
to property (ii), respectively to (iii). That is, moreover, equivalent (using (11)) to

| < Vx| _MYI+7’k,
=< —Xl
which can be rewritten as r; > x| — (vx; — uy;), namely statement (viii).

From (10) and (11) we obtain that if k is the x-coordinate of some point p € H",

then p = (k, [(y1/xDk]) = (k, gi + 1). U

Remark 5.19. A similar result holds for the points in HJ in terms of the inte-
gers g;, rj such that ixy = gy, +r{ with 0 < r/ < y.

Now we can finish the proof of Lemma 5.16.

Proof of Lemma 5.16, continued. (c) By Lemma 5.18, for each u < k < x| there
is at most one point in H{* whose x-coordinate is k; therefore |H'| < x; —u — 1.
Using point (a) we obtain the inequality at (c¢). Part (d) is proved similarly. (]

It will be convenient to denote 71 (H|") = {k : there exists (k, £) € H['}. The
next result is a criterion to verify the AG1 property in terms of the remainders r;
introduced in Lemma 5.18, with i € 71 (H|"). A similar statement characterizes the
AG?2 property in terms of the r}’s from Remark 5.19, with j € my(H).

Proposition 5.20. For any integer i let r; =iy; mod x| with 0 <r; < x1. Then H
is AG1 if and only if ri +ry < 2x1 — (vx1 — uy) for all integers k, £ € 7w (H{") with
k+1¢ < x;.

Proof. If H' = & then there is nothing to prove. Assume H," is not empty. If k, £ €
w1 (H{), then by Lemma 5.18, py = (k, [ky1/x11]) and p = (¢, [£y1/x1]) are the
corresponding points in H". By definition, H is AG1 if and only if p; + p, ¢ H{
for all p; and p, as above. When k + £ > x|, Lemma 5.11 implies already that
p1+p2¢ Hf . If k+ € < x1, then p; + py ¢ H{ if and only if

k ¢
(12) {ﬂw n {ﬂw > (k+0—w +v, equivalently
X1 X1 X1
kyy — Oy —
A 1+ 2 T s kw2 4,
X1 X1 X1
kyr —ri +L€yr —re+2x1 > (k+£)yr — uy1 + vxy,
(13) 2xy — (vxy —uyy) = rg +ry.

Since u < k4 ¢ < x1, the term of the right-hand side of (12) is not an integer; hence
the inequality at (12) (and equivalently, at (13)) can not become an equality. [
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6. A criterion for (1, 1) to be an Ulrich element

Our aim in this section is to obtain a complete classification of when b = (1, 1)
is an Ulrich element. The setup in Notation 5.7 is in use. The element (1, 1) is
in wy if and only if y;/x; < 1 < yp/x,. If that is the case, it is clear that (1, 1)
is the bottom element in H. It suffices to verify the AG1 and AG2 conditions, by
Lemma 5.12.

Set n = x; — y; — 1, which equals |H1*|, by Lemma 5.16. If n =0, then H is
clearly AGI.

We consider the case n > 0. The next result presents an explicit way to deter-
mine H;". Recursively, we define nonnegative integers £1, ..., ¢, and 51, ..., s, by

x1=4L1(x1 —y1)+s1 with s1 <x1 -y,
yi+sio1 =L (x;—y))+s; with s <x; —y,
fori =2,...,n.

Lemma 6.1. Assume that (1, 1) belongs to wy and H{ # <. Then

t t
Hl*z{ptz(ct,d,);c,=r+26,-, dy=> "t t=1,...,n},
i=1 i=1

Proof. Fork=1, ..., x;—1,letky; = qrx| +r with integers gx >0 and x| > r; > 0.
By Lemma 5.18, the integer k > 1 is the x-coordinate of an element of H|" if
and only if gy = gx—1. In this case, (k, 1 +¢x) € H.
Now, let # > 1. Summing up the equations x; = € (x; —y;)+s; and y; 45,1 =
Li(x; —y1)+si, fori=2,...,¢, we get

t

xi+ @ =Dy +si+s24+- 451 :Zgi(xl_y1)+sl+52+“’+sta

i=1

and consequently,

t t
(t— 1 +Z£i>y1 = (Zﬁ, — 1>x1 + 5.
i=1 i=1
Then

t t
(H—Zfi)yl = (Zﬁi - l)xl ~+ s + y1,
i=1 i=1

with s, + y; < x;. Therefore, gy = gx_1 = (Zle £ — 1) fork =1+ Z§=1 L.
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Note that
- X1 —s ty Si—1+s
1—581 1—S8i—1 i
n+§ li=n+ +E _—
— X1 —W — X1 =N
i=1 i=2
— Dy — _
S e ) Bt/ P UL Bk
X1 — )1 X1 =W

<n+14y; =x1.

Hence p, = (I+Z§:1 75 3 t;)eH fort=1,...,n.
We know from Lemma 5.16, that H{ has exactly n = x; — y; — 1 elements, so
Pi; - .., Pn are the only elements of H;". U

Examples 6.2. Let x; = £;(x; — y1) +s1 and y; + i1 = £;(x1 — y1) +5;, for
i=2,...,n=x;—y; — 1 as before.

(a) If yy =1, then H{ ={(m, 1) :m =2,...,x; —1}. In this case, H is AG1 by
Lemma 5.12.

(b) If x; — y; € {1, 2} then by Lemma 5.16, H{ is either empty, or it consists of
one element, which is different from (0, 0). Hence H is AGI.

(c) If 2 <2y; < x1 <3y, then £; = ¢, = 1. Therefore, p; = (2,1) and p, =
(4,2) =2p; belong to H;*. Then, by definition, H is not AG1.
g 1 y

Next, we give a simple arithmetic criterion to check the AG1 or AG2 property:
Theorem 6.3. Assume that (1, 1) belongs to wy. Assuming Notation 5.7, then
(a) H is AG1 if and only if x| = 1 mod (x| — y1);
(b) H is AG2 if and only if y, = 1 mod(y; — x2);
(c) (1, 1) is an Ulrich element in H if and only if x; = 1 mod(x; — y;) fori =1, 2.

Proof. (a) Letn = x; —y; — 1 = |H|. If n € {0,1}, then H is AG1 by
Examples 6.2(b). On the other hand, if n = 0 then x; — y; = 1 and clearly,
x1 = 1mod(x; — y;). When n =1 we have x| — y; = 2. Since gcd(xy, y;) =1 we
get that x; is odd; hence x; = 1 mod(x; — y1), too.

We further prove the stated equivalence when n > 2. Let £, ..., ¢, > 0 and
X1 —Yy1>S1,...,8 > 0 such that

x1=L(x1—y)+s1, yi+sici=4i(x1—y)+s;
fori =2,...,n. Then

t t
H{k:{pt:(ct’dl):clzt—i_zeiv dt:Z€i9t:1""9n}v
i=1 i=1

by Lemma 6.1. We note that since y; > 0 (see Remark 5.15) we have x; > x| — y;;
hence ¢; > 1.
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Assume that x; = 1 mod(x; — y;). Then it is easy to check that s; = i and
¢i=¢0—1fori=2,...,n. Consequently,
Hi={tt+1,t(¢;—D+1D:t=1,...,n},

and therefore, the sum of any two elements of H is notin H,i.e., H is AGI.
Conversely, assume that H is AG1. As n > 0 we get that x; —y; > 1 and y; > 0.
In case y; = 1, then clearly, x; = 1 mod(x; — y;).
We consider the case y; > 2. As

1 = ged(xq, y1) = ged(xy, x1 — y1) = ged(s1, x1 — y1)

and x; — y; > 1, we have that s; > 0. We need to prove that s; = 1.
Assume, on the contrary, that s; % 1. Then s; > 2. Since

=D —y1)+s1=y1 < y1+si—1 =i (x1 — y1) +4,
yi+sic1r <yi+ @ —y1) =x1 =4£1(x1 — y1) + 51,

wehave {1 —1<¥; <{f,fori=2,...,n.
If ¢, = £, then p, = (2+2¢,,2¢1) =2p;, which contradicts the AG1 property.
Now, we consider the case £, = £; — 1. By subtracting the equations

x1=~L1(x;—y)+s1 and y;+s1=4L(x1 —y1) + 82,

we get that s, = 2s71; hence s > 5.

Ifé,=---=4¢,thens; <s, <---<s, is an increasing sequence of n positive
integers less than n + 1, and hence s; = 1, which is false. Thus ¢; = £; for some
i > 3. Let i be the smallest index with this property, i.e., o =---=¥¢;_1 =£¢; —1

and ¢; = £1. Then

pi = (i +0@=2)1—1)+20,(=2)(€1 —1) +2£1)
=4+, )+(—1+G =2 — D+, =2 — D) +£)
=p1+pi-1,
which is a contradiction. This shows that when H is AG1, then x; = 1 mod(x; — yy).
For part (b) we let H' be the semigroup in H; with the extremal rays a’l = (y2, x2)

and a} = (y1, x1). We remark that H is AG2 if and only if H" is AG1, and we
use (a). Part (c) is a consequence of (a) and (b). U

Corollary 6.4. Let H be a semigroup in H, with extremal rays a; = (x;, y;) for
i=1,2. Assume (1,1) € wy and x1x2y1y> #0. Then K[H] is AG if and only if
x; = 1mod(x; —y;) fori =1, 2.

Proof. By Proposition 3.6, the only possible Ulrich element in H is (1, 1). The
conclusion follows by Theorem 6.3. (]
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Remark 6.5. In the statement of Corollary 6.4, the assumption xjx3y;y2 # 0 can
not be dropped. For instance, let H € H, with the extremal rays a; = (1, 0) and
a, = (2, 5). Its Hilbert basis is

By ={ai,a,ci=(1,1),62=12,3),c3=(1,2)}.

The bottom element in H is ¢1, and by Theorem 6.3 it follows that H is not AG2.
Still, H is AG. Since 2¢; = (2,2) = ¢3+ay, 2¢c; = (4,6) = a; +a + ¢y and
¢1+¢;=(3,4) =a;+2c3, by Theorem 4.3 we get that ¢3 is an Ulrich element in H.

7. Nearly Gorenstein semigroup rings

In this section we prove the nearly Gorenstein property for semigroup rings K[H]
when H € H,.

Nearly Gorenstein rings approximate Gorenstein rings in a different way as almost
Gorenstein rings. In [Herzog et al. 2019], a local (or graded) Cohen—Macaulay
ring which admits a canonical module wg, is called nearly Gorenstein if the trace
of wg contains the (graded) maximal ideal of R. In the case that R is a domain,
the canonical module can be realized as an ideal of R and its trace in R, which we
denote by tr(wg), is the ideal ) ¥ fwg, where the sum is taken over all f in the
quotient field of R for which fwgr C R; see [Herzog et al. 2019, Lemma 1.1].

A one-dimensional almost Gorenstein ring is nearly Gorenstein, but the converse
does not hold in general. In higher dimension there is in general no implication
valid between these two concepts; see [Herzog et al. 2019].

Theorem 7.1. Let H be a simplicial affine semigroup in Hy. Then R = K[H] is a
nearly Gorenstein ring.

Proof. Let a; = (c, d) and a; = (e, f) be the extremal rays of H. We may assume
that d/c < f/e and that R is not already a Gorenstein ring.

The vector n| = (—d, c) is orthogonal to a@; and n, = (f, —e) is orthogonal to a,.
Moreover, ¢ is in C, the cone over H, if and only if (n;, ¢) > 0 and (n,, ¢) > 0.

Letcy, ..., ¢, ci41, €;42 be the Hilbert basis of H, where ¢,+; = a; fori =1, 2.
Then wg is generated by v; =x fori =1,...,¢; see Lemma 1.1.

In order to prove that R is nearly Gorenstein, it suffices to show that for each ele-
ment ¢; of the Hilbert basis there exist ¢ € Z? and an integer k € {1, ..., t} such that

(i) e+cjeCforj=1,...,t and
() c+cr =c;.

Ifi e{l1,...,t}, we may choose ¢ =0 and k = i. It suffices to consider the cases
i=t+1andi=1t+2. By symmetry we may assume that i = ¢ 4 1, and have to
find ¢ € Z> and k € {1, ..., t} such that (i) is satisfied and such that ¢ + ¢; = a;.
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Letk e {1, ..., } be chosen such that (n, ¢;) =min{(ny,c;): j=1,...,1}. Set
¢ =a;—cg. Then c+c; = a;. Moreover, by the choice of k for j =1, ..., t we have

(ny,c+cj)=(ny,a1) — (ny, ¢x) +(ny,¢;) =0—(ny, ¢) + (ny, ¢;) >0,
(na, c+cj) = (ny, ar) — (na, ¢,) + (n2, ¢;).

Since ¢; € H, we have (n, ¢j) > 0. Let L be the line passing through ¢; which is par-
allel to L, =Ray, and L' be the line passing through a; parallel to L. Since ¢, € Py,
the line L has a smaller distance to L, than the line L. This implies that (n,, a;) >
(n2, ¢i); hence (ny, ¢ +c¢;) > 0. Thus we conclude that ¢ +¢; € C, as desired. []

Theorem 7.1 is no longer valid when dim K[H] > 2, as the following example
shows.

Example 7.2. We consider again the semigroup H € H3 from Remark 5.4. It turns
out that K[H] is not nearly Gorenstein for this semigroup H. One can see that a;
does not satisfy the two conditions (i) and (ii) in the proof of Theorem 7.1.

In fact, if we consider the set A of all a; —¢; fori =1, ..., 13, then the third
component of elements in A belongs to {0, —1, —2, —3, —4}. Adding the elements
with negative third component to (1, 2, 1), we get a vector with third component
less than 1, which does not belong to C, the cone over H. Adding those elements
in A with zero third component to either (2, 1, 1) or (1, 2, 1), we again get a vector
which does not belong to C.

Acknowledgement

We gratefully acknowledge the use of the [Singular] and [Normaliz] software for
our computations. Jafari was in part supported by a grant from IPM (No. 98130112).
Stamate was partly supported by the University of Bucharest, Faculty of Mathe-
matics and Computer Science through the 2018 and 2019 Mobility Fund.

References

[Backelin and Herzog 1989] J. Backelin and J. Herzog, “On Ulrich-modules over hypersurface rings”,
pp. 63-68 in Commutative algebra (Berkeley, CA, 1987)), edited by M. Hochster et al., Math. Sci.
Res. Inst. Publ. 15, Springer, 1989. MR Zbl

[Barucci and Froberg 1997] V. Barucci and R. Froberg, “One-dimensional almost Gorenstein rings”,
J. Algebra 188:2 (1997), 418-442. MR Zbl

[Beck and Robins 2015] M. Beck and S. Robins, Computing the continuous discretely, 2nd ed.,
Springer, 2015. MR Zbl

[Bruns and Gubeladze 2009] W. Bruns and J. Gubeladze, Polytopes, rings, and K -theory, Springer,
2009. MR Zbl

[Bruns and Herzog 1998] W. Bruns and J. Herzog, Cohen—Macaulay rings, rev. ed., Cambridge
Studies in Advanced Mathematics 39, Cambridge Univ. Press, 1998. MR Zbl


http://dx.doi.org/10.1007/978-1-4612-3660-3_4
http://msp.org/idx/mr/1015513
http://msp.org/idx/zbl/0733.13013
http://dx.doi.org/10.1006/jabr.1996.6837
http://msp.org/idx/mr/1435367
http://msp.org/idx/zbl/0874.13018
http://dx.doi.org/10.1007/978-1-4939-2969-6
http://msp.org/idx/mr/3410115
http://msp.org/idx/zbl/1339.52002
http://dx.doi.org/10.1007/b105283
http://msp.org/idx/mr/2508056
http://msp.org/idx/zbl/1168.13001
http://dx.doi.org/10.1017/CBO9780511608681
http://msp.org/idx/mr/95h:13020
http://msp.org/idx/zbl/0909.13005

ULRICH ELEMENTS IN NORMAL SIMPLICIAL AFFINE SEMIGROUPS 379

[Danilov 1978] V. L. Danilov, “The geometry of toric varieties”, Uspekhi Mat. Nauk 33:2(200) (1978),
85-134, 247. In Russian; translated in Russian Math. Surveys, 33:97 (1978) 97-154. MR Zbl

[De Negri and Hibi 1997] E. De Negri and T. Hibi, “Gorenstein algebras of Veronese type”, J.
Algebra 193:2 (1997), 629-639. MR Zbl

[Dinu 2020] R. Dinu, “Gorenstein 7-spread Veronese algebras”, Osaka J. Math. 57:4 (2020), 935-947.
MR Zbl

[Fulton 1993] W. Fulton, Introduction to toric varieties, Annals of Mathematics Studies 131, Prince-
ton Univ. Press, 1993. MR Zbl

[Goto et al. 1976] S. Goto, N. Suzuki, and K. Watanabe, “On affine semigroup rings”, Japan. J. Math.
(N.S.) 2:1 (1976), 1-12. MR Zbl

[Goto et al. 2013] S. Goto, N. Matsuoka, and T. T. Phuong, “Almost Gorenstein rings”, J. Algebra
379 (2013), 355-381. MR Zbl

[Goto et al. 2015] S. Goto, R. Takahashi, and N. Taniguchi, “Almost Gorenstein rings—towards a
theory of higher dimension”, J. Pure Appl. Algebra 219:7 (2015), 2666-2712. MR Zbl

[Herzog and Watanabe 2019] J. Herzog and K.-i. Watanabe, “Almost symmetric numerical semi-
groups”, Semigroup Forum 98:3 (2019), 589-630. MR Zbl

[Herzog et al. 2019] J. Herzog, T. Hibi, and D. I. Stamate, “The trace of the canonical module”, Israel
J. Math. 233:1 (2019), 133-165. MR Zbl

[Hibi 1987] T. Hibi, “Distributive lattices, affine semigroup rings and algebras with straightening
laws”, pp. 93-109 in Commutative algebra and combinatorics (Kyoto, 1985), edited by M. Nagata
and H. Matsumura, Adv. Stud. Pure Math. 11, North-Holland, 1987. MR Zbl

[Hibi 1992] T. Hibi, “Dual polytopes of rational convex polytopes”, Combinatorica 12:2 (1992),
237-240. MR Zbl

[Hibi et al. 2019] T. Hibi, M. Lason, K. Matsuda, M. Michatek, and M. Vodicka, “Gorenstein graphic
matroids”, 2019. arXiv

[Hochster 1972] M. Hochster, “Rings of invariants of tori, Cohen—Macaulay rings generated by
monomials, and polytopes”, Ann. of Math. (2) 96 (1972), 318-337. MR Zbl

[Miyazaki 2018] M. Miyazaki, “Almost Gorenstein Hibi rings”, J. Algebra 493 (2018), 135-149.
MR Zbl

[Nari 2013] H. Nari, “Symmetries on almost symmetric numerical semigroups”, Semigroup Forum
86:1 (2013), 140-154. MR Zbl

[Normaliz] W. Bruns, B. Ichim, T. Romer, R. Sieg, and C. Soger, “Normaliz: Algorithms for rational
cones and affine monoids”, software, https:/www.normaliz.uni-osnabrueck.de.

[Singular] W. Decker, G.-M. Greuel, G. Pfister, and H. Schonemann, “Singular 4-1-2—A computer
algebra system for polynomial computations”, software, http://www.singular.uni-kl.de.

[Stanley 1978] R. P. Stanley, “Hilbert functions of graded algebras”, Advances in Math. 28:1 (1978),
57-83. MR Zbl

[Taniguchi 2018] N. Taniguchi, “On the almost Gorenstein property of determinantal rings”, Comm.
Algebra 46:3 (2018), 1165-1178. MR Zbl

[Ulrich 1984] B. Ulrich, “Gorenstein rings and modules with high numbers of generators”, Math. Z.
188:1 (1984), 23-32. MR Zbl

[Villarreal 2015] R. H. Villarreal, Monomial algebras, 2nd ed., Chapman & Hall/CRC, 2015. MR
Zbl

[Ziegler 1995] G. M. Ziegler, Lectures on polytopes, Graduate Texts in Mathematics 152, Springer,
1995. MR Zbl


http://mi.mathnet.ru/umn3391
http://dx.doi.org/10.1070/RM1978v033n02ABEH002305
http://msp.org/idx/mr/495499
http://msp.org/idx/zbl/0425.14013
http://dx.doi.org/10.1006/jabr.1997.6990
http://msp.org/idx/mr/1458806
http://msp.org/idx/zbl/0884.13012
https://projecteuclid.org/euclid.ojm/1602230466
http://msp.org/idx/mr/4160341
http://msp.org/idx/zbl/07285618
http://dx.doi.org/10.1515/9781400882526
http://msp.org/idx/mr/1234037
http://msp.org/idx/zbl/0813.14039
http://dx.doi.org/10.4099/math1924.2.1
http://msp.org/idx/mr/450257
http://msp.org/idx/zbl/0361.20066
http://dx.doi.org/10.1016/j.jalgebra.2013.01.025
http://msp.org/idx/mr/3019262
http://msp.org/idx/zbl/1279.13035
http://dx.doi.org/10.1016/j.jpaa.2014.09.022
http://dx.doi.org/10.1016/j.jpaa.2014.09.022
http://msp.org/idx/mr/3313502
http://msp.org/idx/zbl/1319.13017
http://dx.doi.org/10.1007/s00233-019-10007-2
http://dx.doi.org/10.1007/s00233-019-10007-2
http://msp.org/idx/mr/3947314
http://msp.org/idx/zbl/07058163
http://dx.doi.org/10.1007/s11856-019-1898-y
http://msp.org/idx/mr/4013970
http://msp.org/idx/zbl/1428.13037
http://dx.doi.org/10.2969/aspm/01110093
http://dx.doi.org/10.2969/aspm/01110093
http://msp.org/idx/mr/951198
http://msp.org/idx/zbl/0654.13015
http://dx.doi.org/10.1007/BF01204726
http://msp.org/idx/mr/1179260
http://msp.org/idx/zbl/0758.52009
http://msp.org/idx/arx/1905.05418
http://dx.doi.org/10.2307/1970791
http://dx.doi.org/10.2307/1970791
http://msp.org/idx/mr/304376
http://msp.org/idx/zbl/0233.14010
http://dx.doi.org/10.1016/j.jalgebra.2017.09.033
http://msp.org/idx/mr/3715207
http://msp.org/idx/zbl/1387.13052
http://dx.doi.org/10.1007/s00233-012-9397-z
http://msp.org/idx/mr/3016268
http://msp.org/idx/zbl/1267.20086
https://www.normaliz.uni-osnabrueck.de
https://www.normaliz.uni-osnabrueck.de
http://www.singular.uni-kl.de
http://www.singular.uni-kl.de
http://dx.doi.org/10.1016/0001-8708(78)90045-2
http://msp.org/idx/mr/485835
http://msp.org/idx/zbl/0384.13012
http://dx.doi.org/10.1080/00927872.2017.1339066
http://msp.org/idx/mr/3780228
http://msp.org/idx/zbl/1400.13025
http://dx.doi.org/10.1007/BF01163869
http://msp.org/idx/mr/767359
http://msp.org/idx/zbl/0573.13013
https://books.google.com/books?id=Zvm-oQEACAAJ
http://msp.org/idx/mr/3362802
http://msp.org/idx/zbl/1325.13004
http://dx.doi.org/10.1007/978-1-4613-8431-1
http://msp.org/idx/mr/1311028
http://msp.org/idx/zbl/0823.52002

380 JURGEN HERZOG, RAHELEH JAFARI AND DUMITRU I. STAMATE

Received March 13, 2020.

JURGEN HERZOG

FAKULTAT FUR MATHEMATIK
UNIVERSITAT DUISBURG-ESSEN
ESSEN

GERMANY

juergen.herzog @uni-essen.de

RAHELEH JAFARI

MOSAHEB INSTITUTE OF MATHEMATICS
KHARAZMI UNIVERSITY

TEHRAN

IRAN

and

SCHOOL OF MATHEMATICS

INSTITUTE FOR RESEARCH IN FUNDAMENTAL SCIENCES (IPM)
TEHRAN

IRAN

rjafari @ipm.ir

DUMITRU I. STAMATE

FACULTY OF MATHEMATICS AND COMPUTER SCIENCE
UNIVERSITY OF BUCHAREST

BUCHAREST

ROMANIA

dumitru.stamate @ fmi.unibuc.ro


mailto:juergen.herzog@uni-essen.de
mailto:rjafari@ipm.ir
mailto:dumitru.stamate@fmi.unibuc.ro

PACIFIC JOURNAL OF MATHEMATICS
Vol. 309, No. 2, 2020

https://doi.org/10.2140/pjm.2020.309.381

NOTES ON EQUIVARIANT HOMOLOGY
WITH CONSTANT COEFFICIENTS

SOPHIE KRIZ

For a finite group, we discuss a method for calculating equivariant homology
with constant coefficients. We apply this method to completely calculate the
geometric fixed points of the equivariant spectrum representing equivariant
(co)homology with constant coefficients. We also treat a more complicated
example of inverting the standard representation in the equivariant homology
of split extraspecial groups at the prime 2.

1. Introduction

Equivariant spectra are the foundation of equivariant generalized homology and
cohomology theory of G-spaces (and ultimately, G-spectra) for a finite (or more
generally compact Lie) group G, which has all the formal properties of generalized
nonequivariant homology and cohomology theory, including duality, along with
stability under suspensions by finite-dimensional real representations. They were
introduced and developed in [Lewis et al. 1986] (see also [Adams 1984; Greenlees
1985]). Equivariant homology and cohomology HAs with constant coefficients in
an abelian group A, on the other hand, can be defined on the chain level, as a part
of the theory of Bredon [1967]. Both contexts are reconciled in [Lewis et al. 1981],
where, more generally, equivariant Eilenberg—MacLane spectra of Mackey functors
are defined. In this paper, we discuss a spectral sequence (Propositions 4, 5) which
can be used to compute generalized equivariant homology of a G-CW-complex from
its subquotients of constant isotropy. This spectral sequence is especially efficient
in the case of H A¢. For example, we shall prove that for a (finite) p-group G, the
spectral sequence computing HZ/p%(X) always collapses to E' (see Theorem 7).

Note that this is false in cohonﬁ)gy. By [Bredon 1967], for a G-CW-complex X
and an abelian group A,

) HG(X; A) = H*(X/G; A).

Let G =Z/2 and X = S® where « denotes the sign representation of Z/2. Then
X/(Z/2) >~ *. Thus, by (1), H;(X; A) is only nontrivial for n = 0, while X has a
1-cell of isotropy {e}.

MSC2020: 55N91.
Keywords: equivariant homology, geometric fixed points, extraspecial groups.
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One may think, therefore, that equivariant homology with constant coefficients
carries less information than cohomology. It turns out, however, that equivariant
E-homologies of certain spaces give important information about a spectrum E.
For example, the geometric fixed point spectra [Greenlees 1985; Lewis et al. 1986,
IT §8, 9] ® E, where H runs through subgroups of G, completely characterize
the spectrum E. The coefficients ®CE,, for a finite group G, are the reduced
E-homology of the smash product SV of infinitely many copies of the one-point
compactification SV of the reduced regular representation V. Geometric fixed
point spectra proved very useful in applications, for example, in [tom Dieck 1970;
Hesselholt and Madsen 1997; Hill et al. 2016].

We will see that our method allows a complete computation of the coefficients
of the geometric fixed point spectrum of homology with constant coefficients
®C(HA),, which we denote by ®C(A),, by reducing it to the case where G is an
elementary abelian group. We show (Proposition 11) that ® HAg = 0 if G is not
a p-group, and that

CI)GHAG — q)G/G;’HAG/G;’,

where G is a p-group and G/, is its Frattini subgroup (Proposition 9). In the
elementary abelian case, the computation was carried out for A = Z/p in my
previous paper [Kriz 2015] (see also [Holler and Kriz 2017; 2020]).

Let first p = 2. We have

H*((Z/D)"; 2)2) = Z)2[xy, . .., xa],
where x; have cohomological dimension 1. Let, for o« = («y, ..., ay) € (Z/2)" {0},
Xog =01X]+...0X,.
For p > 2, following the notation of [Kriz 2015], we have
H*((Z/p)";Z/p) =Z/plzil ® Az/pldzi],

where z; have cohomological dimension 2 and dz; have cohomological dimension 1.
Let, for o = (q, ..., a,) € (Z/p)" {0},
Zo = 0121+ -+ 02y,
dzg =o1dz1+ -+ opdz,.
Theorem 1 [Holler and Kriz 2017; 2020; Kriz 2015]. (a) ®#/2"(Z/2) is the
subring of
H*(Z/2)"; 2/D)x; " |« #0]

generated by y, = x;; L
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(b) For p >2, ®Z/P"(7/p) is the subring of

H*(Z/p)": Z/p)lzy 'l € (Z/p)" ~ {0}]
generated by t, = Z(Il and uy = tydzy.
One can also explicitly describe these rings in generators and defining relations:

Theorem 2 [Holler and Kriz 2017; 2020; Kriz 2015]. (a) For p =2, we have
QU (Z)2) = Z/2yalor € (Z/2)" ~{0}]/ ~
where ~ denotes the relations

YaYp + Yoy +ypyy ~0
fora+ B+ vy =0. The elements y, are in degree 1.
(b) For p>2,
) /P (Z/p) =7/ plta] ® Azyplual/ ~

where ~ denotes the relations

1
tig ~ 1 lo, Ujg ~ Uy, Iglagtpt+lalatp ™~ lalp,
tpUgyp — tyrpUp +tatplla ~ Uglp, —URUg+p + UqUat+p ~ UgUg,

where i € Z/p ~ {0}, for o, B, + B € (Z/p)" ~ {0}. The elements u, are in
degree 1 and the elements t, are of degree 2.

This allows a complete answer for Z, the universal constant coefficients. Fix an
element g € (Z/p)" ~ {0} and put ity = Uy — ey, (Yo = Yo — Yo, for p = 2). For
p =2, we also set ty, = yﬁo.

Theorem 3. (a) For every prime p, we have that CI>f,<Z/ 25 (Z) is the subring of the
ring quZ/ 2 (M) on which the Bockstein

B o z/p)— @ 2/ p)

vanishes.

(b) Explicitly, for p =2, we have
OLZ) Z7/2[5, 1ol € (Z/2)" {0}/ ~,
where ~ denotes the relations
Yao ~ 0, Yap + YaVy + Yp¥y + oy ~ 0,
wherea + 8+ vy =0.
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(c) For p > 2,
L (Z) = (Z) pltala € (Z)p)" ~ {01 ® Az)pliala € (Z/p)* ~ {0}])/ ~,

where ~ denotes the relations

.1 ~ ~ ~
~IL Ty, Uig ~ U, Iglarp Tt lalarp ~ talp, Ugy ™ 0,

lia
3) 3 y 3 3 . .. .-
IpUatp — latpUp + lotpla ~ IgUle,  —UpUgtp + Ugla+p ~ Uallp,
forieZ/p~{0}anda, B,a+ B € (Z/p)" ~{0}.

The reductions contained in Propositions 9 and 11 are quite easy. However, if one
considers the more general problem of calculating fl\éf(Soo”) for a general finite-
dimensional representation y of G, one gets nontrivial examples. One such example
is treated in Section 4, where G is a split extraspecial 2-group and y is the irreducible
representation nontrivial on the center.

The present paper is organized as follows: In Section 2, we discuss our spectral
sequences. In Section 3, we discuss the application to geometric fixed points.
Section 4 contains the extraspecial group example.

2. The spectral sequences

For a G-equivariant spectrum E, we will need to use the homotopy co-fixed point
(Borel homology) spectrum

C)) Eng =(EANEG})C,

where EG is a nonequivariantly contractible free G-CW complex and for a space X,
we write X = X | [{*}. The formula (4) includes a key fact called the Adams
isomorphism [Lewis et al. 1986, II §7]: G-equivariant cell spectra with G-free cells
can be identified with naive (i.e., nonequivariant) cell spectra with a free cellular
G-action. The Adams isomorphism says that for any cell G-spectrum E, Ej¢ is
equivalent to (E A EG.)/G, where E A EG is considered as a naive G-spectrum.
Recall that a family % is defined as a set of subgroups of G that is closed under
subconjugacies. For a family .#, we have a G-CW complex E.% such that

EgH ~ « for H € Z,
EZ%~g forH ¢ 7.

If we denote by X the unreduced suspension of a G-space X, we have
EZ " ~ % for H € .%,
E7°~5$" forH ¢ 7.
If V is a real G-representation, denote by S(V) the unit sphere of V and by SV

the union of the 1-point compactifications of S" for finite-dimensional subrepresen-
tations W of V. If we set ooV =P V, then S(coV) is a model for E.Zy, where
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Fy={HCG|VH £0}. Thus S®V is amodel for £ Zy. Since SV AS®V = §>V,
for a commutative ring spectrum E,

—_~

E.EZy =E,5®

is a commutative ring. Here E*X , for a G-spectrum E and a based G-CW com-
plex X (recall that the base point is required to be G-fixed), is the equivariant
reduced homology of X, i.e., . (E A ¥°°X) (without adding a disjoint base point).
Note that this is also the Z-graded part of the R O(G)-graded coefficient ring of
01‘71 E, where ay € m_y E is the class obtained from the inclusion S° — SV.

For a finite group G, a family .%#, and an H € .#, define the height of H
inductively by

hez(H)y=max{0,hsz(K)| K e %, HC K}+1.
Now let X be a G-CW-complex. Consider the family
F=Fx={HCG|X"+02).

Let E be a G-spectrum. Then we have a spectral sequence converging to the
E-homology of X, using Borel homology of parts of X of the same isotropy. There
are two versions of the spectral sequence, one for the unreduced homology of X,
the other for the reduced homology of its unreduced suspension. Keeping track of
terms can be delicate, so we list both versions:

Proposition 4. We have a spectral sequence
1
E), = EpiqX,
where
&) E,, = ey ((EH A (XH/ U XK)) ) :
(H), HeFx. hgy (H)=p HCK hW(H)7 p+q

(Here W(H) = N(H)/H, where N (H) is the normalizer of H in G, and (H) runs
through the conjugacy classes of H € %x.)

Proposition 5. We have a spectral sequence
| ~ o~
El = EpiqX,
where

Ey, = E, (%),

6) E,,= P (<EH A <XH/ U XK)> ) :
’ HCK hW(H) / p+q—1

(H).HeFx. hay (H)=p
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The proofs of these statements are sufficiently similar to only give one of them.
We prove Proposition 5 which is more closely related to our applications.

Proof of Proposition 5. Define an increasing G-equivariant filtration of X by
/ _ H __ H
Fx= | x"= (J x"
hg (H)<p hz (H)=p

Then define an increasing G-equivariant filtration of X by

RX= (| = | @O

hg(H)<p hg (H)=p
We have a spectral sequence
E),=Epg(FyX/Fy 1X)= Epig(X) = (EAX)piq.
By definition, for p > 1,
FRX/Fax= | @7 | O
hg (H)=p hg (H)<p—1
On the other hand,
FyX/Fy 1 X = (FyX/FoX)/(Fp_1X/FoX)
= (SF)(X)4)/(SF)_(X)4)
= S(F)(X)/F)_ (X))
Thus,
Epig(FpX/Fp 1 X)=Epiq 1(Fp(X)/F)_ (X)),

Now, we have

FRo/Fx0=|J xf/ U x®

h (H)=p ha (H)<p
_ \/ (XH/ U XK).
ho(H)=p HCKeF

Note that

x#/ ) x¥

HCKeF

is a free based W (H)-CW complex.
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On the other hand,
B, V(7 U )
haz(H)=p HCKeZ
- @ B V(U )
(H), hez (H)=p H'=gHg™! H'CKeF
= @ B U x)
(H), hz (H)=p HCKeZ

To justify the third isomorphism above, note that G acts transitively on the
conjugacy classes of H and thus

v (Y %)
H'=gHg™! H CKeZF

is the pushforward from N (H) to G of

x#/ ) xX

HCKeF
Therefore,
Ehy= @ B((xt U x<)rEwan.)
(H), hgz (H)=p HCK
- @ (= U))),
(H), hg (H)=p HCK hW(H) / p+q—1
since E¢ = (EX)G/K, O

We shall be especially interested in the case of classifying spaces of families.
Consider, for a family .# and a group H € .%, the poset

(7 P ={K € 7 | K 2 H}

with respect to inclusion. Note that this poset has a N (H)-action by conjugation.

For a poset P, denote by | P| the nerve (also called the classifying space or bar
construction) of P, which one defines as the geometric realization of the simplicial
set whose n-simplices are chains

Xo <o <Xy

where faces are given by deletions and degeneracies by repetitions. This is a special
case of the nerve of a category where n-simplices are composable n-tuples of
morphisms.
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Corollary 6. We have a spectral sequence

—_~

E,, = (ENEZ) )y q4=EpEZ,

where
Eé’q = Eq (*)
and for p > 0,
) El, = P (E™ NPT Diw ) p+q—15

(H), HeZ ,hz (H)=p
where (H) runs through the conjugacy classes of groups H € Z.

Proof. Apply Proposition 5 to X = E.%. Note that Zps = .%. Let H € # = .
Then
EFH ~ .

We may realize the system of spaces (E.ZX) HcCkes as a N (H)-equivariant functor
F: Py — A% .Set,

where the right-hand side denotes the category of simplicial sets, such that the
canonical maps
colim F(y) — F(x)
y<x

are injective for all x € Plf . Now if we denote by 7 : Pg — x the terminal
map, Uycxes EF K'is the left Kan extension 7% F. However, by our injectivity
assumption, the canonical N (H)-equivariant map

(9) L7T#F —> JT#F

(where L denotes the left derived functor) is a nonequivariant equivalence. Addition-
ally, the left-hand side can be expressed as the 2-sided bar construction B (x, PZ.F ).
Since the values of F on objects are contractible, we have an N (H )-equivariant map

(10) B(x, Pif , F) = B(x, Pij . ¥) = | P}]|

which is a nonequivariant equivalence. The equivariant maps (9), (10) induce
equivalences on homotopy fixed points, since they are nonequivariant equivalences.
Thus, we have an equivalence

(EHA(EﬁH/ U E%“K)) ~(E" NPT Diwan
HCK AW (H)
as required. O

Again, there is also an unbased version for E.# instead of EZ.
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Theorem 7. If G is a p-group and E = HZ/p, then the spectral sequence (5)
collapses to E'. Additionally, the spectral Euence (6) collapses to E' when
X6 =go.

Proof. Again, the proofs of the reduced and unreduced cases are similar. We treat
the unreduced case this time.

Suppose G is a p-group and X is a G-CW-complex. Then HZ/p%X can be
calculated on the chain level. Let CY(X) be the cellular chain cc@lex of X in
the category of G-coefficient systems in the sense of Bredon [1967], i.e., functors
ﬁGOp — Ab where O is the orbit category. This is defined by

(CCX))(G/H) =N (xHy.

Then we have
HA,(X) = H,(CO(X) ®4, A),

where A is the constant co-coefficient system for an abelian group A, i.e., the
functor 0 — Ab where for f: G/H — G/K € Mor(0g), f. is multiplication
by |[K|/|H].

We will show that

(11) CG(X)®(,G@;@5°6“<X”/ U XK) Qzwa Z/ p-
(H) HCK

In each degree separately, (11) holds as abelian groups, since all &;-identifications
corresponding to nonisomorphisms are trivial. For any f : H C K, consider the
summand of the differential d'”' of C(X) ®¢, Z/p

dux:C(XM®Z/p— Co1(XX)®27/p.

By conjugation, it suffices to show that these maps are 0.
The differential d'*' is given by

Pda/~Pcxhez/p/~— @ (X oz/p/ ~.
where ~ denotes the equivalence relation generated by
ffa®b~aQ® fib.
In particular, for g € C,,(X), let c € C,,_1(X™) be the sum of the terms of d(q)
on cells in XX, where d is the differential of C(X*). Then we have

dH,K(‘]):f*C®1=C®f*1=c®||£[_l||=0-

Therefore, dy ¢ = 0. Thus, we have proved (11), and hence the spectral sequence
collapses to E'. (]
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3. Geometric fixed points

In this section, we shall apply the methods of the previous section to completely
calculate the coefficients of the geometric fixed point spectrum

P

®%HA = HA,EZ(G],

where .#[G] = {H | H C G} for any finite group G.
A basic fact about posets is useful for computing examples: For functors F:— %
between any categories, we get continuous maps

|F|: 1€ = 121,
and for natural transformations F — G, we get
|F| ~|G].

In particular, if f, g : P — Q are morphisms of posets and f < g, then | f| =~ |g|.
Thus, in particular, if P has lowest or highest element x, |Id| >~ |Const,|. Therefore,
then, | P| is contractible.

Lemma 8. For posets Q C P, if there exists a morphism f : P — Q satisfying both
(1) forevery x <y e P,we have f(x) < f(y),

(2) for every x € P, we have x < f(x) (or alternatively x > f(x)),

then the inclusion induces a homotopy equivalence |Q| >~ | P|.

Proof. Suppose we have posets P, Q and a morphism f : P — Q satisfying the
assumptions. We have an inclusion

t:Q<— P.
Foran x € Q, t(x) = x. So, for every x € Q,
fou@) = f(x) = x =1dg(x).

Therefore f ot >1Idg. So |fllt| =|f ot| >~ 1djg|. On the other hand, for x € P,
f(x) € Q,so
to f(x) = f(x) >x=Idp(x).

So, fou>1Idp. So ||| f] =0 f| ~1d,p|. O

Denote by G/p the Frattini subgroup of G, i.e., the subgroup generated by the
commutator subgroup and p-th powers.

Proposition 9. Suppose G is a p-group. Then for any G-spectrum E, we have

®6(E) ~ &9 /P (EGY).
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In particular, for a constant Mackey functor A, we have
®%(4) ~ d9"/7(4).
Comment. Note that one always has an equivalence
O (E)~ dC/HOHE

The special feature here is that E — ®f E induces an equivalence on G/H-
geometric fixed points if G is a p-group and H is the Frattini subgroup.

We shall first prove:

Lemma 10. Let G be a p-group and let H C G be a subgroup not containing G;,.

Then
|P5[G]| >~ %,

Proof. Denote by Q the poset of proper subgroups of G containing G/ H. We have
an inclusion Q C Py, Z16] . By the Burnside basis theorem, for any subgroup K C G,
we have K - G’p C G. Thus, we have a map of posets ¢ : Pj 61 _, 0 given by

/
Kl—)K-Gp.

Also, for K € Q, ¢(K) 2 K. Thus, | Q| ~ | P;, '°!| by Lemma 8.
However, | Q| =~ * since Q has a minimal element. [l

Note that this implies Proposition 9, since the quotient map
(12) EZ[G]— EZ[G/G')]

induces an isomorphism on E!-terms of the spectral sequence (5). (The spectral
sequence is not functorial in general with respect to change of groups. In the present
case, however, we have a surjection of groups which preserves the height of the
proper subgroup containing G’,, while the remaining terms in the source are 0.
Thus, a morphism of spectral sequences which is an isomorphism an E' arises.)

Also note that for the present purpose, the spectral sequence can be skipped
entirely and one can simply argue that (12) is an equivalence by examining its
H-fixed points for each H: The fixed point set of the left-hand side is contractible
for H C G and equivalent to S° if H = G, while the right-hand side is contractible
if H -G/, C G and equivalent to SOif H - G, = G. By the Burnside basis theorem,
both conditions are equivalent. This was pointed out to me during the process of
revising this paper.

Proposition 11. If G is not a p-group, then

P (A4)=0
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Proof. First, suppose G is a finite group that is not a p-group.
The spectrum ®%(Z) is a commutative ring spectrum, since we have

SOOV A SOOV ; SOOV'

Choose a prime p. Then by the first Sylow theorem, there exists a p-Sylow
subgroup P of G. Then there exists an H with P € H C G that is maximal (i.e.,
there does not exist K such that P € H C K C G). Therefore the contribution
of H to the spectral sequence will include

(13) HY ™M@y~ H) ™ (%) =7.
In (13), 1 € Z represents an element € E 11’0, where

161

d'(n) =+
() H]

Since we have p 1 |G|/|H|, the gcd of all these numbers is 1, and thus, 1 € Z = E(l)’0
of the spectral sequence (8) is killed. Since CD*G(Z) is a commutative ring, it must
be 0. So

®%(Z2) =0. O

Now, one can apply the results of my previous paper [Kriz 2015], as well as
those of [Holler and Kriz 2017; 2020], to calculate ®Z/P)" (2).

Recall that for any space or spectrum X, we can obtain maps
(14) H"(X;:Z/p) L5 H™ ' (X; Z/p),
(15) H"(X:Z/p) L5 H'™(X; 7)

as the connecting maps of the long exact sequences from taking cohomology with
coefficients in the following respective short exact sequences:

0—2Z/p—Z/(p*) = Z/p— 0,
0-7257-57/p—0.
These are called the Bockstein maps, and the long exact sequence involving (15)
forms an exact couple which gives rise to the Bockstein spectral sequence, in which
(14)is d".
Consider first the case of p > 2. Recalling the notation of Theorems 1 and 2, the
Bockstein acts by

Bdzi) =z, Pzi=0.
Also recall that we have

(16) Blab) = Ba-b+ (—1)1a. gb.
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Thus we get
Blta) =0,  Plus) =1

Note that 8 preserves the relations of (2). For example,

ﬁ(_uﬁua+ﬂ+uaua+ﬁ_uauﬂ)
=-p (”ﬂ)uaJrﬁ +M;3:3 (ua+ﬁ)+ﬂ(ua)ucx+ﬁ —ugpP (Moz+/3) —B (ua)uﬂ+ucx,3 (uﬂ) =0.
Now by computing directly on the chain level the equivariant (Z/p)"-homology
of SV, where V is the reduced regular representation, the standard (Z/p)"-CW
decomposition of SV (thought of as a colimit of smash products of representation
spheres of nontrivial 1-dimensional complex representations «) has only one 0-cell
beside the base point, to which (using one «) p 1-cells are attached on which
(Z/p)" acts transitively. Thus, <I>(()Z/p)n (Z) =7/ p. Since @iz/p)n (Z) is aring, it
has characteristic p (i.e., every element is annihilated by p). Thus the Bockstein
spectral sequence collapses to EZ, or in other words

(17) H (@' (Z/p). B) =0.
Hence, we have an exact sequence

(18) 0— /"' @) — oZIP" (z/p) L5 dEP" Z/p).

Therefore, CI>>(,<Z/ P (2) contains the elements , and ) ; a;u,,, Where ) . a; =
0 € Z/p. Choosing an ag € (Z/p)" ~ {0}, since we are in characteristic p, the
elements ) . a;juy, where ) . a; =0 € Z/ p are linear combinations of ifq = g — Uy,
One easily verifies the relations (3). For example,

—lglgtp+ilglayrp — Ugllg
= —(ug — o) (Uatp — Uay) + (e — Uay) (Uatp — Uay) — (o — Uay) (Up — Ua,)
= —UBUgtp T Ugyllg+p T+ URUy, — uflo FUqlUg+p — UggUa+p — UgUa,
+ “io —Uglg + UqoUp + Uglhgy — “io
=0.
Let ﬁn denote the ring Z/ p[t,, ii,] modulo the relations (3). Write (18) as
0— Rz — Rzyp N Rz/p.

We therefore have a homomorphism of rings

@ ﬁn — Rz.
We want to prove that this is an isomorphism.
Now, let us consider p = 2. Choose again a representative «g € (Z/2)" ~\ {0}.
Again, the Rz contains elements of the form ) ; ¢;y; with ), a; = 0 which are



394 SOPHIE KRIZ

generated by Yy = yo — Yo,. Also, the elements 7, = yg € Rz (by (16)), but note
that 2 = y2 + ygo (since we are in characteristic 2), so we only need to include 7,
in the generators. Now similarly as for p > 2, one proves the relations.

(19) yao = Oa yayﬂ + ya&a—{—ﬂ + yﬁia-ﬁ-ﬁ + tao =0.
Let ifn denote the quotient of the ring Z/2[yy, t4,] by relations (19).
Again, we have a homomorphism of rings
Q: ﬁn — Rz,
ya = Yo — Yags
fuy > yéo.

We can prove that ¢ is an isomorphism by calculating the Poincaré series of R,
checking that it is the same as the Poincaré series of Rz and exhibiting an additive

basis of ﬁ,, that is linearly independent in Rz>.
Recall from [Holler and Kriz 2017; 2020] that the Poincaré series of Rz, is

P(Rz/p) = a

Thus, by (17), we have an exact sequence of graded Z/ p-vector spaces

1 . .
——J]a+ " = D).
—O

0— Ry — Rz/p L5 Ryjpl1] 25 Ry[21— 0

and hence

1
(I=xH(1 -

1 n

200 P(Rz)=——P(Rz/,) = 1 =l _Dx).
(200 P(Rz) == P(Rz/p) o H( +(p )x)

For p =2, we know that the Poincaré series of ﬁl is1/(1— x?%). Now we can treat
the o as elements of (Z/2)" ~\ {0} and assume that o = (1,0, ...,0). Forn =2,
we only have y(, 1), y(1,1), Y1,00 = 0. By the relations, we have y,1)Y(1,1) = tap-
Therefore this ring has additive basis y(o 1)ta0 R ié‘fll) a0° and t" m', k', ¢ >0),
which give the terms x/((1 — x)(1 — x?%)) twice and 1/(1 — xz) in the Poincaré
series. Therefore, the Poincaré series of the ring is

4o X _ 1+x .
1 —x2 1-x)1-=x%2) (1-x)1-=x2)

After this, we can continue by induction since the relations imply

P(Ry) =

P(Ry) = PRy (14 @ = ) 1

s1m11arly as in [Holler and Kriz 2020] The additive basis is formed by the additive
basis of Rn | times y(0 ) or y(a, 1y where o’ € (Z/2)"~! \.{0}. These elements
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are linearly independent in Rz, by performing a similar induction there (which
was done in [Holler and Kriz 2020]).
The case of p > 2 is completely analogous. We define the homomorphism of rings

¢o: R, — Rz,
Uy > Uy — Ug,,

ty > Ly,

which again we can check is a ring homomorphism by computing the relations
in the target. Again, we check ¢ is an isomorphism by checking that for every n,
the Poincaré series of R, agrees with (20). We have R is generated by the basis
of (t(l))”’>0 Thus as before P(Rl) = 1/(1 — x2) ThlS time, for every n>2,an
where € € {0, 1}, or times t( 1 1ys OF times t( 1 U 1) where o e’ (Z/p)” \ {O}.
This gives

P(Ry) = PRy (1+ (" = ) T,

and we can proceed by induction.

4. Another example

For the rest of the paper, we will consider equivariant homology with constant
coefficients Z/p for a prime p. If G = (Z/p)" is an elementary abelian group, S
is a set of 1-dimensional representations (real or complex depending on whether
p=2or p>2),and y = P,s o, then we completely calculated in [Kriz 2015]
the (Z-graded) coefficients of

—~~—G —~ G ——
21 HZ/p (S")=HZ]p EZ,.

By the above method, for any p-group G and any set S of nontrivial irreducible
1-dimensional representations of G/G’,, y = @, ¢ @, we have

——G ——G/G,
H@*(SOOV) =HZ/p, (8°°7).

However, for a G-representation y which does not factor through G/ G;, the
calculation of (21) can be nontrivial. In this section, as an example, we consider the
case where G is the split extraspecial group (as described below) at p =2 and V is
the irreducible real representation nontrivial on the center. This group is the central
product of n copies of Dg. We write V,, = (Z/2 ® Z/2)", where the generators of
the i-th copy of Z/2 @& Z/2 are denoted by v ;, vp;. Define g(vy,;) = q(va2,;) =0,
q(v1,; +v2,;) =1, and let g be additive between different i summands. This is a
split quadratic form on the [F,-vector space V,, with associated symplectic form

b(x,y)=qx+y)+qx)+q(y).
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A vector subspace W C V is called isotropic when b is 0 on W and is called
q-isotropic if g is 0 on W. The split extraspecial group V, is an extension

1> 27/2— V, -V, —> 1,

where for v € V,,, 2v # 0 if and only if ¢(v) # 0 and for v,w € V,,, vwv~lw™! =

b(v, w).

Clearly V, is isomorphic to a central product of n copies of Dg and the (real)
irreducible representation y nontrivial on the center is obtained as the tensor product
of the dihedral representation of the n copies of Dg. We shall apply Proposition 4 to

/—\_/vn

The family %, consists of elementary abelian subgroups of v, disjoint with the
center which project to g-isotropic subspaces of V,,. Two subgroups are conjugate if
and only if they project to the same g-isotropic subspaces U of V,,. We shall refer to
these subgroups as decorations of U, and call them decorated g-isotropic subspaces.

We shall need to consider the following modular representations of the split
extraspecial 2-group V,: All these representations will factor through the Frattini
quotient V,. By the representation 2;, we mean a tensor product of the regular
representation of Z/2{v;;} with the trivial representation on Z/2{v;;}, where
v1,j, v, act trivially for j # i. (For counting purposes, equivalently, 1 and 2 can
be reversed). The representation 3; is the kernel of the augmentation from the
regular representation on Z/2{v; ;, v ;} to the trivial representation (with the other
coordinates also acting trivially).

Let P, be the poset of elementary abelian subgroups of V, which project to a
nontrivial g-isotropic subspace of V,,. We will refer to these subgroups as decorated
q-isotropic subspaces of V,,.

Theorem 12. Forn > 1, ﬁk (|P,]) =0 except fork=n—1. As a Vn—representation,

= Huy_1(|P,)) is given recursively as follows:

0 =31,
Hp1 =341 @

(22) @241 ® 27 =2,
@241 ® Q7+ 2" = 1)@ — 2,27 A,
The subtraction in the last term is to be interpreted recursively as follows: We set
7 = 1. Then one copy of 2,.5%,—1 is “subtracted” from the first summand of (22)
with n replaced by n — 1, to leave a copy of #,_1. The remaining 2°"~> — 1 copies

of 2,5¢,—1 are subtracted from the second summand of the formula (22) with n
replaced by n — 1 (thus, only one copy of the 2.4, is involved in the subtraction).
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Comment. The expression for .7, given by the theorem is a direct sum of repre-

sentations of the form
X203,

i€S1 j€S2

for $1 NS, = @. 1 do not know if homology groups of V,, with coefficients in these
representations are all completely known. For |S;| < 2, they can be deduced from
the computation of Quillen [1971].

Proof. We proceed by induction on n. In the case of n = 1, the isotropic subspaces
are (v1) and (v;), and there are two lifts to V1, and each pair of lifts is given by one
Z/2-summand of V| =Z/2& Z/2. Note that we have 3, because we must consider
reduced homology.

Now to pass from |P,| to |P,t1], consider first the poset 0, of decorated
q-isotropic subspaces of V,;; which intersect nontrivially with V,. Then the
inclusion | P,,| C |Q,| is an equivalence by Lemma 8, considering the map the other
way given by

Wi WnVv,.

Now a g-isotropic subspace W of V, | with WNV,, =0 has dim(W) <2. Let Rn—i—l
denote the union of Q,, and the set of decorated isotropic subspaces W C V,,;.; with
dim(W) =2, WNYV, =0. Then the poset (R,,H)EW N Q,, for any such space W con-
sists of copies of the poset 4_1}3n_1 (here we use 4 to denote 4 additional independent
decorations). The factors (22) correspond to the choices of W, consisting of one
nonzero g-isotropic vector w € V,,, and one vector w’ with g(w’) =1, b(w, w’) = 1.
There are 22*~2 choices of w’ for each w. Then W = (v; + w, v; 4+ v2 + w’). This
leads to a based cofibration

(23) 1Pyl = [Rug1] > \/ B[Pyl
4(22n—l+2n—1_1)22n—2
Now P, is the union of R, with the set of all decorated g-isotropic subspaces

W C Vi1 with WN 'V, =0, dim(W) = 1. For such a space W, (Fn—i-l)zW NRy41
consists of

24) 2(2(2211*1 +2n71)+(22n71 _2;1—1))

copies of P,. The 2 corresponds to additional decorations. The 2(22*~! 4-2"—1)
summands correspond to g-isotropic vectors of the form w + vy, w+v,, for w € V,,,
the 22"~! —2"~! summand correspond to g-isotropic vectors of the form w+v; +v;.
Thus, we obtain a based cofibration sequence

(25) |Rys1| = |Pps1] = \/ 17
2(2(22n—142n—1) 4 (22n—1_n—1y)
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Now from (23) and (25), we can easily eliminate |Rn+ 11, as we see that the copies
of X|P,| in (25) corresponding to w = 0 project identically to X|P,| C Z|R,41]
under the connecting map. Thus, we obtain a cofibration sequence of the form

— _ ) =
(26) [Pat1l— V SIPd> /) APl
;(2(2211—1+211—171)+22n—|72n—|) ﬂ-(22"4+2”—|71)22ﬂ—2

The second map (26) is shown to be onto in reduced homology using the sums of
terms indicated in the statement of the theorem. (In particular, we consider, for a
g-isotropic vector w + v, with 0 # w € V11, all choices of vectors w’ such that
(w+ vy, w 4 v 4 vy) is g-isotropic. Note that this includes but is not equal to, for
n > 1, all (w+ vy, u) g-isotropic.)

The dichotomy between canceling the first or second summand in (22) comes
from distinguishing whether the projection of w to V,_; is 0 or not. O

Comment. The same method shows that the reduced homology of the poset of
undecorated g-isotropic subspaces of V,, is concentrated in degree n — 1 and has
rank 2""~D_ This poset (for n > 2) is the Tits building of Q3 (2) (the adjoint
Chevally group of type D, at the prime 2), and this fact therefore also follows from
the Solomon-Tits theorem [Solomon 1969].

The number of g-isotropic subspaces Uy of dimension k of V,, is

B 1 1Y B s o Al V[ C e ot VRO C e o et
e D@ T=D)...2=D)

The Weyl group of Uy is V,_«. Thus, we have proved the following:

Theorem 13. We have o
HZ_/ZO(S°°7’) =7/2.

Fori >0,
G n -
HZ/2 (S*) = vse D Hi-nie1 Vai. A, O
k=0
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LOCAL NORMAL FORMS FOR
MULTIPLICITY FREE U (n) ACTIONS ON
COADJOINT ORBITS

JEREMY LANE

Actions of U(n) on U(n + 1) coadjoint orbits via embeddings of U (n) into
U(n + 1) are an important family of examples of multiplicity free spaces.
They are related to Gelfand-Zeitlin completely integrable systems and mul-
tiplicity free branching rules in representation theory. This paper computes
the Hamiltonian local normal forms of all such actions, at arbitrary points,
in arbitrary U (n + 1) coadjoint orbits. The results are described using
combinatorics of interlacing patterns; gadgets that describe the associated
Kirwan polytopes.

1. Introduction

A Hamiltonian action of a compact connected Lie group K on compact symplectic
manifold (M, ) with an equivariant moment map is a multiplicity free space if
the ring of K-invariant functions C*®°(M)X is a commutative Poisson subalgebra
[Guillemin and Sternberg 1984a]. The moment map of a multiplicity free space
identifies the orbit space, M /K, with a convex polytope called the Kirwan polytope
[1984]. Compact multiplicity free spaces are classified by their Kirwan polytope and
the principal isotropy subgroup of the action [Knop 2011]. The local classification of
multiplicity free spaces (in a neighbourhood of an orbit) is a crucial step in the proof
of the classification theorem for compact multiplicity free spaces. It is equivalent
to the classification of smooth affine spherical varieties for G = K. Smooth affine
spherical varieties are classified by their weight monoids [Losev 2009].

One particularly concrete family of examples of multiplicity free spaces is
provided by the action of a unitary group, U (1), on a coadjoint orbit of the unitary
group U (n+ 1) via an embedding of U (n) into U (n + 1) (Section 3A). The Kirwan
polytopes of these spaces can be described as the set of points (ug, ..., u,) € R*
that satisfy the so-called interlacing inequalities,

(D AMZUIZA> U > > Uy > Ay,

MSC2010: primary 53D20; secondary 14M27, 37J35.
Keywords: coadjoint orbits, multiplicity free spaces, local normal form, Gelfand—Zeitlin, integrable
systems.
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where Aq, ..., A,41 € R are fixed parameters determined by the coadjoint orbit. The
main result of this paper (Theorem 3.3) is the computation of the local classifying
data of these spaces at arbitrary points in arbitrary U(n + 1) orbits. This result
has two interesting features. First, the classifying data are described in terms of
combinatorial gadgets called interlacing patterns that encode the combinatorics
of the Kirwan polytope (see Section 3B). An example of an interlacing pattern
is illustrated below. It corresponds to certain points in U(8) coadjoint orbits
diffeomorphic to U8)/U(2) x U(1) x U2) x U(1) x U(1) x U(1).

The second interesting feature is the proof (given in Section 4). Rather than using the
classification of smooth affine spherical varieties, the classifying data are computed
directly by elementary means. Following several standard reductions, the main step
in this proof is the explicit computation of the isotropy representations (Section 4A).
It is shown that they are certain products of standard representations and trivial
representations of factors of the isotropy subgroup, which has a block diagonal
form. The block diagonal factors of the isotropy subgroup that act by standard
representations correspond to “parallelogram shapes” that appear in the interlacing
pattern. For example, the isotropy subgroup corresponding to the interlacing pat-
tern above is U(1) x U(1) x 1 x U(2) x U(1) and the isotropy representation is
{0} C {0} ®C? {0} (see Example 5). The computation of this representation
relies on the relationship between the combinatorics of interlacing patterns and
divisibility properties of characteristic polynomials of certain Hermitian matrices.

Motivation for this work is provided by the Gelfand—Zeitlin' commutative com-
pletely integrable systems [Guillemin and Sternberg 1983]. Although Gelfand—
Zeitlin systems have been studied extensively in recent years (see, e.g., [Alekseev
et al. 2018; Bouloc et al. 2018; Cho et al. 2020; Lane 2020]), very little is known
about their local normal forms as integrable systems near singular fibers (see
Example 6). An ongoing program aims to use the results of this paper to prove
topological and symplectic local normal forms for Gelfand—Zeitlin systems. The
multiplicity free spaces studied in this paper, as well as the associated Gelfand—
Zeitlin systems, have analogues for orthogonal groups and orthogonal coadjoint
orbits. The local models of those multiplicity free spaces can be computed in a
similar fashion.

LAlso spelled Gelfand—Cetlin and Gelfand-Tsetlin.
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2. Hamiltonian group actions and local normal forms

This section fixes conventions, notation, and recalls the statement of the Marle—
Guillemin—Sternberg local normal form. Standard references are [Audin 2004;
Guillemin and Sternberg 1984c] modulo conventions.

2A. Hamiltonian group actions. Let K be a connected Lie group. Denote its Lie
algebra by £, the dual vector space by £* and the dual pairing by (-, -). Let Ad
and Ad* denote the adjoint and coadjoint actions respectively, i.e., (Ad; &, X) =
(6, Ady-1 X) fork € K, £ € £*, and X € £. Given a left action of K on a manifold M,
the fundamental vector field of X € ¢ is
d
X),=— X) - M.
Xp= 77|, _,xPUX) - p. pPE
Let (M, w) be a symplectic manifold. A left action of K on M is Hamiltonian

if there exists an equivariant map ® : M — £* such that

ixw =d(P, X).

A map ® with this property is called a moment map. The tuple (M, w, @) is a
Hamiltonian K -manifold. Hamiltonian K-manifolds (M, w, ®) and (M', o', ®’)
are isomorphic if there exists a K-equivariant, symplectic diffeomorphism ¢ :
(M, w) — (M’, @) such that ®' o ¢ = ®.

Example 1 (coadjoint orbits). Let O C #* be an orbit of the coadjoint action of K.
Given & € O, the tangent space Tz O C £ is the set of elements of the form ad¥ &,
X e t. The Kostant—Kirillov—Souriau symplectic form wggs on O is defined
pointwise by the formula

(wkks)g (ady &, ady §) = (£, [X, Y]).

The inclusion map ¢ : O — £* is a moment map for the coadjoint action of K on
(O, wkks)- A

Example 2 (homomorphisms). Let (M, @, ®) be a Hamiltonian K -manifold, H be
a Lie group, and ¢ : H — K be a Lie group homomorphism. Let (d¢)* : t* — b*
denote the linear map dual to d¢ : h — £. Then the action of H on M defined
via the action of K and the homomorphism ¢ is Hamiltonian and (d¢)* o @ is a
moment map. A

Let U (n) denote the group of n x n unitary matrices, with Lie algebra u(n), and
let H,, denote the set of n x n Hermitian matrices, X = X7, where X — X' denotes
conjugate transpose. Fix the isomorphism

2) H, — u@®m)*, X (A > Tr(XA)).

1
/1
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It is equivariant with respect to the action of U () on #,, by conjugation, k-X =kXk".
Example 3 (representations). Identify C* = M,,1(C). The standard symplectic
form on C" is

1
24/—1

The action of U(n) on C" by the standard representation is Hamiltonian with
moment map

3) wsa(x, y) = x'y—y'x), x, ye M.

4) d(x) = —%xxT.

More generally, suppose that V is a real vector space equipped with a linear
symplectic form wy. Let p : K — Sp(V, wy) be a representation of K on V
by symplectic transformations. Then the action of K on (V, wy) defined by p is
Hamiltonian with moment map ®y defined by the condition

®)) %a)v(d,o(X)v, v) = (Py(),X) forallvelV. A

Example 4 (isotropy representations). Let (M, w, ®) be a Hamiltonian K -manifold.
Given p € M, let K - p denote the orbit of the action of K through p and let K, < K
denote the isotropy subgroup; the subgroup of elements that fix p. Let K¢(,) denote
the isotropy subgroup of ®(p). Then K, < Ko(,). The symplectic slice at p € M
is the vector space

Wp = Tp(K : p)w/(Tp(K -p)N Tp(K ),

where T, (K - p)® denotes the subspace of elements X € T, M such that w, (X, Y)=0
forall Y € T,(K - p). The restriction of w, to T,,(K - p)* descends to a symplectic
form on W), denoted @ . The linearization of the action of K, a.k.a. the isotropy
representation, preserves the subspaces T,(K - p)* and T,(K - p) N T,(K - p)“,
so it descends to an action of K, on (W,,®,) by symplectic transformations.
Thus (W), ®,, ®w) is a Hamiltonian K ,-manifold, where ®y is defined as in
Example 3. A

2B. Marle-Guillemin—Sternberg local normal forms. Given a connected Lie
group K, Marle—Guillemin—Sternberg data (MGS data) is a tuple (&, L, W, ww)
where £ € €%, L is a Lie subgroup of K¢, and (W, ww) is a symplectic vector space
equipped with a representation of L by symplectic transformations.

Given MGS data (&, L, W, ww), [Guillemin and Sternberg 1984c; Marle 1985]
construct a Hamiltonian K-manifold, denoted M (¢, L, W, ww), with the following
properties. Let m = £; /[ and identify m* with a L-invariant complement of [* in €.
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As a manifold, M (¢, L, W, ww) is the total space of the vector bundle
6) Kx;m* xW)— K/L

associated to the principal bundle L — K — K /L and the representation m* x W.
The symplectic structure on M (§, L, W, ww) is determined by the data (§, L, W, ww)
(see [Guillemin and Sternberg 1984b; 1984c; Marle 1985] for more details). With
respect to this diffeomorphic description of M (&, L, W, ww), the Hamiltonian
action of K and the corresponding moment map are

N K -Tenwl=Kknwl, @0k n,w) =Adi(n+ Pw(w) +§).

Let (M, w, ®) be a Hamiltonian K-manifold. The Marle—Guillemin—Sternberg
data of a point p € M is (®(p), K,, Wy, @), where K, is the isotropy subgroup
of p and (W,, @) is the symplectic slice at p equipped with the isotropy represen-
tation of K, as described in Example 4.

Theorem 2.1 (Marle—Guillemin—Sternberg local normal forms [Guillemin and
Sternberg 1984b; Marle 1985]). Let (M, w, ®) be a Hamiltonian K -manifold. For
all p € M there exists K-invariant neighbourhoods U C M of the orbit K - p
and U' C M(®(p), K,, Wy, wp) of the orbit K - [e, 0, 0] and an isomorphism of
Hamiltonian K -manifolds ¢ : U — U’ such that ¢(p) = [e, 0, 0].

Hamiltonian K -manifolds (M, w, ®) and (M’, ', ®') are equivalent if there
exists an automorphism ¥ of K, a symplectomorphism F : (M, w) — (M’, »'), and
an Ady-fixed element £ € £* such that

(1) ¥ (k) F(m) = F(k-m), and
(2) ®+E=(dY)*od oF,

Marle—Guillemin—Sternberg data (&, L, W, wy) and (&', L', W/, wy) for K
are equivalent if the corresponding model spaces are equivalent as Hamiltonian
K -manifolds. For instance, if p and p’ are in the same K -orbit, then the MGS data
of p and p’ are equivalent.

3. Statement of the main theorem

The following notation will be useful in the remainder of the paper. Given a
sequence of real numbers 7 = (1, ..., 7,,), let [t] denote the set of elements in t.
Let z; denote the i-th element of [7] in decreasing order. Let m(z) denote the size
of [t]. Let n;(z) denote the number of times T occurs in 7. Let n; (t) denote the
number of times t; occurs in t.
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3A. Multiplicity free U (n) actions on U (n + 1) coadjoint orbits. Given a non-

increasing sequence of real numbers A = (A1, ..., A,41), let O, denote the set of
matrices in H,4 with eigenvalues Ay, ..., A,+1. Then O, is the orbit of
Al
() A=
)Vn+1

under the action of U (n + 1) by conjugation and the map k — kAk' descends to a
U (n + 1)-equivariant diffeomorphism

(©)) Un+1/U@ni(2) x - xUnmapy (1) = Ox.

The map (2) defines a U (n)-equivariant diffeomorphism of O, with a coadjoint orbit
of U(n+1). Let w, denote the symplectic form on O, defined by this identification
and the Kostant—Kirillov—Souriau symplectic form defined in Example 1. For all
p €0y,

(10)  (@n)p(X, pL. 1Y, pD) =

\/l__lTr(p[X, YD) forall X,Y eu(n+1).
With respect to (2), (Op, wp, t: Op — Hy41) is @ Hamiltonian U (n 4 1)-manifold,
where ¢ denotes inclusion. Let K =U (n) and let ¢ : K — U (n+1) be an embedding
of K as a Lie subgroup of U(n + 1). With respect to the identification (2), (d¢)*
is a linear projection H,+; — H,. By Example 2, (Ox, wp, ®) is a Hamiltonian
K -manifold with moment map

11 D= (dp) ot:0p — Hpy.

It is well-known that (Op, wa, ®) are multiplicity free spaces for all possible
choices of A and ¢ (this follows from Lemma 4.1 below).

3B. Interlacing patterns. Let A = (Ay, ..., Apy1) and u = (Uy, ..., Uy) be non-
increasing sequences of numbers that satisfy the interla?:ing inequalities (1). The
inequalities (1) are represented by attaching labels to a fixed set of 2n 4 1 vertices
arranged on a triangular grid as illustrated by the following example.

Al A2 A3 A4 A5 A A7 Ag
[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]
(12)

[ [ [ [ [ [ [
K1 K2 M3 M4 Hs He KT

If a vertex labelled x appears to the left of a vertex labelled y, then x > y. The labels
on the top row correspond to 2 and the labels on the bottom row correspond to .
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The (labelled) interlacing pattern of a pair of sequences (A, u) that satisfy (1) is
the labelled undirected plane graph obtained by adding straight e_dges to the diagram
above according to the following rule: two vertices are connected by an edge if
and only if they are nearest neighbours and their labels are equal. For example, the
following is the interlacing pattern of (A, ) where L = (6, 6, 5, 3, 3,2, 1,0) and
pw=(6,5143311). -

o V/ A A

Three types of connected components can occur in interlacing patterns: J-shapes,
QO-shapes, and O-shapes. In the example (13): the components labelled 6, 2, and 0
are U-shapes, the components labelled 4 and 1 are O-shapes, and the components
labelled 5 and 3 are Z7-shapes. By convention, an isolated vertex on the top row is
a U-shape and an isolated vertex on the bottom row is a Q-shape.

If A= (1, ..., Ayy1) is fixed, then the set of pairs (A, ) that satisfy (1) (equiva-
lently, the set of labelled interlacing patterns whose labels on the top row are given
by 1) is in bijection with elements of the polytope

Ay == (1, ..., un) € R" | (&, p) satisfies (1)}.

Given (Op, wp, ) as in the previous section, a point p € O, determines a
pair (A, u) that satisfies (1), where u = (w1, ..., i) denotes the eigenvalues of
D (p) arr_anged in nonincreasing order. Thus, every p € Oy has an associated
labelled interlacing pattern. As observed in [Guillemin and Sternberg 1983], the
polytope A, defined above is the Kirwan polytope of (O, wa, ®), i.e.,

Ay ={(ur1, ..., un) €R" |1 =--->pu,, 3p € O with eigenvalues w1, ..., ).

The notation UA_ 3%1]36 denotes the set of all A € [A] such that the connected com-
ponent of the interlacing pattern of (A, ) labelled by A is a U-shape. Similar
notation is used for other sets. For example, any pair (4, ) satisfying (1) satisfies

the identity

n+1 n

(14) Dok wi= ) A= ) p
i=l i=1

A€[A] Help]
U-shape Q-shape
Remark 3.1. Anunlabelled interlacing pattern is an undirected plane graph that can
be obtained from a labelled interlacing pattern by erasing the labels. In other words,
the edges in an unlabelled interlacing pattern must correspond to a configuration of
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equalities and strict inequalities that is allowed by (1). For instance, the following
is an unlabelled interlacing pattern.

o V/NAA

On the other hand, the following is not an unlabelled interlacing pattern.

o N/ A

If « and p’ are contained in the relative interior of the same face of A, then the
unlabelled interlacing patterns of (A, u) and (A, p’) are the same. Thus the set of
unlabelled interlacing patterns obtained by erasiné labels from labelled interlacing
patterns of pairs (A, i), A fixed, is in natural bijection with the set of faces of Aj. The
partial order on faces of A » corresponds to an obvious partial order on the set of all
such unlabelled interlacing patterns. Thus, they encode A; as an abstract polytope.
It is also straightforward to read the local moment cone of a point £ € A, from the
unlabelled interlacing pattern of (A, ©). The intersection of this local moment cone
with the standard lattice in R" is the weight monoid of the corresponding smooth
affine spherical variety that appears in the classification of [Knop 2011].

Remark 3.2. The interlacing patterns described here occur as rows in larger dia-
grams, also called interlacing patterns, that describe points and faces of Gelfand—
Zeitlin polytopes as well as fibers of Gelfand—Zeitlin systems (see, e.g., [An et al.
2018; Cho et al. 2020; Pabiniak 2014; Bouloc et al. 2018]). Some authors use an
equivalent combinatorial gadget called ladder diagrams and introduce terminology
such as W-blocks, M-blocks, and N-blocks that is equivalent to the notions of
U-shapes, O-shapes, and O-shapes used here.

3C. Statement of the main theorem. Let K = U(n) and let (A, 1) be a pair of
nonincreasing sequences A = (Ay, ..., A,41) and pu = (uq, ..., ,1;,,) that satisfy
the interlacing inequalities (1). Let M := diag(u 1,_. .., My). The stabilizer sub-
group Ky for the conjugation action of K is a block diagonal subgroup isomorphic
to U(nl(,t_L)) X oo X U(nm(ﬁ)(;_i)). Define

(17) W= @ Cn®,

Helpl
O-shape
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and the block-diagonal subgroup

(18)  Luw:=Lix X Lyg SUmi(w) X xU@m () =Kwv,

where
(19) Ll:{((l) 2) |keU<ni<;_L>—1>}sU<ni<;_L>>

if the component of the interlacing pattern of (A, ) labelled w; is a A-shape, and
L; = U(n;(w)) otherwise. Equip W, ,,) with the representat_ion of L, ) where
the factor L; acts by the standard representation on the corresponding factor cri
if the component of the interlacing pattern of (A, ) labelled w; is a -shape, and
it acts trivially otherwise. - -

Example 5. Consider the interlacing pattern in equation (13). It follows that
M =diag(6,5,4,3,3,1,1),

ke

ks

L= | ke, ks, ki € U(1), k3 € U(2)
(20) ks

1

ki )
Wi = {0} ®Ca {0} C* o {0).

The representation of L, u) on Wi, ) i8 (ke ks, k3, k1)-(z5, 23) = (kszs, k3z3). A

For 1 € M, define r;,, > O such that

@D ri=—( I W‘”)( [1 (Miﬂ)

A€[2] relpl
U-shape D-shape
TH#U

if the connected component of the interlacing pattern of (A, i) labelled u is a
O-shape, and r, = 0 otherwise. If the connected component_of the interlacing
pattern of (4, ) labelled u is a Q-shape, then ri > 0.

Provided that the component of the interlacing pattern of (A, ) labelled u = w;
is not a O-shape, define - -

n+1 n

2
(22) Ci::CM::Z)‘i_ZMi_M'i‘ Z rz
i=1 i=1

—_— ‘[ :
=i
Q-shape
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Finally, define a linear symplectic form on W, ) by the formula

—uLwM + wLu,L
Cy '

1
(23) o)== )
C 0 pelp
O-shape

for all u, w € W, ), where u,, denotes the projection of u to the factor crw,

Theorem 3.3. Let K = U (n) and let (Op, wp, P) be the Hamiltonian K -manifold
associated to a nonincreasing sequence A = (A1, ..., Ayt+1) and an embedding
¢: K — Um+1) as in Section 3A. Then, the Marle—Guillemin—Sternberg local
normal form data of p € Oy is equivalent to

24) M, Ly Waw> @.w)s

where (X, ) is determined by p as in Section 3B and M, L.y, W, ), and .,
are as defined above.

The proof of Theorem 3.3, given in Section 4, describes an explicit linear isomor-
phism between the isotropy representation at p and the symplectic representation
Wew)» ©G.w)-

Remark 3.4. It is straightforward to check that as L, ,)-representations,

(25) m* = @ (R x CW=1y,

uelpl

Q-shape
where if the component of the interlacing pattern labelled u; is a Q-shape, then
the factor L; = U(n;(u) — 1) acts on the corresponding factor R x Criw=1 a9
the product of the trivial representation and the standard representation. Other-
wise the factor L; acts trivially. The moment map of the local normal form
MMM, L.y, Wi, @) 1s easily computed by combining Example 3 and (7).
Example 6. Let A; > A, > A3 and let p € Oy such that the eigenvalues of ®(p)
are 1 = u = Ap. The interlacing pattern of p is

Al A A3
[ ] [ ]

A

M1 M2

It follows from Theorem 3.3 that the orbit through p is a Lagrangian U (2)/ U (1)= §3
and a neighbourhood of this orbit is isomorphic to a neighbourhood of the zero
section in T*S3, equipped with the Hamiltonian action of U (2) by cotangent lift
of the action of U (2) on S, This particular example was derived by Alamiddine
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[2009], who used it to show that the Gelfand—Zeitlin systems on regular U (3)
coadjoint orbits are isomorphic, in a neighbourhood of this Lagrangian S* fiber,
to an integrable system for the normalized geodesic flow on T*S? for the round
metric on S°. A

4. Proof of Theorem 3.3

Let K = U (n) and fix an arbitrary nonincreasing sequence A = (A, ..., Apy1).
Several standard reductions are in order.

First, any two embeddings K — U (n+1) endow O, with equivalent Hamiltonian
K -manifold structures: the restricted coadjoint actions differ by the coadjoint action
of an element g € U (n 4 1). Thus, it is sufficient to compute the MGS data with
respect to the embedding

(26) o:K—>Um+1), kH(%)

With respect to (2),
(27) d)* : Hp1 — Hn,  (dp)*(X) = X",

where X is the bottom right principal n x n submatrix of X. Thus ®(X) = X®.
Second, it is sufficient to compute the MGS data for points of the form

c |Z1 22 Zn-1 Z_.n\
71 | M1
"
c|z 22 w2
28 - + — ,
(28) p (z M) :
Zn—1 Mn—1
Zn Mn )
n+1 n

z; € C and C=Z)\,-—Z,u,,»,
i=1 i=1

where (1 > - - - > u,. Indeed, every point in O, can be brought to this form by the
action U (n), so its MGS data is equivalent to the MGS data of a point of this form.
Note that p € ®~'(M) if and only if p is of the form (28).

Before giving the final reduction, recall from [Guillemin and Sternberg 1983]
that the condition p € Oy, for p of the form (28), is equivalent to the following
equality of characteristic polynomials,

n+1 n n n

(29) [[e—rmy=@—o]]x—m)=D 1P []exr—up.
i=1 i=1 i=1 j=1
i#]j
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Rewrite p in block form

c| 2 o || 2
21 /;Lllm(ﬁ)

(30) p=| 2 2 lny () . Zi € My, <1 (C).
Zm Pon T, (1)

where m =m(u). If © = p;, let z,, = z; denote the corresponding block. Then (29)
becomes

ey J]e-nm®
]

rel2
=00 [T a-w™® =3 gl = w™ @ [T -,
pnelpl nelpl Telpl
TER

The following lemma is well-known. Its proof is left as an exercise using the
fact that p € O, if and only if p satisfies (31).

Lemma 4.1. Let p be of the form (30). Then p € Oy if and only if for all p € p,
Iz 1> = rﬁ. Moreover, the action of Ky on &~V (M) is transitive.

The final reduction concerns the isotropy subgroup. Given (4, p), define p € Ox
of the form (30) such that for all u € [l

(32) 2=

By construction, K5 = L ). The MGS data of every other point p € O-1(M) is
equivalent to that of p by Lemma 4.1.

Remark 4.2. Many of the facts mentioned in this section are also useful for studying
Gelfand—Zeitlin systems [Guillemin and Sternberg 1983; Cho et al. 2020].

4A. The isotropy representation. Continuing from the previous section, this sec-
tion computes the isotropy representations at the points p € ®~!(M) as described
in (30), (32) and Lemma 4.1.

Lemma 4.3. Let p € ®~ (M) and let ¢, z be defined as in (30). The subspace
T,(K - p)® consists of all matrices of the form

0 [(c=M)x" +z7XT
59 ((c—M)x~|—Xz 0

), Xet, xeM, O
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such that

0=x"z+ sz,
(34)
0=xz"+zx"+[X, M].

The subspace T,,(K - p) N T, (K - p)® consists of all matrices of the form
0 |zTYT
Y .
(35) < Yzl 0 ) €tm

Proof. Denote

T
n:=(%P), g::();o ;) X,Y €k, xo € vV—1R, x € My, (C).

The tangent space T),O, consists of elements of the form [, p]. Since diagonal
elements of u(n+1) act trivially, set xo =0. Then elements of 7,0 have block form
(£, p] = —xTz—z'x | (c—M)xT4+77X"
P =My + Xz [xz 42 £ (X, M

] ) Xet, xeM, (0.

Elements of 7, (K - p) have block form

0] zfy?
[n, pl = ( ZIAY ) Y et.
Recall,

Ty (K - p)® ={[€, pl € T,On | (wa)p([&, p), [0, p)) =0 forall Y € ¢}.
By (10),
V=1(wn) (&, pl, 0, p]) = Tr(pl&, n])
= —Tr(z'Yx) — Tr(zx'Y) + Tr(M[X, Y ])
=Tr(M, X]—xz" —zx")Y).
Let «/—_IEI-,,-, E;;—E;;, and \/—_I(Ei,j + E; ;) be standard basis elements for ¢

(where E; ; denotes the matrix whose i, j-entry is 1 and all other entries are 0).
Plugging these elements in for Y yields a system of equations,

0=ux;Z; +z2;x; for all i,
(36) 0= (uj—u)(X;i+Xij;)—(x;zi +z;Xi —x;z; —z;x;) foralli # j,
0=(u; —ui)(Xj;i—Xij)—(x;zi +z;xi +x;2; +z;x;) foralli #j,
(where X; ; denotes the i, j entry of X) which in turn is equivalent to the system

of equations

0=0x;z; +ziX; for all 7,
37 ~ ~ C
0= (uj—pi)Xji—(xjzi +z;x;) foralli# j.
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This system of equations is equivalent to the system of matrix equations (34). It
follows from (34) that the block diagonal parts of [&, p] € T,,(K - p)® are zero, so
[£, p] has the form (33) subject to the equations (34). By properties of equivariant
moment maps, T,(K-p)NT,(K-p)® =T,(Ky-p) [Guillemin and Sternberg 1984c].
Elements of 7),(Ky - p) have block form of (35), which completes the proof. [

Equations (34) dictate the form of the vectors (c — M)x + Xz, as the next two
lemmas demonstrate.

Lemma 4.4. Let p € ®~'(M) and let 7 be defined as in (30). Let X € ¢ and
x € M, «1(C) such that

(38) 0=xz +zx'+[X, M].
If the component of the interlacing pattern of (&, w) labelled 1 is not a D-shape,
then
r
o= X

— T
re M
O-shape

Proof. Let u # v distinct elements of K. Let X, v, Xu, 2, etc. denote the corre-
sponding blocks of X, x, and z. By (38), the i, v block of X is given by the formula

Xu,v = (xMZI +ZMXI) for all pu # v.

w—v

By Lemma 4.1, if the component of the interlacing pattern of (4, p) labelled w is
not a N-shape, then z,, = 0. Thus

1
(Xz)p = Z Xp12r = Z M_Txﬂz;rzr
re[u] T€[p]
TER TER
2 2
V4 r
=(Z 2 )xw(Z : )xﬂ_ O
uw—rt nw—r
Te[p] Te[p]
[D-shape [O-shape

Recall the definition of C, from (22).

Lemma 4.5. Let p, X, and x as in Lemma 4.4 such that (38) holds. Assume that the
component of the interlacing pattern of (A, () labelled 1 is not a O-shape. Then,
C,. =0 if and only if the component of the in_terlacing pattern of (A, i) labelled 1
is a T-shape. -
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Proof. First, note that it is sufficient to prove

3 Jle-b=e-o [ @a-w- > n [] ¢-0.

AE[L] HElp] HElp] T€[p]
U-shape D-shape O-shape  O-shape
TEL

Indeed, since the component of the interlacing pattern labelled u is not a A-shape,
plugging in x = p yields

2
4o T[] (u—x)z@—c— > ) [T w-n=-c [] w-o

-7
relal retu P relul relul
U-shape [O-shape [O-shape [O-shape
and the factor
(41) [T w-o
Telp]
O-shape

is nonzero.
Second, applying Lemma 4.1 (r, = 0 when the component labelled p is not a
O-shape) and rearranging, observe that

42) (x—c) l_[ (x — M)";L([g]) _ Z ri(x _ M)”u([ﬁ])—] l_[ (x — t)nr([g])

pelpl nelpl Telp]
TEL
=(x—c) l_[ (x — M)n}l([&]) 1_[ (x — T)nr([g])
welp] Telpul
QO-shape 9, 0-shape
_ Z ri(x _ /L)nu([g])—l l—[ (x — .L.)”r([g]) 1_[ (x — .[)nr([/j])
nelul telu] T€[u]
QO-shape O-shape 9, O0-shape
TER
2
=(e-o [ e-w- T 7 [] «-)
Help] Helpl T€[p]
QO-shape O-shape  OQ-shape
TEU
. l_[ (x — .L.)nz([g])—l 1_[ (x — T)nr([ﬁ]).
Telp] Telp]
O-shape U, 0-shape

Then (39) follows by combining (42) and (31), which completes the proof. (]
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For p € ®~1(M), let V, C C" denote the image of injective linear map
T:T,(K-p)*—C",

(43) 0 [ (c=M)x"+77XT
(c—M)x + Xz | 0

and let U, C V,, denote the image of T,,(K - p) N T,(K - p)®. Specialize to the
case of p and recall that K5 = L, ;). The map T is K 3-equivariant with respect
to the action of K; on C" as a block-diagonal subgroup of K = U(n) acting
by the standard representation. Decompose C" = @/, C""“, m = m(u). The
subspaces V5 and U; have the forms @, V; and @, U;, respectively, for
some subspaces U; C V; ¢ C" W) The map T descends to an isomorphism of
K j-representations,

)r—) (c—M)x+ Xz

(44) Wy =T;(K - p)°/(T3(K - p) NT5(K - p)*) = EP Vi/ Us.
i=1

The representation of K5 = L X --- x L, on the right is given in each component
by the inclusion L; C U(n;()) and the standard representation of U (n;(u)) on
C"®  This representation of L; preserves the subspaces U; C V; so it induces a
representation on V;/U;.

Recall that if the component of the interlacing pattern labelled w; is a -shape,
then L; = U (n; (w)). B

Proposition 4.6. Foralli =1,...,m, m =m(u), there is an isomorphism of L,
representations
C" W if the component of the interlacing pattern
Vi U; = of (A, /f) labelled Wi is a O-shape,
{0} otherwise,
where C"®) denotes the standard representation of U (n; ().

Proof. In general,
Ui ={(Y2); | Y € tm} = {Yiizi | Yii € u(n; ()}

If the component of the interlacing pattern of (A, u) labelled u; is a O-shape, then,
by Lemma 4.1, z; # 0, so U; = C"® and V;/U; = {0}. If the component of the
interlacing pattern of (), i) labelled w; is not a O-shape, then, z; = 0, so U; = {0}.

It remains to determine the subspa_ce Vi when the component of the interlacing
pattern of (A, i) labelled w; is not a A-shape. In this case, it follows by Lemma 4.4
that the block -

((c=M)x + Xz); = (c — M)x; + (X2); = Cix;,
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where C; = C w; as defined in (22). By Lemma 4.3,

45) Vi={((c—M)x+Xz); | Xct,x cC", sz +zx* +[X, M]}
= {Cix; | x; e C" W},

By Lemma 4.5, C; = 0 if and only if the component of the interlacing pattern of
(4, ) labelled w; is a U-shape. This completes the proof. (]

Thus @, Vi/U; is isomorphic to the L;, w-representation W, ).

Proposition 4.7. The linear symplectic structure on W, ., defined via the sym-
plectic form @ and the isomorphism (44) equals the linear symplectic form w, )

defined in (23).

Proof. Denote

. 0 _yJr L 0 —x*
n._(ﬂi)’ E'_(x ¥ ) X,Y et x,ye M (C).

Then, using Lemma 4.4,

46) V—1(wa);(IE, p1, [, P
= Tr(pl&, n]) = Tr([p, E1n)

Ty 0 ‘(c—M)xT+zTXT 0‘—yJf
- (c—M)x + Xz | 0 y| Y

=—((c=M)x"+ 2" X"y + Tr(((c = M)x + Xz)y")
=—((c=Mx"+2' X"y + Tr(y"((c = M)x + Xz))
=—(c-M&Ty—yx)—2'XTy+y'xz
=—(c-M)@x'y—y'x) - X2)'y+y'Xz

- _(c—M)(xTy—y*x)JrZ( >

i=1 *OD-shape
J#

2

] )(—xfyi +y/x).
Mi— Wj

r

Viewing [&, p] and [, p] as representatives of vectors in the isotropy representation,

m

1 r
47) @0)p(&, Pl n, ) = —— (c—/m —f)<—x;yi+ij,->
o —1 U%‘;pe D%;peui_uj
i=1 J#I

Y Cil=x]yitylx).
O-shape
i=1

0l
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Applying the isomorphism 7" : W; — W(A,g)’ &, pl—u=(Cix;)i, [n, pl—>v=
(Ciyi)i yields

u w; +w u;
W (U, W) = Z : a5 O
D shape
i=1
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FUNCTIONAL DETERMINANT ON
PSEUDO-EINSTEIN 3-MANIFOLDS

ALI MAALAOUI

Given a three-dimensional pseudo-Einstein CR manifold (M, T''M, 6), we
establish an expression for the difference of determinants of the Paneitz type
operators Ay, related to the problem of prescribing the Q’-curvature, under
the conformal change 6 — ¢*0 with w € P the space of pluriharmonic func-
tions. This generalizes the expression of the functional determinant in four-
dimensional Riemannian manifolds established in (Proc. Amer. Math. Soc.
113:3 (1991), 669-682). We also provide an existence result of maximizers
for the scaling invariant functional determinant as in (Ann. of Math. (2) 142:1
(1995), 171-212).

1. Introduction and statement of the results

There has been extensive work on the study of spectral invariants of differential
operators defined on a Riemannian manifold (M, g) and the relations to their
conformal invariants; see for instance [Branson and @rsted 1986; 1991a; 1991b].
As an example, if we consider the two-dimensional case with the pair of the Laplace
operator —A,, and the associated invariant which is the scalar curvature Ry, we
know that under conformal change of the metric g — g = ¢?“g, one has the relation

Rze®™ = —Agw + R,.

It is also known that the spectrum of —A, is discrete and can be written as 0 <
A1 < Ay <--- and the corresponding zeta function is then defined by

21
Ca ) =) o
j=1"J

This series converges uniformly for s > 1 and can be extended to a meromorphic
function in C with 0 as a regular value. The determinant of the operator —A, can
then be written as

det(—Ag) = e 2.

MSC2020: primary 58J35, 58J50; secondary 32V05, 32V20.
Keywords: pseudo-Einstein CR manifolds, functional determinant, the P’-operator.
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The celebrated Polyakov formula [1981a; 1981b] states that if § = e*"g, then

det(—Ajz) —1 )
In = [Vw|”+2Rw dvy,
det(—Ay) 127 Jy

for metrics with the same volume. The scaling invariant functional determinant F»
can then be written as

Fw) = %(fM |Vw|2+2Rw dvg — (/M Rdvg> ln(]ﬁ[ e dvg>).

Notice that the right-hand side is a familiar quantity. It is the Beckner—Onofri
energy [Beckner 1993], and we know that

IVw|? +2Rw dv, — (/ Rdvg) ln(][ e dvg> > 0.
52 M S2

This notion of determinant was extended to dimension four for conformally invariant
operators, keeping in mind that the substitute of the pair (—A,, R) in dimension two
is the pair (P, Q) in dimension four, where P is the Paneitz operator and Q, is the
Riemannian Q-curvature [Branson and @rsted 1991b; Esposito and Malchiodi 2019].
In addition, two new terms appear in the scaling invariant functional determinant
expression. Indeed, if (M, g) is a 4-dimensional manifold and Ay is a nonnegative
self-adjoint conformally covariant operator, then there exist 81, 8, and 3 € R such
that the scaling invariant functional determinant Fy reads as

() Fy(w) = il (w) + Boll (w) + B3 111 (w),
where
I(w) =4 [, wIW,|?dv, — ([, IW,I? dvg) In(f,, e** dv,),

1 (w) = [, wPew~+4Q,wdve — (f,, Qg dvg) In(#,, €™ dvy),
I (w) =12 [,,(Aqw + [Vw[?)? dvy — 4 [}, WA Ry + R |[Vw|* dv,.

In the case of the sphere S* we see that the second term /I corresponds again to
the four-dimensional Beckner—Onofri energy. The existence and uniqueness of
maximizers of this expression was heavily investigated and we refer the reader to
[Chang and Yang 1995; Gursky and Malchiodi 2012; Esposito and Malchiodi 2019;
Okikiolu 2001] for an in-depth study of this functional in the Riemannian setting.

Now let us move to the CR setting. We consider a 3-dimensional CR manifold
(M, T"OM, J, 0) and we recall that the substitute for the pair (Pg, Q) is (Py, Qy),
where Py is the CR Paneitz operator and Qg is the CR Q-curvature [Fefferman
and Hirachi 2003; Gover and Graham 2005]. The problem with this pair is that
the total Q-curvature is always zero. In fact in pseudo-Einstein manifolds the Q-
curvature vanishes identically. Hence, we do not have a decent substitute for the CR
Beckner—Onofri inequality. Fortunately, if we restrict our study to pseudo-Einstein
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manifolds and variations in the space of pluritharmonic functions P, then we have
a better substitute for the pair (Pg, Q,), namely (P,, Q). These quantities were
first introduced on odd dimensional spheres in [Branson et al. 2013] and then on
pseudo-Einstein manifolds in [Case et al. 2016; Case and Yang 2013; Hirachi 2014].
In particular one has a Beckner—Onofri type inequality involving the operator P,
acting on pluriharmonic functions as proved in [Branson et al. 2013]. We also
recall that the total Q’-curvature corresponds to a geometric invariant, namely the
Burns—Epstein invariant ;« (M) [Burns and Epstein 1988; Chéng and Lee 1990].

One is tempted to see what the spectral invariants of the operator P’ are or
the restriction of P’ to the space P of pluri-harmonic functions and link them to
geometric quantities such as the total Q’-curvature.

We recall that the quantity Qj changes as follows: if 6 = e"6 with w € P, then

@) Pjw + Q) = Q™ + 5 Py(w?),
which we can write as
Pyw+ Qj = Q%e™ mod P*.

We let 75 : L?> — P be the orthogonal projection on P with respect to the inner
product induced by 6 and set Ayg = 19 P,79. Then equation (2) can be rewritten as

Agw +19(Qp) = 19 (Qe™").

Prescribing the quantity Q/e = 19(Qy) was thoroughly investigated in [Maalaoui
2019b; Case et al. 2016; Ho 2019] mainly because of the property that

= u(M)
/MQ/edve:_/MQledUe:_l67TZ'

We recall that in [Maalaoui 2019a], we proved that the dual of the Beckner—Onofri
inequality, namely the logarithmic Hardy-Littlewood—Sobolev inequality, can be
linked to the regularized zeta function of the operator Ay evaluated at one. This
was proved in the Riemannian setting in [Morpurgo 1996; 2002; Okikiolu 2008].

In this paper, we will generalize the expression (1) by studying the determinant
of the operator Ay. In all that follows we assume that (M, 7'M, J,6) is an
embeddable pseudo-Einstein manifold such that P, is nonnegative and has trivial
kernel. First we show that:

Theorem 1.1 (conformal index). Let {4, be the spectral zeta function of the opera-
tor Ag. Then 4,(0) is a conformal invariant in P. Moreover,

_1 ,
(a0 =5 /M Q) dvy — 1.
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In order to compute the determinant of the operator Ay we introduce the quantities
A1(w), A2(w) and Az(w) defined by
A(w) = [y wAsw 420w dv — é In(£,, e*” dv),
~ 2
(3) Ar(w) =2 [, R(Apw + 3Vw]?) — (Apw + 31 Vw]?)  dv,
Az(w):=2 [, woR — %w,o|wa|2 —woApwdv.

One can also write Zz(w) as

~ Abe%w Abe%w 2
As(w) =2/ R . — : dv
M 2e2% 2e2"

Then we have the following:

Theorem 1.2. There exists ¢y and c3 € R such that for all w € P, we have

det(Ayp) 1 ~ ~ ~
4 1n(m> = —24712141(11)) +c2Az2(w) — c3A3(w).

Notice that the expression (4) is not scaling invariant, because for § = ¢20, with ¢
a positive constant, we have

det(Az) = ¢ © det(Ap).

So we fix the volume V of (M, 0) and define the scaling invariant functional

Vol(8) \ 4 ©
SA9=( % ) det(A).

Now we can define the scaling invariant functional F : WZI’Z(M )NP — R by
F(w) =1n(Sa,) —In(Sau,),

where Wi;z(M ) is Folland—Stein space. Then one can write the following expression
of F,
F(w) =c I (w)+ 1 (w) + 31V (w),

where

1I(w) = [,, wAgw +2Q,wdv — [,, Oy dvin(fe*dv).
(5) 1 (w) = Ay(w).

IV (w) = —A3(w).
Notice that the functional /7 is the CR Beckner—Onofri functional studied first
in [Branson et al. 2013] on the standard sphere S>. In particular one has on the

standard sphere
11 (w) > 0.
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This functional was also investigated in [Case et al. 2016] and its critical points
correspond to the pseudo-Einstein structures with constant Q’-curvature. The
functional 711 is also similar to the Riemannian one defined in [Chang and Yang
1995] and its critical points are pseudo-Einstein contact forms 6 satisfying
T(ApR) = 0.
The functional /V is a bit different, in fact if we let H{ defined by
H(w) = Ro— 3|Vswll — 5 divy (w0 Vew) + Apw,o — (Apw) o,
then the critical points of IV satisty
T(e " H(w)) =0.

We set )
Ju Qodv
a="—".
1672
Since the coefficients ¢, and c3 are still unknown for the operator Ay and the
corresponding functional S,,, we will be considering them as parameters in our
setting. Then we show the following for the functional F:

Theorem 1.3. Assume that co; > 0 and c3 > 0. Then there exists a constant |
depending on 6, such that if

(6) c3 < M(\/25c§+icz(1 —a)—5c2>,

32

then F has a maximizer Wy € Wf,’z(M) NP under the constraint fM e dy =1.
Moreover, this maximizer satisfies the Euler—Lagrange equation

1 ~ ~ -2
T, [_Tnz Qy +2ApR +c3e w?—[(w)] = cte,

where the tilde refers to quantities computed using the contact form 0., = eV>*6.

Notice the condition (6) implies in particular that f M Qydv < 1672 Hence, as a
consequence, we have that (M, T"-OM, 6) is not equivalent to the standard sphere.
We point out that in order to verify the sharpness of (6) one needs to check specific
examples which is not as easy as in the Riemannian case, since we are dealing with
CR pluriharmonic functions and we lack explicit examples of manifolds where one
can have an explicit expression of the spectrum of the P’-operators.

2. Heat coefficients and conformal invariance
Let (M, T"-°M,0) be a pseudo-Einstein 3-manifold and P, its P’-operator defined by
(7) P)f =4A3f —8Im(V (A V! f)) —4Re(V (RV, f)).
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Denote by 7 : L2(M) — P the orthogonal projection on the space of pluriharmonic
functions with respect to the L?-inner product induced by #. We consider the
operator Ag = 7 Pt and for the conformal change 6 = e, with w € P, we let

Ag = Té(e_zwAg),

where 7; is the orthogonal projection with respect to the L>?-inner product induced
by 6.

In order to evaluate and manipulate the spectral invariants, we need to study the
expression of the heat kernel of the operator Ag. Unfortunately, this operator is not
elliptic or subelliptic (as an operator on C°°(M)), and does not have an invertible
principal symbol in the sense of Wy (M)-calculus (see [Ponge 2007]). In fact Ay
can be seen as a Toeplitz operator, and one might adopt the approach introduced in
[Boutet de Monvel and Guillemin 1981] in order to study it. But instead, we will
modify the operator in order to be able to use the classical computations done for
the heat kernel.

Consider the operator £ = Ay + t-Lt*, where L is chosen so that £ has an
invertible principal symbol in \D;‘i (M). Notice that T£L = Lt = Ay. Based on [Ponge
2007], if K is the heat kernel of £ one has the following expansion near zero:

Kt x,x) ~ Y a0t () Y b ().

j=0 j=l1

Since e £ = ¢! 1 + ¢ 'L 7L we have that the kernel K of e~/4% which is the
restriction to P of I, reads as

(8) K0, x)~ Y 139 90,00 +1n(0) Y 176, (x),

j=0 j=1

and this will be the main expansion that we will be using for the rest of the paper.
Now we want to define the infinitesimal variation of a quantity under a con-
formal change. Fix w € P and for a given quantity Fy depending on 6 denote

oFy = %‘r:OFeer. Next, we define the zeta function of Ag by

<1
mm:zﬁ,
]=1J

where 0 < A < Xy <--- is the spectrum of the operator Ay : W22(M)NP — P.
In what follows TR[A] is to be understood as the trace of the operator A in P. Then
we have the following proposition.
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Proposition 2.1. With the notations above, we have

1,0 = [ a1
M
Moreover,

w(a4(x) — l) dv,

64,0 =0 and 5¢),0) =2 [ !

M
where V = fM dvyg is the volume of M.

Proof. Most of the computations in this part are relatively standard and they can
be found in [Branson and @rsted 1986; 1991a; 1991b] in the Riemannian setting.
First we use the Mellin transform and (8) to write

1 0
Sa(s) = m/o "N (TR[e "4 ]—1)dt

s (h [ [ gwava
L)\ s Jo o, u
1 N 1
+f t5_10(14(N+1‘4))dt+Zf zf“—lln(t)/ b;dvdt
M = M

1 o0 o0
+/ t“O(tN“ln(t))dtJr/ A Zekf’dt>
0 1 .
j=1

N 1
I (-] 1 / 15 (N+1-4)
= —+) — a~(x)a’v+/ oV ay
F(s)( s Zs+%(j—4) M’ 0

j=0
N

1 f b N * e
+y — b‘dv+/ stoNt ln(t))dt/ t e Mitdt ).
Z:(H'])z m 0 1 ;

j=1

Since, I' has a simple pole at s = 0 with residue 1, we see that by taking s — O,
there are only two terms that survive, leading to

1,0 = [ astryav-1.
M

Next we move to the study of the variation of {4,. Let f € C°°(M) and v € P. Then

/r,w(f)vdv,w=f fve?™ dv.
M M

Differentiating with respect to r and evaluating at 0 yields

/ Gt (f)+2wr(f) —2wF)vdv =0.
M
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Hence,

8t(f) =2t(wf —wr(f)).
If we let M, be the multiplication by w, then
St =2(tM,, —tM,T).

In particular, if f € P, then §t(f) =0.
Next we want to evaluate §Ag. Recall that A,y = T,rwge 2w Ag. Therefore,

8A9 = 81’149 — ZIMwAg = —ZTMwAg.
Thus,

8§ TR[e 4] = —t TR[§ Age"4?]
=2t TR[T M, Age "47]
=2t TR[M,, Age""].
The last equality follows from TR[AB] = TR[BA] and e "4¢1 = ¢~'4%. But

d
—tMyAge 40 = —

Mwe—t(l—i-a)Ag )
de |e=0

Using the expansion (8), we have

o
K@ +e),x,0~ > (1 +e)iU 930, (x) + H,
j=0

where H is the logarithmic part. Hence, comparing the terms in the expansion after

integration, we get
A
8/ ajdv=—J/ wajdv.
M 2 Ju

In particular, we have § [, asdv = 0.
Similarly,

['(s)¢a,(s) = T'(s)(¢,(0) + 524, (0) + O(s7)).

Hence, since §¢4,(0) =0, and sI'(s) ~ 0 when s — 0, we have

8¢4,(0) = [T (5)8¢4, (5)]s=o0-
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But,

©) P@3ea, ) = [ 20 TRwAe )dr
0

dt

o 1
= / 255! TR[w(e_’A" — —)] dt.
0 \%

Using again the expansion (8) and a similar computation as in the previous case

yields
8¢}, (0) = 2/ (a4 _ —) dv. 0
M

Proposition 2.2. There exists ¢ % 0 such that

o d
=— / 215 = TR[we "4 dt
0

§A9(0)=c/ Qydv—1.
M

1
2472’
Proof. First we notice that a4 is a pseudo-Hermitian invariant of order —2, that is

Moreover c = —

aserg=e asg
for all » € R. So from [Hirachi 2014], we have the existence of ¢y, ¢2, ¢3, ¢4, c5 €R
such that
as = cg Q/Q + 2 ApR+c3R o+ C4R2 + ¢5Qy,
where Q; =2A,R — 4|1A1> 4+ R? and Qg = —%AbR +2Im(Ay j7)- Since we are

in a pseudo-Einstein manifold and w € P we can assume that Qg = 0. So after
integration, we have

/a4dv=c1/ Q/edv+C4[ R>dv.
M M M

Since |’ » @4 dv is invariant under the conformal change "0, it is easy to see that

c4 = 0. Hence,
/a4dv=c1/ Qp dv.
M M

Next we want to calculate ¢; (compare to [Stanton 1989], where the invariant k>
is always 0). We take the case of the sphere S°. Based on the computations in
[Branson et al. 2013], we have

[e.¢]

B ,]+1 B 00 s
WO =2 ) Gy T (3 ;)'
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Using the expansion of
I\ s s(s+1) ( 1 )
1— —.) =1+-+ -— +s0| —= ),
< J jooo2j? 7’

s(s+1)
2

we see that

Cay(s) = 2<§R(2S —D—1+s@r@2s) -1 — (Cr@2s+1) - 1)) +sH(s),

with H (s) holomorphic near s = 0 and {y the classical Riemann Zeta function.
Now we recall that ¢y is regular at s = 0 and s = —1 but has a simple pole at s =1
with residue equal to 1. Hence

(=215 —1+7) =3 #0.

Knowing that fs3 Q/e dv = 1672, we have

5
167%c—1=—2.
T C 3
Thus,
1

- 0
T Toan?

3. The expression for the determinant

Recall that in the previous section, we found that as = ¢; Q" + c2Ap R+ 3R . In
particular,

8¢}, (0) = /M2w<a4(x) — %) dv

:cl/ 2w(Q’9—L)du+c2f 2RAbwdv—03/ 2w R dv
M cV M M
= 1A + A2+ c3A3.

We will calculate the change of each term under conformal change of 6. The easiest
term to handle is the first one. Indeed, recall that if 6 = ¢ then

0, = Pjw + Q) mod P*,
R=[R—|Vyw|* —2A,wle ",
Apf =e"[Apf + Vo f - Vywl.

So if é,, = e""6, we have

/2 o -1 fz Plw 420w — L 2w
w ———|dv= uw P,w w———+-——dv.
M 0 M 0 (&} fM€2ude



FUNCTIONAL DETERMINANT ON PSEUDO-EINSTEIN 3-MANIFOLDS 431

Integrating u in [0, 1] yields

~ 1
Al(w):/ wAgw—l—Q/ewdv——ln(][ ezwa’v).
M 1 M

For the second term, we have
/ ﬁAhwdﬁzf [R—u?|Vyw|* —2urpw][Apw +u|V,w]*] dv
M M
:/ RAbw—uzlvbwlebw—2u(Abw)2+Ru|wa|2
M
— 3| Vyw|* = 2u®|Vyw > Apw dv.

In particular after integrating over u between 0 and 1, we get
Y 2 2, 1 2 1 4
Ag(w) =2 RA;,w — |wa| Abw — (Abw) + §R|wa| - Z|wa| dv
M
2
- 2/ Rayw = (8w -+ 2195wP) + K90 av,
M 2 2
Next we compute
/ TwRdb = / [w,oR - uzw,0|vbw|2 - 2uw,0Abw] dv,
M M

where T is the characteristic vector field of & and we are adopting the notation
Tf = fo. Integrating as above yields

23(11)) = 2/ woR — %w,olvbwl2 —woApwdv.
M

Therefore, one has
£ (0) = ¢}, (0) = 1 A1 (w) + 2 A (w) — c3 43 (w)
or equivalently

(det(Ag)
In
det(Az)

) = 1A (W) + c2Ax(w) — c3A3(w). O

4. Scaling invariant functional
We focus now on the study of the functional F defined by
F(w) =c 1l (w)+ I (w) + 31V (w),

where ¢y = —1/ (2472). For the sake of notation, we will keep using c; instead of
its numerical value. We will also be using constants Cy depending on M and 6.
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We recall first that there exists a constant C such that

1
(10) —/ wAgw +20'wdv —1In ][ezwdv >C.
1672 M

In fact this follows from the CR Beckner—Onofri inequality proved in [Branson et al.
2013] and also treated in [Case and Yang 2013]. Since the functional F is scaling
invariant (that is, F(w +c) = F(w)), we can assume without loss of generality that
w= fM wdv =0. Also, we recall that a4 = ¢ Qfg +c2ApR + c3R 9. Therefore,

/cmwdv:/ 10w+ caRAw — c3Rw o dv.
M M

Hence, we can write F as

F(w):Z/ a4wdv+c1(/ wAewdv—f Q’gdvln(][ezw»
M M M

2
—2c2/ (Abw+1|vbw|2) dv—i—czf RIV,w| dv
M 2 M

+2c3 / w,o<l|V;,w|2 + Abw) dv.
M 3

Using (10), we have

pd
/ Q;dv1n<][e2wczv>§fML92”[/ wA9w+2ngdv]—c.
M 167 M

Therefore, for

_ fM Qy dv
qg=—
1672
and since ¢; < 0, we have

(11) c1</ wAgwdv—f Q’edvln(][ezw)>
M M

Scl[(l—a)/ wAgwdv+2a/Q/9wdv]+C1
M

§4cl(l—a)/ (Abw)2du+c2/ |vbw|2du+2ac1/ngdv+C3,
M M

where in the second line we used the expression (7). On the other hand, for the
mixed term of /1] (w), we have for every o > 0,

1
(12) 2/ Abw|wa|2dv§oz/ (Abw)2+—/ IVow|* dv.
M M o Jm
Next, we let A denote the best constant appearing in the estimate

I follz = AllA, fll 2
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Then we have

%|wa|2+Abw

(13) 2/ w,0<%|v,,w|2+A,,w)dv52(A||A,,w||L2
M

)

<2 (Il Apwlat S Apwl 2 19wl .

1
o 2 4
5A((2+§)||Abw||u+§/M|vbw| dv).

Hence, combining (11), (12) and (13) and assuming that ¢, > 0 and ¢3 > 0, we get

(14) e 11 (w) + ex [T (w) + 31V (w)

< <4c1(1—a)+cz(a—2)+C3<2+%>k) /M(Abw)zdv

+(cz(l—l)+(:3i)/ |vbw|4dv+c4/ Vyw]® dv
a 2 3a/ iy M

+2/ a4wdv+2ac1/ Q,wdv + Cs.
M M

Now we need to choose « in a way that the coefficients of [ (Db w)? dv and
/ M |Vyw|* dv are both negative. For this to happen, one needs that

4c1(1 —a) —2cy +2xhc3 <0,

o < 2cy—2Ac3 —1401(1—11)7
C2+§)\C3

1 (&)

- < —5—.

o 202+§XC3

Hence, we need

2e0+3hes 20y —2hes —dei(1—a)
< .
(&) c+ %XQ

This is possible if condition (6) is satisfied for © = 3/(2A). This yields in particular
that if wy € WIZJ’Z(M ) NP is a maximizing sequence for F, then there exists C > 0
such that

/ (Abwk)zdv—l—/ IVywi|*dv < C.
M M

Indeed, we have

—e < F(0) < F(wy).
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Therefore, there exists ¢ > 0 such that
(15) —e< —c(/ (Apwi)? dv +/ |wak|4dv> +C4/ |Vywg|* dv
M M M

—|—2/ a4wkdv+2a01/ Qywi dv + Cs.
M M

Thus

1 1
2 4
f (Apwi)? dv+ / |vbwk|“dvsca( / |wak|“dv) +c7< / |vbwk|“dv) +Cs,
M M M M

where here we used the fact that w = 0 and
1
/ Jwdv < | flizllwlizz < 1 f 2 llVewllp2 < N fll2VETVew| g4,
M

in order to bound the terms of || 2y Gawg dv and f v Qpwi dv and Holder’s inequality
to bound the term [, |V,wi|? dv.

Hence, (wy)y is bounded in Wf,’z(M ) and has a weakly convergent subsequence
that converges to w,. Passing to the limsup in F(wg), we get that the weak
limit wy, 1s in fact a maximizer of F.

Finally, based on the remark below (5), we see that the critical points of F under
the constraint | M e?”dv = 1 satisfy the equation

f[cl é; + cngﬁ + C3e_2w7-[] = cte.
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DISTRIBUTION OF DISTANCES IN
POSITIVE CHARACTERISTIC

THANG PHAM AND LE ANH VINH

Let [, be an arbitrary finite field, and £ be a point set in [FZ . Let A(E) be the
set of distances determined by pairs of points in £. Using Kloosterman sums,
Tosevich and Rudnev (2007) proved that if || > 4¢“+D/2 then A(£) =F,. In
general, this result is sharp in odd-dimensional spaces over arbitrary finite
fields. We use the point-plane incidence bound due to Rudneyv to prove that
if £ has Cartesian product structure in vector spaces over prime fields, then
we can break the exponent (d + 1)/2 and still cover all distances. We also
show that the number of pairs of points in £ of any given distance is close to
its expected value.

1. Introduction

Let & be a finite subset of RY (d > 2), and A(€) be the distance set determined
by £. The Erd6s distinct distances problem is to find the best lower bound of the
size of the distance set A(€) in terms of the size of the point set £.

In the plane case, Erd6és [1946] conjectured that |A(E)| > |€]/+/log|E|. This
conjecture was proved up to logarithmic factor by Guth and Katz [2015] in 2010.
More precisely, they showed that |A(E)| > |€]/log|€]. In higher dimension cases,
Erd6s [1946] also conjectured that |[A(E)] > |€ |*/4. Interested readers are referred
to [Solymosi and Vu 2008] for results on Erdds distinct distances problem in three
and higher dimensions.

In this paper, we use the following notation: X < Y means that there exists some
absolute constant C; > O suchthat X < C1Y, X ~Y means Y K X K<Y, X2V
means X > (log ¥Y)~©2Y for some absolute constant C; > 0, and X >, ¥ means
X > C3(log Y)~C*Y for some positive constants C3, C4 depending on d.

As a continuous analogue of the Erdés distinct distances problem, Falconer
[1985] asked how large the Hausdorff dimension of £ C R needs to be to ensure
that the Lebesgue measure of A(€) is positive. He conjectured that for any subset
£ C RY of the Hausdorff dimension greater than d/2, £ determines a distance set
of a positive Lebesgue measure. This conjecture is still open in all dimensions.

MSC2020: 14N10, 51A45, 52C10.
Keywords: distances, finite fields, incidence, Rudnev’s point-plane incidence bound.

437


http://msp.org/pjm/
https://doi.org/10.2140/pjm.2020.309-2
https://doi.org/10.2140/pjm.2020.309.437

438 THANG PHAM AND LE ANH VINH

We refer readers to [Du et al. 2018; Guth et al. 2020] for recent updates on this
conjecture.

Let [, be the finite field of order ¢, where ¢ is an odd prime power. Given two
points x = (x1, ..., xg) and y = (y1, ..., yq) in F¢, we denote the distance between
x and y by

I =yl == (1 — y)> + -+ (xa — ya)*.

Note that the distance function defined here is not a metric but it is invariant under
translations and actions of the orthogonal group.
For a subset £ C [Fg , we denote the set of all distances determined by £ by

AE) ={llx—yll:x,ye&}.

The finite field analogue of the Erdés distinct distances problem was first studied
by Bourgain, Katz, and Tao [Bourgain et al. 2004]. More precisely, they proved that
in the prime field F, with p =3 mod 4, |A(E)| > |€]1/2F€ for some € = € () > 0,
for any subset £ C [F% of the cardinality || = p% O <o <2,

Note that the condition p = 3 mod 4 in Bourgain, Katz, and Tao’s result is
necessary, since if p = 1 mod 4, then there exists i € [, such that i 2=—1. By
taking £ = {(x,ix) : x € F,}, we have |£| = p and A(£) = {0}.

In the setting of arbitrary finite fields [, Iosevich and Rudnev [2007] showed
that Bourgain, Katz, and Tao’s result does not hold. For example, assuming that
g = p? one can take £ = F2, then A(E) =F, or |A(E)| =|€|"/% Thus, losevich and
Rudnev reformulated the problem in the spirit of the Falconer distance conjecture
over the Euclidean spaces. More precisely, they asked, for a subset £ C F¢, how
large |£| needs to be to ensure that A(E) covers the whole field or at least a positive
proportion of all elements of the field?

Using Fourier analytic methods, Iosevich and Rudnev [2007] proved that A(€) =
F, for any point set £ C F¢ with the cardinality |£] > 4¢“+!/2. Hart, Tosevich, Koh,
and Rudnev [Hart et al. 2011] showed that, in general, the exponent (d+ 1) /2 cannot
be improved when d is odd, even if we only want to cover a positive proportion
of all the distances. In even-dimensional cases, it has been conjectured that the
exponent (d + 1)/2 can be improved to d/2, which is in line with the Falconer
distance conjecture in the Euclidean space.

In the plane case, Bennett, Hart, losevich, Pakianathan, and Rudnev [Bennett
et al. 2017] proved that if £ is a subset of [Ff] of cardinality |£| > q4/ 3 then A(E)
covers a positive proportion of all distances. Murphy and Petridis [2019] showed
that there are infinite subsets of [Ffl of size ¢g*/3 whose distance sets do not cover the
whole field [F,. It is not known whether there exist a small ¢ > 0 and a set £ C [Fg
with |E| > cq3/ 2 such that A(E) # [F,. We refer the interested reader to [Hart et al.
2011, Theorem 2.7] for a construction in odd-dimensional spaces.
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Chapman et al. [2012] broke the exponent (d + 1)/2 to d? /(2d — 1) under the
additional assumption that the set £ has Cartesian product structure. However, in
this case, they can cover only a positive proportion of all distances. In the setting
of prime fields, it has been proved in [Pham et al. 2019] that for A C [F,, we have
|AAD)| = Lmin{]A2~12, p)with ¢ = 2@ D27 Therefore, |A(AY)| > p/c
under the condition |A| > p>~/@"~'=D_ However, this result again only gives us a
positive proportion of all distances, and does not tell us the number of pairs of any
given distance.

We will show that if £ C [F;l, has Cartesian product structure, we can break the
exponent (d + 1)/2 due to Iosevich and Rudnev [2007] and still cover all possible
distances. Our main tool is the point-plane incidence bound due to Rudnev [2018].

Our first result is for odd-dimensional cases.

Theorem 1.1. Let [, be a prime field, and A be a set in [ ,. For an integer d > 3,
suppose the set A+ ¢ I]:f,‘”rl satisfies

2d4+2 32972 —d—1
|A2d+1| zd p 2 3.2d-1_1

then:

o The distance set covers all elements in [F,, namely,
AA* Y = (A— A+ +(A— A)? =F,.

2d+1 terms

o The number of pairs (x,y) € A2 x A2+ satisfying |x — y|| = A is
~ p A2 for any A € T .
Corollary 1.2. For A C F,, suppose that |A| 2 p® 1 then we have
A(A) = (A= AP +(A—A)+(A—A)*+(A— A +(A— AP +(A—A) +(A—A)?
=F,.
Our second result is for even-dimensional cases.

Theorem 1.3. Let [, be a prime field, and A be a set in [ ,. For an integer d > 3,
suppose the set A* C IF%,‘I satisfies

|A2d| Zd p 2 2d+l_2 .

’

2d+1_2¢—2d—1

then:

e The distance set covers all elements in [ ,, namely,

AAM) = (A— A+ +(A— A’ =F,.

2d terms
o The number of pairs (x, y) € A*? x A* satisfying |x — y| = A is ~ p~'|A|*
forany A € [,
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Corollary 1.4. For A C F,, suppose that |A| 2, p*'7; then we have
AA) =(A— AP +(A— A’ +(A— AP +(A- A +(A— A’ +(A—- A’ =F,.

Remark. In the setting of arbitrary finite fields [F,, it is not possible to break the
exponent (d + 1)/2 and still cover all distances with the method in this paper
and the distance energy in [Pham et al. 2017, Lemma 3.1]. More precisely, for
A C [, one can follow the proofs of Theorems 1.1 and 1.3 to get the condi-
tions |A24+1| s gd+2/2+1/(4d) qpd | A24| 3 ¢2d+D/2+1/@d=2) for 6dd and even
dimensions, respectively.

Remark. The Cauchy—Davenport theorem states that for subsets X and Y of [,
we have |X + Y| > min{p, |X|+|Y| — 1}. It is not hard to check that A(A%?) =
A(AY) + A(A?). The result of [Chapman et al. 2012] tells us that |A(A?)| > p/2
whenever |A|>> p9/?4=D_ Therefore, one can apply the Cauchy—Davenport theorem
to show that |A(A%?)| > p — 1 under the condition |A| > p¢/(2d — 1). However,
our set A*? lies on the 2d-dimensional space [F2%; thus the exponent d/(2d — 1) is
worse than the losevich—-Rudnev’s exponent (2d + 1)/(4d). The same happens for
odd-dimensional spaces. Note that the bound |A(A9)| > 1/c - min{|A|>~!/ 2,1_2’ p}
with ¢ =27 =D/2? in [Pham et al. 2019] is not suitable for this approach since
the constant factor 1/c is too small.

Let [, be an arbitrary finite field, and & C [Fg. The product set of £, denoted by
[1(£), is defined as follows:

[E€)={x-y:x,yet}

Using Fourier analysis, Hart and Tosevich [2008] proved that if |€] 3> ¢@+1/2 then
I1(&) 2 [, \ {0}. Moreover, under the same condition on the size of £, we have that
the number of pairs (x, y) € £ x £ satisfying x - y = A is ~ ¢~ !|€|? for any A #0. If
£ has Cartesian product structure, i.e., £ = A for some A C [, then the condition
1] > q@+D/2 is equivalent with |A| > g!/2+1/CD,

In the setting of prime fields [, if d = 8, Glibichuk and Konyagin [2007] proved
that for A, B C [, if |A[[|B]|/2] = p, then we have 8A - B =[,,. This result has
been extended to arbitrary finite fields in [Glibichuk and Rudnev 2009].

In this paper, using the techniques in the proof of Theorem 1.3, we are able to
obtain the following theorem.

Theorem 1.5. For A C F, suppose that |A| 2, p*'7; then:
e 6A-A=A-A+A-A+A-A+A-A+A - A+A-A=F,
e For any A € [, the number of pairs (x, y) € A® x A® such that x -y = X is
—1j 412
~pT Al
Note that our exponent 4/7 improves the exponent 7/12 of Hart and Iosevich
[2008] in the case d = 6. The following is the conjecture due to Iosevich.
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Conjecture 1.6. Let A be a set in ), and suppose that |A| > p%“ forany € > 0.
Then,
A-A+A-A=F,, (A-A*+(A-A?*=F,.
In the spirit of sum-product problems, it has been proved in [Pham et al. 2019]
that for A C F,, if |A] < pl/2H1/G271=D) " 1 > 2 then we have
b 1
max{| A(AD], AN} > |A]" 5273,

Using our energies (Lemmas 2.2 and 2.4 below), and the prime field analogue
of Balog—Wooley decomposition energy due to Rudnev, Shkredov, and Stevens
[Rudnev et al. 2020], we are able to give the energy variant of this result.

Theorem 1.7. Letd >?2 be an integer and A a set in [, with |A] < p1/2+1/(5-2"*1—2).
There exist two disjoint subsets B and C of A such that A= B U C and

_ 1
max{E,((B — B)?), E4(C - C)} < d*(log A*|A[ M T5277

where E;4((B— B)?) is the number of 4d-tuples {(a;, b;, c;, el-)}l‘?:1 with a;, ¢;, b;, e;
in B such that (a; —b))>+ -+ (ag — bg)> = (c; —e1)*> + -+ (cqg — eq)?, and
E (C-C) be the number of 4d-tuples {(a;, b;, c;, ei)}l’?lzl with a;, c;, b;, e; € C such
that a1by + - -+ agbg = cre1 + - - -+ cqey.

2. Preliminaries

Let E and F be multisets in [Ff,. We denote by E and F the sets of distinct elements in
E and F, respectively. For any multiset X, we use the notation | X | to denote the size
of X. For A € [F,,let N(E, F, 1) be the number of pairs ((e1, e2), (f1, f2)) € EXF
such that e| f1 4+ e2 + f> = A. In the following lemma, we provide an upper bound
and a lower bound of N(E, F, A) for any A € [,. Note that, this lemma is essentially
the weighted version of the point-line incidences of [Vinh 2011] in the plane [F;
(see also [Hanson et al. 2016, Lemma 14]).

Lemma 2.1. Let E, F be multisets in [Ff,. For any A € [, we have

EIIFI| _ ) 2\
N(E F.3) - ——|<p? > mpene)® Y me((fi, )

(e1.e2)€E (f1.f)eF
where mx ((a, b)) is the multiplicity of (a, b) in X with X € {E, F}.

Proof. Let x be a nontrivial additive character on [,. We have
N(E, F,})
1
= Y —mp(enemp((fi. ) Y x(s-(erfi+eat fr— ).

(e1,€)€E, (f1,fr)EF sel,
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This gives us

|E||F|
N(E,F,A\) = ——+1L,
p
where
1
L= Y. me(ern, e)mp((fi, - D xGs-(erfi+er+ fr—h).
(e1,€2)€E,(f1, f2)eF 570

If we view L as a sum in (e;, e) € E, then we can apply the Cauchy—Schwarz
inequality to derive the following:

L < Z mg((er, e2))?

(e1,e2)€E
> %Z S mef LOmES )

(e1,e2)€l? P 88" #0 (1, f2).(f]. f)EF
xx(s-(er1fi+er+ r—x(s" - (—ei fi —ex— f+1))

5 1
= Y. me((e, )
(el,ez)eE p

Z me((fi, Ime((f], L) x(e1(sfi—s' [ x(eals —57))

(e1.e2)€F2, (fi. f)eF
(f{.fEF. 5.5'#0

xx(s(fa=2)=s'(f=21))
= > me((er )
(el,ez)EE
S me((fr PImE((f] X (- (fa— fi) =T +11,
s#0, (fi.f)eF
(f1, FDEF, fi=f]
where I is the sum over all pairs ((f1, f2), (fi, f;)) with fo = f;, and II is the sum

over all pairs ((f1, f2), (f{, f3)) with f2 # f,.
It is not hard to check that if f, # f;, then

D oxG (A=) =-1,
s#0

so II < 0. Note that |II| < I since L* > 0.
On the other hand, if f> = f;, then

D oxG-(h—f)=p—1
s#0
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In other words,
I<p > me(ere)’ Y. me((fi. £2))
(e1.e2)€E (f1.f2)eF

which implies that

1 12
|L|§\/1+Ilfp2( > me((er ) ) mF(<f1,fz))2) :

(er,e2)€E (fi, f)eF
This completes the proof of the lemma. ([

For A C Fp, let E4((A — A)?) be the number of 4d-tuples {(a;, b;, c;, e,-)}l‘.l:1
with a;, ¢;, b;, e; € A such that

(a1 —b1)*+- -+ (g —ba)* = (c1 —e))* + -+ (ca — ea)*.

Similarly, let E;(A - A) be the number of 4d-tuples {(a;, b;, c;, ei)}l.d:1 with
a;, c;, b;, e; € A such that

atbi+---4+agbg=cre1+---+cqeyq.
In our next lemmas, we give recursive formulas for E;((A — A)?) and E;(A- A).

Lemma 2.2. For A C [, we have

4d
Es(A=A)) < Cd2<1og|A|>2<% + 1P Eqo1((A - A)Z)),

for some positive constant C.

The proof of this lemma will be given in the next section. The following result
is a direct consequence, which tells us an upper bound of E;((A — A)?).

Corollary 2.3. Let A be a set inF,. For d > 2, suppose that |A| > (d log|A]) p'/?;
then we have

1
Eq((A—A) )<<dz(10g|A|)2| » +d*(logl ADH AT

Proof. We prove by induction on d that

4d— 2+1

M 2c2dt togl AN Al ,

Ea((A - AY) =< 2C2d(log A A
P

whenever |A| > V2c (dlog|A])p!/ 2 where the constant C comes from Lemma 2.2.
The base case d = 2 follows directly from Lemma 2.2 by using the trivial upper
bound |A]® of E|((A — A)?).
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Suppose the statement holds for any d — 1 > 2; we now prove that it also holds
for d. Indeed, by induction hypothesis, we have

(1) Eq—1((A—A)?)
|4(d—1)

er L

<20%(d — 1200gl AN AT 40024 — 1y4 o At A
P

|4@d-D)

A 1
<2020 (logl A A 6t
p

+2C%d*(log|AD* Al

On the other hand, it follows from Lemma 2.2 that

4d
) Es((A-A)?) < Cd2<1og|A|)2<% AP EaiA - A>2)).

Putting (1) and (2) together, we obtain

Eq((A—A) )<Cd2(log|A|)2| > ++/2C%d* (log|A|)? A2

A2@=1 a1
(‘“ngL T (logl AN AP W_l)'
Since v/2C(d log|A]) p'/? < |A|, we have
2(d 1) A2d—1
\/_CzdloglAll '1 §C| |
/2 D
This implies that
1
Es((A—A) )<2Cd2(log|A|)2| * £2C2d4 QoglADH A T O
p

Similarly, for the case of product sets, we have:

Lemma 2.4. For A C [,

A 4d
E (A-A) < Cd2<log|A|)2<% + AP E (A A)),

for some positive constant C.

Proof. The proof of this lemma is almost identical to that of Lemma 2.2, so we
omit it. (]

Corollary 2.5. Let A be a set in [F,. For d > 2, suppose that |A| > (d log|A|)p'/?;
then we have

4d—24 1
Eq(A-A) <<dz(10g|z4|)2| » +d*(log|A])*| A e

Proof. The proof of Corollary 2.5 is identical to that of Corollary 2.3 with Lemma 2.4
in the place of Lemma 2.2; thus we omit it. (]
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2.1. Proof of Lemma 2.2. In the proof of Lemma 2.2, we will use a point-plane
incidence bound due to Rudnev [2018] and an argument in [Shkredov 2018, Theo-
rem 32].

Let us first recall that if R is a set of points in [F?, and S is a set of planes
in Fi, then the number of incidences between R and S, denoted by Z(R, S), is the
cardinality of the set {(r, s) € R xS :r € s}. The following is a version of Rudnev’s
point-plane incidence bound, which can be found in [de Zeeuw 2016].

Theorem 2.6 [Rudnev 2018; de Zeeuw 2016]. Let R be a set of points in [F?7 and S
be a set of planes in F>, with |R| < |S|. Suppose that there is no line that contains
k points of R and is contained in k planes of S. Then

RIS
I(R, S) < % +[RIV2IS] +KIS].

Proof of Lemma 2.2. We first have

Eq((A— A% = Z Fd—1y(A-a)2 T a—1ya—ay () f (1, 12),
1,0
where r(;_1)a—a)2(¢) is the number of 2(d —1) tuples (ay, ..., aqs—1, b1, ..., ba—1)
in A%?=2 such that (a; —b1)> +-- -+ (ag—1 — bg—1)*> =t, and f(t1, o) is the sum
Y s FA—ay2 4 ()T (A—a)241, (). We now split the sum E;((A — A)?) into intervals:

Ly L

Eq(A= A <Y NS fltr)rl) a0 (),

i=1 j=1t,0
where L1 < log(|A|2d—2), L, < log(|A|2d_2), and r((;)—l)(A—A)z(tl) is the restriction
of the function r;_1)4—4)2(x) on the set P; :={z: 2i < Fd—1yA—ap (@) < 2i+1y,
Using the pigeon-hole principle two times, there exist sets P;, and Pj, for some
ip and jo such that

Eq((A—A)") = (2d =2)*(IoglAD* Y f (11, 12)ry” | a0 a g ()
1,2

K d*(log|A])*2°20 Y " f(t1, 12) Piy (11) Py (12).

n,n

One can check that the sum Ztm f(t1, ) Py (1) Pj(12) is equal to the number
of incidences between the point set R of points (—2a, e, t; +a* — e*) € [F?, with
acA,ec A, 1) € Py, and the plane set S of planes in [F?, defined by

bX +2cY +Z =1, —b>+ 2,

where b € A, c € A and 1, € Pj,. Without loss of generality, we can assume that
[ Pig| < | Pjyl.
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To apply Theorem 2.6, we need to bound the maximal number of collinear points
in R. The projection of R into the plane of the first two coordinates is the set
—2A x A; thus if a line is not vertical, then it contains at most |A| points from R.
If a line is vertical, then it contains at most | P;,| points from R, but that line is
not contained in any plane in S. In other words, we can apply Theorem 2.6 with
k =|A]|, and obtain

|A[* Py || Pjy| 3 p. (1/2 3
> Ft1 ) Piy(11) Py (1) K T AP B 2 Pyl + AP 1Py |

RZ)
AMVNI S
< M + |A|3|Pio|l/2|Pj0|«
We now fall into the following cases:

Case 1: If the first term dominates, we have

|A[* P, || Pjy|
Z f(t, )Py (1) Pjy () K 2 Tl el

.,
Case 2: If the second term dominates, we have
> F 1, ) Piy(1) Piy(12) < |AP| Py |21 Py,
1,

Therefore,

- (1A*|P, || P;
E (A — A)2) < d*(log] A])220270 (M
D

+|A|3|Pi0|1/2|Pjo|)

A 4d
< dz(logml)z(% AP Egor((A - A)2>),

where we have used the facts that
« 201P |2 < /Eq—1 (A — A)P).
o 20|P | K AP,
o 200|P | < |A[P2,

This completes the proof of the lemma. (]

3. Proof of Theorem 1.1

Proof of Theorem 1.1. Let A be an arbitrary element in [,. Let E be the multiset of
points (2x, x2 4+ (y1 —z1)%>+- - -+ (ya—z4)%) € [Ff, with x, y;, z; € A, and F be the
multiset of points (—¢, 24w —v)? 4+ (g —vg)?) € [F%, with ¢, u;, v; € A.
We have |E| = |F| = |A|*T].



DISTRIBUTION OF DISTANCES IN POSITIVE CHARACTERISTIC 447

It follows from Lemma 2.1 that

EIIFI| _ ) 2\
®) |N(E F.a)——"=| < p’ Y me((ene) Y. mp((fi, 7).

(e1,2)€E (fi,p)eF

We observe that N(E, F, 1) equals the number of pairs (x, y) € A2¢+1 x A2d+]
such that ||x — y|| = A.
From the setting of E and F;, it is not hard to see that

Y me((er, )’ =AlEq((A— A)Y),
(e1,e2)€E

> me((fi, )2 =AIEs(A = A)).
(fi.f2)eF

“)

Putting (3) and (4) together, we have

|A|4d+2

) ‘N(E, F.a)— < pI|A|E4((A — A)).

On the other hand, Corollary 2.3 gives us

(6) Eq((A—=A) )<<dz(10g|A|)2| » +d*(oglAD* A"

Substituting (6) into (5), we obtain N(E, F, A) ~ |A|**+2p~! whenever

2d+2 3247241
|A2d+1|> p 2 3.0d-T_] .

Since A is arbitrary in [, the theorem follows. O

4. Proofs of Theorems 1.3 and 1.5

The proof of Theorem 1.3 is similar to that of Theorem 1.1, but we need a higher-
dimensional version of Lemma 2.1.
Let E and F be multisets in [Ff,. For A € [, let N(E, F, 1) be the number of

pairs ((e1, €2, €3), (f1, f2, f3)) € E x F such that ey fi +e3 fo +e3+ f3 =A. One
can follow step by step the proof of Lemma 2.1 to obtain the following.

Lemma 4.1. Let E, F be multisets in I]:;. For any A € [, we have

|E||F|
N(E,F,)) — ——

1/2
5p< > me(erexes))’ Y mF«fl,fz,fs))Z) :

(e1,e2,e3)€E (f1.f2. [2)€F
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We are now ready to prove Theorem 1.3.

Proof of Theorem 1.3. Let A be an arbitrary element in [,. Let E be the multiset of
points (2x1, 2x2, X7 4x3+(y1—21)>++ - -+ (Ya—1—24-1)) € [Ff, with x;, y;, z; € A,
and F the multiset of points (—t;, —f5, t12+t22+(u1 —v) 2+ A (g1 —v4-1)%) € [Ff7
with #;, u;, v; € A. We have |E| = |A|*? and |F| = |A|*.

It follows from Lemma 4.1 that

IEIIFI‘
p

(7)) |N(E,F,A)—

1/2
<pl D mee,e3)® D mF«fl,fz,fs))Z) :

(e1,e2,e3)€E (f1.f2. [2)€F

We observe that N(E, F, A) is equal to the number of pairs (x, y) € AX x A%
such that ||x — y|| = A.
From the setting of E and F, it is not hard to see that

Y me((er, ez, €3))* = |APEq 1 (A = A)),
(81,82,(33)EE

> me(fi. fa 1) = |APEs1 (A= A)Y).
(f1.f2.f3)€F

®)

Putting (7) and (8) together, we have

AL 2 2
< PIAPEs-1((A = 4.

) ‘N(E, F,A) —

On the other hand, Corollary 2.3 gives us

|A|4d—4

d—6r 1
(10) Ed_l((A—Af)<<d2<1og|A|)zT+d4(log|A|>4|A|4 oty

Substituting (10) into (9), we obtain N(E, F, A) ~ |A|* p~! whenever

2d+1_2¢—2d—1

A% >, p 2 272,

Since A is arbitrary in [, the theorem follows. U
Proof of Theorem 1.5. The proof of Theorem 1.5 is similar to that of Theorem 1.3
with Corollary 2.5 in the place of Corollary 2.3. U

5. Proof of Theorem 1.7

Let us first recall the prime field analogue of Balog—Wooley decomposition energy
due to Rudnev, Shkredov and Stevens [Rudnev et al. 2020].
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Theorem 5.1 [Rudnev et al. 2020]. Let A be a set in F, with |A| < p>/3. There
exist two disjoint subsets B and C of A such that A= B U C and

max{ET(B), EX(C)} S A5,
where

EY(B)=|{(a,b,c,d)e B*:a+b=c+d}|, E*(C)=|{(a,b,c,d)eC*:ab=cd}|.

We refer the interested reader to [Balog and Wooley 2017] for the original result
over R. The most up to date bound for this result over R is due to Shakan [2019].
The following is another corollary of Lemma 2.2.

Corollary 5.2. Let A be a setin [, and B be a subset of A. For an integer d > 2,
suppose that |A| < p'/2+1/ G272 guq E*(B) <|A|'"%3; then we have

1
442455

Eq(B - B)®) < d*(log|AD* A
Proof. We prove by induction on d that

4d -2+ ———x

E4((B — B)?) <4C2d*(log|A|)*|A| 52073 5,

whenever |A| < (Cp)'/Z+1/ (5‘2‘171_2), where the constant C comes from Lemma 2.2.
The base case d = 2 follows from Lemma 2.2 and the facts that E1((B — B)?) <
ET(B) and |B| < |A].
Suppose the corollary holds for d — 1 > 2. We now show that it also holds for
general d. Indeed, it follows from Lemma 2.2 that

4d
Ea(B - B)Y) = Cd2<1og|A|>2(% 1B B (B - B)Z)).

On the other hand, by the inductions hypothesis, we have

4d—6+

1
Eq—1((B — B)?) <4C*(d — 1)*(log|A])*| A" 527

4d—6+ i =3

< 4C%d*(log|A])*|A|

Thus, using the fact that | B| < |A|, we obtain

A 4d 1
Eq4((B — B)?) < d*(log| A])? (CL +2C2d% (log| A A H”“)
p
<4C2d*(oglADHAM ] 5
whenever |A| < (Cp)!/2+1/6271-D) .

Using the same argument, we also have another corollary of Lemma 2.4.
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Corollary 5.3. Let A be a setin [, and C be a subset of A. For an integer d > 2,
suppose that |A| < p'/21/627'=D) gng EX(C) < |A|Y43; then we have

4d-2+

1
E; (C-C) < d*(log|A]*|A| 5207

We are now ready to prove Theorem 1.7.

Proof of Theorem 1.7. It follows from Theorem 5.1 that there exist two disjoint
subsets B and C of A such that A = B U C and max{E*"(B), EX(C)} < |A|1475,
One now can apply Corollaries 5.2 and 5.3 to derive

4d—24 1

max{E4((B — B)*), Eq(C-C)} < d*(log|A]*A]" 75277, O
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ELLIPTIC GRADIENT ESTIMATES
FOR A PARABOLIC EQUATION
WITH V-LAPLACIAN AND APPLICATIONS

JIAN-HONG WANG AND YU ZHENG

In this paper, we establish a local elliptic gradient estimate for positive
bounded solutions to a parabolic equation concerning the V-Laplacian

(Ay =0, —q(x,))u(x, t) = F(u(x, t)

on an n-dimensional complete Riemannian manifold with the Bakry-Emery
Ricci curvature Ricy bounded below, which is weaker than the m-Bakry-
Emery Ricci curvature Ric}; bounded below considered by Chen and Zhao
(2018). As applications, we obtain the local elliptic gradient estimates for the
cases that F(u) = aulnu and au”. Moreover, we prove parabolic Liouville
theorems for the solutions satisfying some growth restriction near infinity
and study the problem about conformal deformation of the scalar curvature.
In the end, we also derive a global Bernstein-type gradient estimate for the
above equation with F(u) = 0.

1. Introduction and main results

In this paper, we will study local and global elliptic gradient estimates for positive
smooth bounded solutions u(x, ) to a parabolic equation

(1.1) (Ay =0 —q(x,0))u(x, 1) = F(u(x, 1))

on an n-dimensional complete Riemannian manifold (M", g), where ¢ (x, t) is a
function which is C? in the x-variable and C' in the ¢-variable, and F(«) is a C2
function of u.
The Equation (1.1) is an important extension of the Schrédinger equation. The
V-Laplacian is defined by
Ay =A-V.V,

where V is a smooth vector field.

Yu Zheng is supported by the NSFC (No.11671141).
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Keywords: gradient estimate, Liouville theorem, V-Laplacian, Bakry—Emery Ricci curvature,
parabolic equation.
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As in [Chen et al. 2012], we define the m-Bakry—Emery Ricci curvature
Ric}) :=Ric+5Lyg — n%v* ®V*

for any number m > 0, where Ric is the Ricci tensor, Ly is the Lie derivative in the
direction of V, and V* is the metric-dual of V. When m = 0, it means that V =0
and RicY; returns to the usual Ricci tensor. The (00)-Bakry-Emery Ricci curvature
is

Ricy :=Ric +%£Vg.

It is easy to see that Ric}; > ¢ implies Ricy > ¢, but not vice versa.

If Ricy = Ag for some real constant A, then (M", g) is a Ricci soliton, which is
a natural extension of Einstein metric. A Ricci soliton is called shrinking, steady
or expanding, if A > 0, A =0 or A <0, respectively. In particular, when V = Vf
for some function f € C*°(M), since Lvrg =2 Hess f (Hess is the Hessian with
respect to the metric g), a Ricci soliton becomes a gradient Ricci soliton. The
gradient Ricci soliton plays an important role in the formation of singularities of
the Ricci flow, and has been studied by many authors; see [Cao 2010; Hamilton
1995] for nice surveys.

Relating to the V-Laplacian, we have, for Ricy;(0 < m < 00), the following
Bochner formula:

(12)  $Ay|Vul> =|VVul* + (Vu, VAyu) +Ric}) (Vu, Vu) + %uv, Vu)|?

(Avu)? m
> T +(Vu, VAyu) +Ricy, (Vu, Vu).
m+n

When m = oo, we have
(1.3) YAy|Vul* = |VVul* + (Vu, VAyu) + Ricy (Vu, Vu).

The formula (1.2) looks like the classical Bochner formula on an (m-+n)-
dimensional manifold with Ricci tensor, therefore many geometric results for
the Laplacian on n-dimensional manifolds with Ric bounded below can be possibly
extended to the V-Laplacian on (m-+n)-dimensional manifolds with Ricj; bounded
below, such as the mean curvature comparison theorem, the volume comparison
theorem, etc. However, for Ricy, due to lack of the term %l(V, Vu) |2, there seems
essential obstacles to obtaining some important conclusions when Ricy is only
bounded below.

To the best of our knowledge, the gradient estimate technique was originated by
S.-T. Yau [1975] in the 1970s, who first proved a gradient estimate for the harmonic
function on manifolds. In the 1980s, this technique was developed by Li and Yau
[1986] for the heat equation on manifolds, and yielded a parabolic gradient estimate
(sometimes called Li—Yau’s gradient estimate). More precisely,
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Theorem A [Li and Yau 1986]. Let M be a complete manifold with dimension
n>2, Ric(M) > —k, k> 0. Suppose u is any positive solution to the heat equation
in B(xg, R) x [to—T, ty]. Then

\Vul>  u _ cq

Cn
<O Oy ok
u? u_R2+T+n

in B(xo, %) X [to — %, to]. Here ¢, depends only on n.

Li and Yau [1986] also proved a parabolic gradient estimate for the Schrédinger
equation
(A —0dr —q(x, t))u(x, 1) =0,

which can be seen as the special case of (1.1) (see [Li and Yau 1986, Theorem 1.2]).

In the 1990s, R. Hamilton [1993] proved a global elliptic gradient estimate
(sometimes called Hamilton’s gradient estimate) for the heat equation on closed
manifolds.

Theorem B [Hamilton 1993]. Let M be an n-dimensional closed manifold with
Ric > —K for nonnegative constant K, and let u be a positive solution of the heat

equation

ou

— = Au

ot
with u < A for all time. Then

(IVul> < (142K0)u’In é.

Hamilton’s gradient estimate requires that the equation be defined on closed
manifolds. Later, Souplet and Zhang [2006] proved a local elliptic gradient estimate
(sometimes called Souplet—Zhang’s gradient estimate) for the heat equation on
noncompact manifolds by inserting a necessary logarithmic correction term.

Theorem C [Souplet and Zhang 2006]. Let M be a Riemannian manifold with
dimension n > 2 and Ric > —k, k > 0. Assume u is any positive solution to the
heat equation in Qr 1 = By, (R) X [to =T, to] C M x (—00, 00) withu < M. Then
there exists a dimensional constant ¢ such that

[VInu| < c(l+i+ﬁ)(l+lnﬁ>
R JT u
in Qry2,1)2-
Moreover, if M has nonnegative Ricci curvature and u is any positive solution
of the heat equation on M x (0, 00), then there exist dimensional constants cy, c»
such that

|
|Vlnu|§cl—(02+ln

7 u(x,2t))

u(x,t)
forallx e M and t > 0.
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Apart from the above theorems, Li—Yau’s, Hamilton’s and Souplet-Zhang’s
gradient estimates have been generalized to other linear and nonlinear equations
on Riemannian manifolds, see, e.g., [Brighton 2013; Chow and Hamilton 1997;
Chen and Qiu 2016; Cao and Zhang 2011; Huang and Ma 2016; Li and Xu 2011;
Li 1991; 2012; 2015; Ma 2006; Ruan 2007; Wu 2015; Yang 2008; Zhu 2016].

We now give the main theorems, a local elliptic (Souplet—Zhang’s) gradient
estimate for positive smooth solutions to (1.1), which is based on the arguments
of Souplet and Zhang [2006] for the heat equation, Brighton [2013] for the f-
harmonic function and J.-Y. Wu [2015] for the f-heat equation. It is important that
our gradient estimate does not depend on any assumption on V.

Theorem 1.1. Let (M", g) be an n-dimensional complete Riemannian manifold,
and let By,(R) be a geodesic ball of radius R around xy and R > 2. Assume
Ricy > —k in By, (R) for some constant k > 0. Let u be a positive solution of (1.1)
in Qr,r = By (R) x [to =T, to] C M" x (—00, 00) with u < M for some positive
constant M, where to € R and T > 0. Then there exists a dimensional constant
C (n) such that

(1.4) |Vinu|
1+19] ) M
<C(n + +VEF i +aa+ At ) (141 50)
( )< R /—Z—ZQ—{—T \/ 1 2 3 4 0
in QR/Z,T with t #*ty—T. Here
A= —min{O, min M}, Ao = —min{O, min(F/(u) _ F(M))},
Orr U Orr u

A3 =2 rélax{qf} (¢~ = max{—q, 0} is the negative part of q),
R.T

9

Ay = maX|V\/m
Or.r

which are nonnegative constants, and § = MaXx|d(x,xp)=1} Avr(X).

Remark 1.2. Theorem 1.1 describes local elliptic gradient estimate under only
Ricy bounded below, whose assumption on Ricy is obviously weaker than the
assumption on Ricy; (m < 0o) which was considered by Chen and Zhao [2018].

On one hand, we apply Theorem 1.1 to analyze the existence of solutions to the
special case of (1.1). Moreover, we study the problem about conformal deformation
of the scalar curvature on complete noncompact manifolds; see Corollary 2.7 in
Section 2.

Theorem 1.3. Let (M", g) be an n-dimensional complete manifold with Ricy > 0.
Consider the equation

(1.5) (Ay — 8 — q(x))u(x, 1) = au”
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for some constants a > 0 and y > 1. Suppose that q(x) # 0 and
g =oR™), |VVlgl|=0(R™") as R— .

Then there does not exist any positive ancient solution (that is, a solution defined
in all space and negative time) to (1.5) such that u(x,t) = o(r(x)'? +1t|Y/?) near
infinity. In particular, if V.= 0, we only assume u(x,t) = o(r(x) + |t|'/?) near
infinity.

Remark 1.4. If g(x) is a positive constant, it naturally satisfies the growth con-
ditions of ¢ (x) in Theorem 1.3. There also exist many nontrivial functions g (x)
satisfying these growth conditions, such as g(x) = e~ in R!.

On the other hand, we apply Theorem 1.1 to prove the parabolic Liouville
theorem for the V-heat equation under certain growth conditions of solutions. This
result is similar to the cases of the heat equation and the f-heat equation, obtained
by Souplet and Zhang [2006] and Wu [2015], respectively.

Theorem 1.5. Let (M", g) be an n-dimensional complete Riemannian manifold
with Ricy > 0. Let u(x, t) be an eternal solution (that is, a solution defined in all
space and time) to

(1.6) (Ay —9)u=0.
Then the following conclusions hold.

Q) If ulx,t)= O PO pogy infinity and u > 0, then u is a constant.
(i) If u(x, 1) = o(r'/2(x) + |t|'/?) near infinity, then u is a constant.

Remark 1.6. The growth condition of u is necessary. For example, let u = e+,
V =Vf, f =—xin R!. Then u is a nonconstant positive eternal solution to (1.6).
Any complete shrinking or steady Ricci solitons satisfy Ricy > 0, hence Theorem 1.5
also holds on shrinking or steady Ricci solitons.

In the end, we derive a global Bernstein-type gradient estimate for positive
bounded solution to (1.1) with F () = 0 on complete Riemannian manifolds with
Ricy bounded below, which is inspired by the works of Kotschwar [2007] for the
heat equation and Wu [2015] for the f-heat equation.

Theorem 1.7. Let (M", g) be an n-dimensional complete Riemannian manifold
with Ricy > —k for some constant k > 0. Let u be a solution to

(17) (AV_BI_CI(-X:’t))M(x’t):O
in M" x [0, T]with0 < T < oo. Suppose that

O<u<M, q (x,t)<a and ‘V/lc?l}fﬂ,
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where M, a, B are positive constants. Then there exists an absolute constant C such
that
tlVul* < CM*(1+ (k+a+p)T)

in M" x [0, T].

The rest of this paper is organized as follows. In Section 2, we give a useful
lemma and a cut-off function to prove Theorem 1.1 via the maximum principle
and V-Laplacian comparison theorem. As applications of Theorem 1.1, we prove
Theorems 1.3 and 1.5. Moreover, we apply Theorem 1.3 to discuss Yamabe type
problems and obtain Corollary 2.7. In Section 3, we prove Theorem 1.7 by using
another local elliptic gradient estimate for (1.7).

2. Local elliptic gradient estimate

In this section, we first follow the techniques of [Souplet and Zhang 2006; Brighton
2013; Wu 2015] to prove Theorem 1.1. Notice that 0 < u < M is a solution of (1.1).
Define a smooth function

f =ln% in Qg 1.

Obviously, f <0. By (1.1), we have

F(Me!)  F(u)
Mef 7

Q2.1) (Ay=3)f+IVfIP—q(x,1) = A(f), where A(f)=

Let

2
g:=IVin(i— PP = I

(1=

we have the following lemma.

Lemma 2.1. Let (M", g) be an n-dimensional complete Riemannian manifold with
Ricy > —k for some constant k > 0. Then g satisfies

(2.2) (Ay—d)g= %(Vﬁ Ve) +2(1 — £)g* = 2(k+h1 + 22+ 13)g — 243,

where Ay, A2, A3, A4 are the same as in Theorem 1.1.

Proof. Let h = 1In(l — f), i.e., g = |Vh|>. By the Bochner formula (1.3) and
Ricy > —k, we have
(2.3) Ayg=2(|VVh|* + (Vh, VAyh) +Ricy(Vh, Vh))

> 2((Vh, VAyh) —k|Vh|?).
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Since Vh = —% and

. 2
Avthh—(V,Vh)z—(l PAS +IV/] +<v V—f>

(1—f)? -
__Ave ISP
I—f A=

By a direct computation, we obtain

2VVI(Vf V) 20VFIY (VA VAVS) IVfIPAVSf
(1—f) (I=pH* " A=f)? (1—f)»3 "

(Vh,VAyh) =

Hence, (2.3) becomes

AVVI(VE V) AIVFIY  2(VAVAvSf)  2IVFIPAV S

GO Ave= s T U gy (1—f)? (1—f)3
—2k vI? .
(1—f)?
By using (2.1), we obtain
2V Vf) | 2IVfP fi
@) de =" Y gy
_2VE VAyf) | AVVF(VEVE) | 2IVfPAvS | 2VfT
A= f? (1—f)? (1—f)3  (A=f3
2V VG +A)  2g+ AV
(1—f)? (1—f)3

Combining (2.4) and (2.5), we have

4VVf (VS vf)+ AVFI*  4VVF(VENS)  21Vf
(1) (1=H* (1—f)2 (1)
IVFI? | 2V V(g +A)  2(g+A)IVf?

(1—1f)? (1—1)? (1—-f)

(2.6) (Ayv—d)g=

Since g = (llv_fﬁz, then

AVVF(VE, V) 2|Vf]

Ve, V)= ,
Ve Nh="0"m ta-

which implies

4VVS (VL V) L 4VfI*
(1—f)? (1—f)3
1 4|Vf* ) AVVF(Vf, VT)
—— | 2(Vg, Vf) — — .
+l—f(< &V =G - /)

2.7 0=-2(Vg,Vf)+
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From (2.7), we know that

AVVF(VEVE) | AIVFIY AVVEVEVE) | 209F1
A—73 T aA-p  a-pr a-5?
2f 2 VI

Vg,V —.
Ty

Using the above equality, (2.6) becomes

2f 2 / A
(28) (Av—d)g = T (VF. Vg) +2(1 - g’ - 2(k —Al(f) — m)(g

2q
v — s
fIQW§+1_fg

Sin060<ﬁ§land
IVq|?

2
(2.9) 2|Vq|«/§<2lq|g+w—2lq|g+2|V\/|ql| :

Noticing that the inequality (2.9) is trivial when ¢ = 0. Hence,
2
_2AVqlyg _ 2gls  2[VVigl” |q|g olvyil
1-f = 1-f 1-f =

Using this inequality, (2.8) can be rewritten as

(Ay—d)g = L (Vi v +20 - g —2<k A(f) - i+i>g
7 Y

~2[v/iall’.

By the definitions of A1, A2, A3, A4, we have
A A~ . Fu)

- < —— <A =—min{0, —} < Ay,
1-— 1— u

F 29~
AN =~ (F -y <n, 2o 9l <

Hence, (2.2) immediately follows. O

In order to prove Theorem 1.1, we introduce a useful cut-off function which
originated with Li and Yau [1986] (see also [Bailesteanu et al. 2010; Souplet and
Zhang 2006]).

Lemma 2.2. Fixty € Rand T > 0. For any given t € (t9—T, ty], there exists a
smooth function 1 : [0, 00) X [to—T, ty] — R satisfying following propositions:

() 0 <n(rt) <1in [0, R] x [to—T, t9], and it is supported in a subset of
[0, R] x [to—T, 1o]-
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(2) 7(r,1)=1and 3,7(r,1) =0in [0, §] x [7, t0] and [0, §] x [to—T, 1), respec-
tively.

3) 19,71 < Cq'?/(x —to+T) in [0, 00) x [to—T, o] for some constant C > 0,
and 7(r, tg — T) =0 for all r € [0, 00).

(4) —(Ce/R)it® < 3,7 <0and |827] < Ce®/R? in [0, 00) x [tg—T, 1] for every
€ € (0, 1) with some constant C¢ depending on €.

Now, we apply Lemmas 2.1 and 2.2 to prove Theorem 1.1 via the maximum
principle and the V-Laplacian comparison theorem [Wu 2018, Theorem 2.1] in a
local space-time supported set.

Proof of Theorem 1.1. Fix any number t € (t9—T, t9], we will show that (1.4) holds
at (x, 7) for all x € By, (%) The assertion of theorem will immediately follows due
to T is arbitrary.

Choose a cut-off function 7(r, ) satisfying the propositions of Lemma 2.2. Let
n:M x[to—T, to] = R such that n(x, t) = n(r(x), t), where r(x) = d(x, xg). Itis
easy to see that n(x, ) is supported in Q g 7. Our aim is to calculate (Ay — 9;)(ng)
and estimate each term at a space-time point where ng attains its maximum.

From Lemma 2.1, we conclude

2f Y
(2.10) (Ay —3d)(ng) — (ﬁvf + 2T)V(ng)
2 V|2
> 21— fyng® - (%Wf, vm)g ol ;7' ¢+ (Aymg—nig
—2(k+ A1 + Ao+ A3)ng — 2220,
Assume
(mg)(x1, 1) = max (ng).

By (R)X[t0—T,7]

We may assume (1g)(x1, t1) > 0, otherwise, g(x, ) <0 and (1.4) naturally holds at
(x, ) whenever d(x, xg) < %. Notice that ¢| #~ t9 — T due to (ng)(x1, t1) > 0. We
may also assume that 1 (x, t) is smooth at (xy, #;) by the standard Calabi argument
[1958]. Using the maximum principle, at (x1, t;), we have

Ay(ng) <0, (g);>0 and V(ng)=0.

Hence, (2.10) can be simplified as

2
@11) 21— fing < (%(Vﬁ vy 421

)g —(Aymg+ng

+2(k + A1 + A2 + A3)ng + 2430,
at (x1, 7). In the following, we will estimate each term on the right hand side of
(2.11) and obtain the desired gradient estimate in Theorem 1.1. We will get it by
two steps.
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Case I. Assume x; ¢ By, (1). Since Ricy > —k and d(x1, x9) > 1 in By,(R), R>2,
by the V-Laplacian comparison theorem, we have

Ayr(x;)) <6+k(R—1),

where § = maxy|q(x,x)=1} Avr(x).

Below the Young’s inequality and Lemma 2.2 will be repeatedly used in the
following estimate. Let ¢ be a constant depending only on n whose value may
change from line to line. Then we have the following inequalities:

2f

(2.12) =7

(Vf, Vg <2|f[IVnlg*?
4 |f1IV
[n— N
FHvnl
(1—f)*n?
f4
RY(1— f)¥

=2[n(1 - fHg?]

<n(l—fg*+c

<n(l—fg*+c

Vi|? Val*
(2.13) 2V < tng? 18800 < ng?t
n n

C
F.

(2.14) —(Aymg =—(37+d,7Ayr)g
< <|a,2ﬁ| + (18] + k(R — 1>)|arﬁ|>g

2_
_ 1/2g|8r77|

|3, il
77 + (18] +k(R—1))n'Pg——=

712

82—2 9 =12 9 —12
S%ng'i‘c(l r_77| +52| r_77| +k2(R—l)2| r_77| )
n n n

c c8?
< %ngz—l—ﬁ—l-ﬁ—l-cﬁ

(R—1)?
RZ

17 :
(2.15) Inilg = n”zgﬁl;Z < Ing? +8- < ing® +

(2.16) 2(k 4+ A1+ A2+ A3)ng < §ng” + 8k + Ay + Ao +23)%

(2.17) 2030 <225
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Substituting (2.12)—(2.17) into the right hand side of (2.11), at (xy, #;), we have

4

(1= g < (1= g +ing? oI —C‘Sk—c

n(l—1)g" =n(l—f)g"+5ng +CR4(1—f)3+ i+ —55 tc +(t_[0+T)2
+8(k 4 A1 4 A2 4+ A3)2 + 225

Since 1 — f > 1, the above estimate implies

4

3

c 82 2 c
L L0 e
TR R TNt kT

+8(k + A1+ A2+ A3)? +2xﬁ>

L f
(g1, 1) = ﬁ(%gz TRa—

f4 c c8? 2
— +ck
CR4(1 f)4+ +R2 +ck” +

_c
(t—10+T)?
+8(k 4 Ay 4 Ao+ A3) 422

<ing®+

c 82 c

A S s

R +eltk+ A 42+ A3+ )

<ing®+
Since 0 < n < 1, then

mg)*(x1, 1) < ngH (x1, 11)
c 82 c

<t ert

< = m+€(k+kl+kz+k3+k4)2-

Since n(x, ) =1 whenx € B, (%) by the proposition (2) in Lemma 2.2 and R > 2,
we obtain

glx, 1) =mg)(x, 1) < (ng)(x1, 1)

copedly e

et Rt +T+c(k+m+kz+ka+x4)
c(1+18)

<

==t _t+T+c(k+)»1+)»2+)»3+)»4)

forall x € BXO(B).

Case II. Assume x; € By, (1) C on( ) when R > 2. In this case, 1 is a constant
in space direction in Qg2 7. Hence (2.11) can be simplified as

(1— f)ng® <mg—+20k + A1 + A2+ A3)ng + 2127
at (x1, #1). Since 1 — f > 1, this implies
2ng” < mig +2(k + A1 + A2+ A3)ng + 2430

at (x1, t1). Substituting (2.15)—(2.17) into the right hand side of the above inequality,
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we have

g (x1. 11) EC( ok +A2+x3>2+xi).

1
(t—to+T)?
Since 0 < n <1, we have

;+k+)~1+)»2+)»3+)\4)~
T— T

(mg)(x1, 1) < c( P

Since 7(x, ) = 1 whenever x € By (%),

gx, 1) =Mmg)(x, 1) < (ng)(x1,11)

1
<o ——— +k+r+rr+ A+ A )
_c(_[_t0+T+ F+A+A2+ A3+ Ay
forall x € on(g).

Combining the above two cases, by the definition of g and the fact that 7 €

(to—T, t9] was chosen arbitrarily, we obtain

ﬂ(x t)<C(n)< 1+|5|+ : —i—\/k—i—M—I—kz—I—)g—l—M)
—f T R Jt—to+ T
for any (x, 1) € Qg7 With t # 1o — T. Substituting f = In % into the above
estimate completes the proof of theorem. U

Remark 2.3. If g(x,t)=F(u) =0, V = V{ for some function f, then Theorem 1.1
is the same as Theorem 1.1 in [Wu 2018] for the weighted heat equation. From the
proof of Theorem 1.1, we know that the term +/ (1 + [6])/R in (1.4) can be changed
into % whenever V = 0.

When V is bounded, we can prove another gradient estimate of (1.1) in any
geodesic ball. Its proof is similar to that of Theorem 1.1 except that the V -Laplacian
comparison theorem in Theorem 1.1 is replaced by another V -Laplacian comparison
theorem [Wu 2018, Theorem 2.2]. We only provide the conclusion and omit the
proof.

Theorem 2.4. Let (M", g) be an n-dimensional complete Riemannian manifold.
Assume Ricy > —k and |V | < a in B (R) for some nonnegative constants k and a.
Let 0 < u < M be a solution of (1.1) in Qr. 7. Then there exists a dimensional
constant C(n) such that

14+a 1 M
2.18) |VInu|<C 4 Skt h Aot As (H—ln—)
(2.18) |VInu| < (n)( e Vkthi+ra+hs 4) -

in Qg2 T witht #1ty— T, where Ay, L2, A3, A4 are the same as in Theorem 1.1.
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As applications of Theorem 1.1, we can derive some corollaries by considering
the special cases of (1.1). More precisely,

(2.19) (Av—at—q(x,t))u:aulnu,
(2.20) (Ay =0, —q(x,0))u =au”,
where a and y are constants.

When V = 0, the elliptic version of (2.19) is closely related to the gradient Ricci
soliton; (see [Ma 2006]). In fact, consider the gradient Ricci soliton

Ric+VVf +21g =0,
where A is a constant. Taking the trace of the above equality, we have
R+ Af+ni=0.
Using the contracted Bianchi identity and Ricci identity, then
IVF?P+R—-2Arf =c¢
for some constant c. Hence
IVFI? = Af —20f =ni +c.
Setting u = e~/ we obtain
Au—(c+ni)u=—2iulnu.

When V =0, the elliptic version of (2.20) is related to conformal deformation of
the scalar curvature on manifolds. In fact, for any n-dimensional (n > 3) manifold,
consider a conformal metric g = u*"=? g for some positive function u. Then the
scalar curvature § of metric g related to the scalar curvature s of metric g is given

by

__n-2 n=2 < m+2)/n-2) _
2.21) Au 4(n_1)su+4(n_1)su =0.

We have known that if M is compact and § is a constant, the existence of u is the

well-known Yamabe problem which has been solved by R. Schoen [1984] (see also
[Lee and Parker 1987; Mastrolia et al. 2012] for more details).

Corollary 2.5. Let (M", g) be an n-dimensional complete Riemannian manifold
with Ricy > —k for some constant k > 0. Let 0 < u < M be a smooth solution
of (2.19) witha < 0in M" x [to—T, to]. Suppose that g~ < ¢y and |V/Iq]| < c2
for some constants c1, cp. Then there exists a dimensional constant c(n) such that
_

t—to+T

(2.22) |Vlnu| < c(n)( —I—\/k—aln(max{M, 1) —a+2c +cz>

M
in M" x (to—T, tp].
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Proof. Since F(u) = aulnu (a <0) and 0 < u < M, by the definitions of A;
(i=1,2,3,4),itis easy to obtain
A =—aln(max{M, 1}), rp=-—a, I3=2c, Is=c3.
Applying Theorem 1.1 and setting R — oo, (2.22) immediately follows. (]

Corollary 2.6. Let (M", g),q~ and |V«/|q|| be the same as in Corollary 2.5. Let
0 < u < M be a smooth solution of (2.20) withy > 1 in M" x [to—T, ty]. Then
there exists a dimensional constant c(n) such that

(2.23) |Vinu| < c(n)( (ay MY—1) 4+ 2¢; —I—cz)

1 sgna—1
——t k=
Jt—to+T \/ 2

-(l—l-ln %)
in M" x (to—T, ty], where
1 ifa=>0,
sgna = 0 ifa=0,
—1 ifa<0O.

Proof. Since F(u) =au” (y > 1) and 0 < u < M, by the direct calculations, we
have
(i) If a > 0, then ,; = A, =0.
(i) Ifa <0, then Ay = —aM? ™!, Ay = —a(y — HMY~ L.
Using (1.4) and letting R — o0, the desired result (2.23) follows. [l

Next, we apply Theorem 1.1 to prove Theorem 1.3 which analyze the existence
of solutions to the parabolic equation (1.5) when the coefficient ¢ (x) and solutions
u(x, t) satisfying some growth conditions. Furthermore, we can use Theorem 1.3 to
study the problem about conformal deformation of the scalar curvature on complete
manifolds.

Proof of Theorem 1.3. From the proof of Theorem 1.1 and Corollary 2.6, since
a >0, then A} = A, =0, we get a local elliptic gradient estimate for (1.5):

1+15] 1 ( M)
. v M
(224) | 1nu|§c(n)( R e /\3“4) I+~

for any (x,¢) € Q%T with ¢ #£ tg — T, where A3, A4 be defined in Theorem 1.1.

For any fixed space-time point (xo, fp), by the growth assumptions of u(x, t) and
q(x), applying (2.24) to u(xo, fo) in the space-time set Qg g = By, (R) X [to—R, 1],
then

(2.25) |V Inu(xo, to)| < c(n)< % —|—0(R_1/2)> (1+o0(n vR) —Inu(xo, 1))
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for sufficiently large R > 2.
Notice that In u(xo, fp) is a fixed value, which implies

[Vu(xg, t0)] =0 as R — oo.
Since (xo, o) was chosen arbitrarily, then u (x, t) =u(t), and Equation (1.5) becomes
(2.26) u'(t) = —q(x)u(t) —au” (1).

Casel. a=0.
In this case, u'(t) = —g(x)u(#). Since g(x) # 0, we solve this equation and
obtain

(2.27) u(t) = Ce 9",

where C is an arbitrary constant.
From (2.27), we know ¢ (x) = ¢ for some constant ¢ > 0 due to the growth
assumption of ¢~. Then

u() = u(0)e " = u(0)e,

which contradicts the assumption that u(x, 1) = o(r (x)'2 4+ 1¢]'/?) near infinity.

Case Il. a > 0.
In this case, (2.26) can be regraded as a one-order linear ordinary equation which
has a general solution

(2.28) W' (r)y = cerDan _ 4
q(x)
where C is an arbitrary constant.
By the same way, we know ¢ (x) = ¢ for some constant ¢ > 0, then

W0 = (w70 + L) 2,
c C

Since a, ¢, y — 1 and u(0) are positive constants, which imply

u v (@) - —% <0 ast— —oo,
this is impossible since u > 0.

As for the case V =0, the term /(T + [3])/R in (2.24) can be changed into .
Since u(x, 1) = o(r (x)+|t|'/?) near infinity, we apply (2.24) to u(xo, to) in Qg z> =
B, (R) x [fo—R?2, to] and the proof is almost the same as before except that (2.25)
is replaced by

1V Inu(o, 10)] < e +0(R™2)) (14000 R ~Inu(xo,1)). O

As an application of Theorem 1.3, we discuss the Yamabe type problem of
complete Riemannian manifolds and immediately obtain the following corollary.
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Corollary 2.7. Let (M", g) be an n-dimensional (n > 3) complete Riemannian
manifold with Ric > 0 and the scalar curvature s of g satisfying

sup |V+/s|=0o(R™")
By (R)

as R — oo. Then there does not exist complete metric
g€ {u4/(”_2)g |0 <ueC®M)and u(x) = o(r(x)l/z)},
such that the scalar curvature s of g is some nonpositive constant.

Proof. 1t is equivalent to prove that if 5§ is some nonpositive constant, then there
does not exist any positive solution to (2.21) satisfying u(x) = o(r(x)'/?). In
Theorem 1.3, let

n—2
ulx,t)=ulx), V=0, q(x)_4(n_]) >0,
__ n=2 . _n+2
“==1u-n'z0 v=,5>1L

we know that g(x) satisfies the growth conditions in Theorem 1.3 due to the
assumptions on s, hence the conclusion follows. U

We also apply Theorem 1.1 to derive the parabolic Liouville theorem for the
V -heat equation which extends some known results.

Proof of Theorem 1.5. Since F(u) = g =0, using Theorem 1.1, we have

1+18] 1 ( M)
2.29 Vinul <C 1+In 7).
(2.29) IVInu| < (n)( =+ t—to—i-T) +In =

(i) By the assumption of u(x, t), we have

Inu=o@'?x)+ 1'%
near infinity. For any space-time point (xg, #p), we apply (2.29) to u(xg, fy) in the
space-time set Qg g = By, (R) x [to—R, 9], then
Vo, 1) _ C(n,8)
u(xo,t0) ~ /R

for sufficiently large R > 2.
For the fixed value In u(xg, 7o), setting R — oo in the above inequality, we get

(1+0(vR) —Inu(xo, 1))

[Vu(xog, tp)] = 0.

Then u is only a time-dependent function due to (xg, fg) being arbitrary. Moreover,
u is a constant by using (1.6).
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i) Let Mg =su u|. Considering the function U = u 4+ 2M>g, then
Po & sz g
Mygr <U(x,t) <3Mag

whenever (x, 1) € Q, /z »/g- For any fixed point (xo, 7o), applying (2.29) to U, we
have

Vu(xo. 1)) _ C(n.9)
u(xo, to) +2Mog — /R

for sufficiently large R > 2. By the assumption of u(x, ), we have Mag = o(R'/#).
The conclusion immediately follows by taking R — oo. U

3. Global elliptic gradient estimate

In this section, we follow the arguments of Kotschwar [2007] and Wu [2015] to
prove Theorem 1.7. The key is to derive a local elliptic gradient estimate which
is different from Souplet—Zhang’s gradient estimate. Our proof is based on the
technique of Shi [1989] from the estimation of derivatives of curvature under the
Ricci flow. Firstly, we give the following lemma.

Lemma 3.1. Define
G(x,1):= (4M?* 4+ u?)|Vu|*.
Under the same assumptions as in Theorem 1.7, we have

2
125M*4

3.1) 3 — AV)G < (3k + 1e)G G* +508*M*.

Proof. By straightforward calculations, we obtain

(0, — Ay)u® = =2|Vul* — 2qu°.
(0 — AV)|Vul? < =2|VVu|> = 2u(Vu, Vq) — 2q|Vu|* + 2k|Vu|>.
Then,

(32) A—Ay)G = (B —Ay)u*|Vul*+(@M>+u?) (3, — Ay)|Vul?
—2(Vu?,V|Vul?)
< (=2|Vul*=2qu*)|Vul?
+@M* +u?) (=2|VVul* =2u(Vu,Vq) —2q|Vul*+2k|Vul?)
—8uVVu(Vu,Vu).
Since

—8uVVu(Vu, Vu) < 10u?|VVul* + §|Vul*,  Su® <4M*+u* <5M°,
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the inequality (3.2) can be simplified as
(3.3) (3 — Ay)G < 10kM?|Vu|* — 2|Vul|* — 2qu®|Vu|*
—2(4M?* 4+ uP)u(Vu, Vg) —2(4M?* + u*)q|Vu|*.
Using the Young’s inequality, then
—2(4M? +u®)u(Vu, Vq) < 10M*u|Vu||Vyq|

§|VCI|2M4
2 gl
= 2lq[u?|Vul? + 50|V /|ql|* M*.

< 2|qlu*|Vul* +

Notice that
—2(4M? +u®)q|Vu|* < 10M%*q~|Vu|?,
and
lgl —q=2q".

Hence, (3.3) can be written as

(3 — Av)G < 10kM?*|Vul* — | Vul* + 4g~u?|Vul* + 10M>q~ | Vul*

2
+50|Vy/lql|"M*
< —2|Vul*+ (10k + 14a) M*|Vu|* + 508> M*,
where we used the assumptions ¢~ < « and ‘V«/|q|| <B.
By the definition of G, we know
AM?|Vu|* < G <5M*|Vul?.
Hence, the inequality (3.1) follows. O

Now, applying Lemma 3.1, we give a proof of Theorem 1.7.

Proof of Theorem 1.7. As in [Li and Yau 1986], we take a cut-off function q_ﬁ(s)
which is defined in [0, co) such that 0 < ¢(s) < 1 and

¢(s)=1 forsel0,1], #(s)=0 fors e[l,c0).

¢(s) also satisfies

¢'(s)
< > —
3172(5) <0, ¢ ()=—c2
for positive absolute constants c¢; and c;.
Letp(x) = J)(%) for R > 2, where r(x) denotes the distance from the fixed
point xg to x. Using the argument of Calabi [1958], we may assume ¢ (x) € C (M)

—C1 =
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with support in B,,(R). By direct calculations, we have

2 X/ Nz
Vol Avo = ¢Ayr ¢

G4 ¢ R2’ R R?

for some positive absolute constant c3.
Considering t¢G in By (R) x [0, T], using Lemma 3.1, we get

2 2 24,4
S G+ 508 M)

—tGAy$ —2t(Vg, VG)

(3.5) (0= A$G) = ¢G +16((3k+30)G -

Assume

(t¢G)(x1, 1) =~ max  (1¢G).

By, (R)x(0.T]
If t¢ G is not identically zero (i.e., u is not a constant in supp ¢), then
(1¢G)(x1,11) > 0.
By the maximum principle, at (x, #1),
V(pG) =0, (3 —Ay)(t9G) =0.
In the following, we will estimate the each term on the right hand side of (3.5) at

(x1, 7).

Case I. Assume x| € By, (1) C on(§) because of R > 2.

In this case, ¢ = 1 implies V¢ = Ay ¢ =0. The inequality (3.5) can be simplified
as
2G?

0=G+1((3k+Ia)G— 5o

1508 M4)
It is equivalent to

2

125M4tG2 — (Bk+3a)t +1)G —508°M* 1 <0

at (x1,11). Since 0 <t < T, we have

125M4 — 2 (1G)? — ((3k + 1) T +1)1G — 508> M*T? < 0.

At this time, (x1, t1) is also the maximum point of G in on(é) x (0, T']. Hence,
we obtain

(1G)(x,1) < (tG)(x1, 1) < CM*(1 + (k+a + B)T)

in By, (%) x [0, T].
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Case II. Assume x;1 ¢ By, (1).
In this case, since Ricy > —k, d(x1, x9) > 1 and R > 2, by the V-Laplacian
comparison theorem, we have

Ayr(x)) =8+k(R—1) < [8|+k(R—1),

where § = maxyjq4(x,xp)=1) Avr(x). Hence,
(3.6) Ayo > ——(|5| +k(R—1))— R2
By using Lemma 3.1, (3.4) and (3.6), at (x, #{), we have
(3.7) 0=(0 —Av)(9G)
=G +1tp(0, — Ay)G —tGAyp —2t{(Vep, VG)

:(¢+zz%—mv¢)G+t¢<3z VG =266, )

(1 +Cit+‘lt(|a| + k(R — 1)))

R2
+z</>((E +2a)G - 1§5GM4 +508 M4)

< =266+ (14 e (1 4k +0)T)G +crp? M.
Multiplying both sides of (3.7) by ¢ and using t¢ < T, we have
%(tq&G)z - (1 +c6(1+|‘3' +k +a) )(z¢G> — e BEMAT? <.

We solve this inequality and obtain that

1+14]
R

(t¢G)(x1,t1)§c8M4<l+< fhta +ﬂ) )

Notice that the above constants ¢; (i =1, 2, ..., 8) are all absolute positive constants.
Consequently,

(tG)(x, 1) = (1¢G)(x, 1) < (1¢G)(x1, 11)

<1+|8|

568M4(1+ +hk+a +ﬁ) )

for any (x,t) € on(g) x [0, T].
Combining the above two cases, we obtain

1+6]

(G ) < (14 (= ket B)T)

for any (x,t) € on( ) x [0, T].
Since G > 4M 2|Vu|2, the theorem follows by taking R — oo. ]
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OPTIMAL L? EXTENSION OF SECTIONS FROM
SUBVARIETIES IN WEAKLY PSEUDOCONVEX MANIFOLDS

XIANGYU ZHOU AND LANGFENG ZHU

We obtain optimal L? extension of holomorphic sections of a holomorphic
vector bundle from subvarieties in weakly pseudoconvex Kéhler manifolds.
Moreover, in the case of a line bundle the Hermitian metric is allowed
to be singular.

1. Introduction and main results

The L? extension problem is an important topic in several complex variables and
complex geometry. Many generalizations and applications (see [Manivel 1993;
Ohsawa 1995; 2001; Siu 1996; 1998; Berndtsson 1996; Demailly 2000; 2012a;
Siu 2002; McNeal and Varolin 2007; Berndtsson and Paun 2008], etc.) have been
obtained since the original work of Ohsawa and Takegoshi [1987]. Recent progress
concerns the optimal L? extension and its applications (see [Guan et al. 2011; Zhu
et al. 2012; Guan and Zhou 2012; 2015a; 2015¢; Btocki 2013; Zhou 2015; Ohsawa
2015; Berndtsson and Lempert 2016; Cao 2017; Zhou and Zhu 2018], etc.).

Most recently, several general L? extension theorems with optimal estimates
were proved in [Guan and Zhou 2015¢] for holomorphic sections defined on sub-
varieties in Stein or projective manifolds. In [Demailly 2016], several L? extension
theorems were obtained for holomorphic sections defined on subvarieties in weakly
pseudoconvex Kéhler manifolds.

In this paper, we prove an optimal L? extension theorem, which generalizes
the main theorems in [Guan and Zhou 2015c¢] to weakly pseudoconvex Kihler
manifolds and a main theorem in [Zhou and Zhu 2018], and optimizes a main
theorem in [Demailly 2016] (cf. Theorem 2.8 and Remark 2.9 in [Demailly 2016]).

Let us recall some usual notions and some definitions in [Demailly 2016].
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Definition 1.1. A function ¥ : X — [—00, +00) on a complex manifold X is said
to be quasi-plurisubharmonic if v is locally the sum of a plurisubharmonic function
and a smooth function. In addition, we say that i has neat analytic singularities if
every point x € X possesses an open neighborhood U on which v can be written as

Y = clog Z |gj|2+u,

1<j<jo
where ¢ is a nonnegative number, g; € Ox(U) and u € C*(U).

Definition 1.2. If i is a quasi-plurisubharmonic function on a complex manifold X,
the multiplier ideal sheaf Z(v) is the coherent analytic subsheaf of Oy defined by

I()x = {fe(?x,x:EIUax,/ |f|2e‘”dk<+oo},
U

where U is an open coordinate neighborhood of x, and d A is the Lebesgue measure in
the corresponding open chart of C". We say that the singularities of ¥ are log canon-
ical along the zero variety Y = V(Z(y)) if Z((1 — s)w)}y = OX‘Y for every ¢ > 0.

If w is a Kédhler metric on X, we let d Vy ., := " /n! be the corresponding Kéhler
volume element, where n = dim X. In case ¥ has log canonical singularities along
Y = V(Z(¥)), one can associate in a natural way a measure d Vx ,[v¥] on the set
Y0 = Y,eq of regular points of ¥ as follows.

Definition 1.3. If g € C.(Y?) is a compactly supported nonnegative continuous
function on Y° and g is a compactly supported nonnegative continuous extension
of g to X such that (supp 2) NY C Y, then we set

/ gdVx [¥]= lim ge VdVy,,.
Y0 =700 JixeX: 1<y (x)<t+1}

Remark 1.4. By Hironaka’s desingularization theorem (Theorem 2.8), it is not
hard to see that the limit in the above definition does not depend on the extension g
and then d Vx ,[y] is well defined on Y 0 (see Proposition 4.5 in [Demailly 2016]
for a proof).

Remark 1.5. The definition of d Vx ,[¥] here has a slight difference with the one
in [Guan and Zhou 2015c]. In fact, if we denote the measure in [Guan and Zhou
2015c] by dVx ,[¥], the integral fyo gdVx »[¥] here is equal to

b2 ~
> —'/ gdVx.wl¥],
I<j<n Jr I

where Y, _; is the (n— j)-dimensional component of Yyeg.

We will define a class of functions before the statement of our main theorem.
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Definition 1.6. Let oy € (—00, +00] and «; € [0, +00). When «g # 400, let
NRap.a; be the class of functions defined by

{R € C®(—00, 9] : R > 0, R is decreasing near — oo,
(o74]

_ 1
: t —
t_l)lr_nooe R(t) < +o00, Cpg:= /_oo RO) dt < +o0,

A ¥ dn (a1)? ( ol /“O dt )2
1-1 d R
(b / (R(ao)+/t2 Rm)) 2F ko ~ XN re TS R

for all t € (—o0, ao)}.

When oy = +o00, we replace R € C*°(—o0, ap] with R € C*°(—o00, +00) and
R(+00) :=1lim R(t) € (0, +oc] in the above definition of $Ry, ;-

t——+00

Remark 1.7. The numbers «g, 1 and the function R(¢) are equal to the numbers A,
1/8 and the function 1/(c4(—t)e") which are defined just before the main theorems
in [Guan and Zhou 2015c]. If oy # +00 and R is decreasing on (—00, ag],
then (1-1) holds for all r € (—o0, ag). If ap = 400, then (1-1) implies that
ft+°°(a1/R(+oo)) dty < o0 for all t € (—o0, 400). Therefore, o1/ R(+00) =0,
1e., 1 =0 or R(4+00) = +o0.

Theorem 1.8 (The main theorem). Let R € Ry, ;. Let (X, ) be a weakly pseudo-
convex complex n-dimensional manifold possessing a Kdhler metric w, and \ be a
quasi-plurisubharmonic function on X with neat analytic singularities. Let Y be
the analytic subvariety of X defined by Y = V(Z(y)) and assume that W has log
canonical singularities along Y. Let L (resp. E) be a holomorphic line bundle (resp.
a holomorphic vector bundle) over X equipped with a singular Hermitian metric
h = hy, (resp. a smooth Hermitian metric h = hg), which is written locally as e %"
for some quasi-plurisubharmonic function ¢ with respect to a local holomorphic
frame of L. Assume that

(i) V=10, +/—1080 is semipositive on X \ {y = —o0} in the sense of currents
(resp. in the sense of Nakano),

and that there is a continuous function o < oy on X such that the following two
assumptions hold:

(i) /=10, + /=130y + (1/% (a))v/—130V is semipositive on X \ {{y = —o0}

in the sense of currents (resp. in the sense of Nakano),

(i) ¥ < «a,
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where X (t) is the function
00 a /ao dn ) (a1)?
+ dt; +
/, (R(Olo) n R))"" " R()
oy +/w dt .
R(ao) Ji R(11)
Then for every section f € H'(YY, (Kx ® L)|yo) (resp. f € H'(YY, (Kx ® E)|yo))
onY? = Yieg such that

(1-2)

(1-3) f 12 dVx.ol¥r] < +oc,
Y()

there exists a section F € H'(X, Kx @ L) (resp. F € H*(X, Kx ® E)) such that
F=fonY’and

(1-4) / Pl dv <( il +c)/ 1£12 , dVy ol¥/]
x "R T\ R@) ) Jyo T en TR

Remark 1.9. The case of Theorem 1.8 when X is Stein or projective was proved
in [Guan and Zhou 2015c] (see also Proposition 4.1 in [Zhou and Zhu 2018] for a
simplified version). Hence Theorem 1.8 can be regarded as a generalization of the
main theorems in [Guan and Zhou 2015c] to weakly pseudoconvex Kéhler manifolds.
Then it is easy to see from Remark 1.5 and the main theorems in [Guan and Zhou
2015c] that the constant o/ R(cg) + Cg in (1-4) is optimal. Hence Theorem 1.8
gives an optimal version of a main theorem in [Demailly 2016] (cf. Theorem 2.8
and Remark 2.9 in [Demailly 2016]).

Remark 1.10. In [Zhou and Zhu 2018], Theorem 1.8 was proved for L in the
special case when ¥ = m log |s|% ap = oy = 0 and R is decreasing on (—oo0, 0],
where s is a global holomorphic section of some holomorphic vector bundle of

rank m over X equipped with a smooth Hermitian metric, and s is transverse to
the zero section. Similarly as in [Zhou and Zhu 2018], a global plurisubharmonic
negligible weight can be added to Theorem 1.8 by adding another regularization
process to Step 2 in Section 4.

Remark 1.11. In order to deal with the singular metric 47 on the weakly pseudo-
convex Kihler manifold X, not only the regularization Theorem 2.2 and the error
term method of solving 8 equations (Lemma 2.1) are needed, but also a limit
problem about L? integrals with singular weights needs to be solved. We solve
the limit problem in Proposition 3.2. Then by using Propositions 3.1, 3.2 and the
strong openness property of multiplier ideal sheaves (Theorem 2.7) as the key tools,
we construct a family of smooth extensions of f satisfying some uniform estimates,
and overcome the difficulty in dealing with the singular metric (see also [Zhou and
Zhu 2018] for the special case).
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The rest of this paper are organized as follows. First, we recall some results used
in the proof of Theorem 1.8 in Section 2. Then, we prove two key propositions in
Section 3 which will be used to deal with the singular metric /. Finally, we prove
Theorem 1.8 in Section 4 by using the results in Sections 2 and 3.

2. Some results used in the proof of Theorem 1.8

In this section, we recall some results which will be used in the proof of Theorem 1.8.

Lemma 2.1 [Demailly 2000; 2016]. Let (X, w) be a complete Kihler manifold
equipped with a (not necessarily complete) Kdihler metric w, and let (Q, h) be a
holomorphic vector bundle over X equipped with a smooth Hermitian metric h.
Assume that T and A are smooth and bounded positive functions on X and let

B:=[tv/~10¢) —v—133t —vV/—1A7'97 A d7, A].

Assume that 6 > 0 is a nonnegative number such that B + 81 is semipositive
definite everywhere on N"1Tg ® Q for some g > 1. Then given a form g €
L2(X, N Ty ® Q) such that D" g =0 and

/ (B+61) " g, g)on dVy.o < 00,
X

there exists an approximate solution u € L*>(X, /\""1_1T)}k ® Q) and a correcting
termv € L*(X, AN TE® Q) such that D"u + Vv =g and
2

@ gy o+ f W2 d Vi < / (B+6D) "¢, ghon dV.or
xT+A X X

The following regularization theorem due to Demailly plays an important role
in the present paper.

|ul

Theorem 2.2 [Demailly 1994, Theorem 6.1]. Let (X, w) be a complex manifold
equipped with a Hermitian metric w, and 2 @ X be an open subset. Assume that
T=T+ (\/—_l/n)aétp is a closed (1, 1)-current on X, where T is a smooth real
(1, 1)-form and ¢ is a quasi-plurisubharmonic function. Let y be a continuous real
(1, 1)-form such that T > y. Suppose that the Chern curvature tensor of Tx satisfies

(V_1®Tx + o ®IdTX)(K1 Rk, k1 ®@Kk2) =0 (Y, ky € Tx with {(k1, k) =0)

for some continuous nonnegative (1, 1)-form @w on X. Then there is a family of
closed (1, 1)-currents T¢ , = T+ (\/—_1/71)85(,0;/, defined on a neighborhood of
Q (¢ € (0, +00) and p € (0, p1) for some positive number py) independent of y,
such that

(1) @c,p is quasi-plurisubharmonic on a neighborhood of Q, smooth on Q\ E.(T),
increasing with respect to ¢ and p on 2, and converges to ¢ on Q2 as p — 0,
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() Tep >y —cw — 8w on ,

where E.(T) :={x € X : v(T,x) > ¢} (¢ > 0) is the c-upperlevel set of Lelong

numbers, and {8,} is an increasing family of positive numbers such that ;i_r)l}) 3, =0.

Remark 2.3. Although Theorem 2.2 is stated in [Demailly 1994] in the case X
is compact, almost the same proof as in [Demailly 1994] shows that Theorem 2.2
holds in the noncompact case while uniform estimates are obtained only on the
relatively compact subset 2.

Lemma 2.4 [Demailly 1982, Theorem 1.5]. Let X be a Kdhler manifold, and Z be
an analytic subset of X. Assume that 2 is a relatively compact open subset of X
possessing a complete Kdhler metric. Then Q\ Z carries a complete Kdihler metric.
Lemma 2.5 [Hormander 1990, Theorem 4.4.2]. Let Q2 be a pseudoconvex open set
in C", and ¢ be a plurisubharmonic function on 2. For every w € L%p’q+1)(§2, e %)
with dw = 0 there is a solution s € L%p’q)(Q, loc) of the equation ds = w such that

2
/L“e_wdkff |w|?e™? dA,
o (I+]z]%) Q

where d . is the 2n-dimensional Lebesgue measure on C".

Lemma 2.6 [Demailly 1982, Lemma 6.9]. Let Q2 be an open subset of C" and Z

2
loc

coefficients and g is a (p, q)-form with LllOC coefficients such that du = g on Q\ Z
(in the sense of currents). Then du = g on Q.

be a complex analytic subset of Q2. Assume that u is a (p, q—1)-form with L

Multiplier ideal sheaves have the following new property which was conjectured
by Demailly.

Theorem 2.7 (strong openness property of multiplier ideal sheaves [Guan and
Zhou 2015b]). Let ¢ be a negative plurisubharmonic function on the unit polydisk
A" C C* Assume that F is a holomorphic function on A" satisfying

/I|FF(VdA<—Hm.
Then there exists r € (0, 1) and B € (0, +00) such that

/|ﬂ%“wwﬂ<+w,
AP

where Al :={(z1,...,2,) € C" 1 |zxg| <r, 1 <k <n}.

We’ll also need the following desingularization theorem due to Hironaka.
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Theorem 2.8 (Hironaka’s desingularization theorem [Hironaka 1964; Bierstone
and Milman 1991]). Let X be a complex manifold, and M be an analytic sub-
variety in X. Then there is a local finite sequence of blow-ups ; : X1 — X;
(X1:=X, j=1,2,...) with smooth centers S; such that:

(1) Each component of S; lies either in (M )sing or in M; N E;, where My := M,
M denotes the strict transform of M; by (i;, (M )sing denotes the singu-
lar set of M, and E j denotes the exceptional divisor u;l (S; UE)).

(2) Let M' and E' denote the final strict transform of M and the exceptional divisor
respectively. Then:

(a) The underlying point-set |M'| is smooth.
(b) |M'| and E’ simultaneously have only normal crossings.

Remark 2.9. We say that |M’| and E’ simultaneously have only normal crossings if;,
locally, there is a coordinate system in which E’ is a union of coordinate hyperplanes,
and |M’| is a coordinate subspace.

3. Key propositions used to deal with the singular metric /.

In order to deal with the singular metric /&y, we prove two key propositions in this
section, which are generalizations of the key propositions in [Zhou and Zhu 2018].

Proposition 3.1. Let R be a positive continuous function defined on (—oo, 0] such
that Br := sup,o(e'R(t)) < 400 and ER :=inf<g R(t) > 0. Let @ C C" be a
bounded pseudoconvex domain, ¢ be a plurisubharmonic function on 2, and T
be a quasi-plurisubharmonic function defined on a neighborhood on Q. Assume
that Y has neat analytic singularities and the singularities of Y are log canonical
along the zero variety Y = V(Z(Y)). Set

U={xeQ:T(x) <0}
Furthermore, assume that
V=193T > —y/—133z)?

on K2 for some nonnegative number y, where 7 :== (21, ..., Z,) is the coordinate
vector in C". Then for every B € (0, 1) and every holomorphic n-form f on U
satisfying

20=0
v eTR(T)
there exists a holomorphic n-form F on Q satisfying F = f on Y,
2 - 5
(3-1) M < o2V supg [z <2+ 72l51R> |fl-e ¢d)»’
v eTROND T BiBr/) Ju eTR(T)
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and

(3—2) / M < ez}/ Supg |Z|2 ﬂR + 36ﬂR M
Q ( +eT)1+,31 - /312/3] U €TR(T) .

Proof. This proposition is a modification of a theorem in [Demailly 2012b].

Since 2 is a pseudoconvex domain, there is a sequence of pseudoconvex sub-
domains Q; € Q (k =1, 2,...) such that U,j:“l’ Qi = Q. Then for fixed &, by
convolution we can get a decreasing family of smooth plurisubharmonic functions
{¢ j}}:‘f defined on a neighborhood of € such that lim iotoc =0

Let 6 : R — [0, 1] be a smooth function such that # =1 on (—oo, 41'1)’ 6 =0on
(3,+00) and 6’| <3 on R.

Fix k and j. Set f = 0(e") f. Then the construction of f implies that f is
smooth on 2 and f: fonYNQ.

Setg=0f. Then g=0"(¢¥)eYdYT A f on .

Let X :={Y = —oco}. Lemma 2.4 implies that ; \ X is a complete Kihler
manifold. Let €; \ ¥ be endowed with the Euclidean metric and let Q be the trivial
line bundle on 2 \ ¥ equipped with the metric

ho=e ¢~ T-H 10g(1+6Y)—2V|Z\2'
Then we want to solve a  equation on € \ T by applying Lemma 2.1 to the case

T =1, A=0and § =0 (in fact, the case T = 1 and A = 0 is the nontwisted version
of Lemma 2.1). The key step in applying Lemma 2.1 is to estimate the term

/ (B¢, )y di.
QU\T
where B := [«/—10y, A].
Setv=297Y. Then g =6'(e")e v A f on Q.
Since

v _1®’1|Qk\2
= /=100 ;4+v—130Y+B1v/—133log(14e")+2y v/—183|z|?
- T - - T/=10TAdY
:«/—183¢j+(1+ﬁ—eT)«/—138T+2y\/—188|z|2+:816
e

(1+e™)2
T /_ —
>;31e ~—=1vAv
(I+eT)?

we get
T
B> ’BL
~ (1+eV)?

on £ \ X, where T; denotes the operator v A and T is its Hilbert adjoint operator.

T, T%
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Then we get (B~!g, g),, =0 and

|Qk\U

(B™'8, 8| (yngz = B 0" TAS), 0/ () TA [
_d+ e’)?
= B 7
T\2-R
=M|9( )] e bi—2viel
B - ,3 2/31
Hence it fE)llows from IjeArIlma 2.1 that there exists uy ; € L?(Q \X, Ko®Q, h)
such that duy j = g =09 f on Q; \ ¥ and

f |uk,,~|%,dxs/ B¢, ghn .
Qk\z Qk\z

A Ty 2
|9’(eT)eTf|2e_¢f T—Bilog(l+e’)—2y]z]

|f|2 —¢>] 2V|Z‘

Thus

2,—¢;=2ylz| 36
(3-3) / |“k¥| < / | FPe 2 gy
onx el(l4eT)h Bi12°1 June,

2
_36Br [ |fPet2
T B2k Jy o eTR(Y)
Hence we have uy ; € L*(Q \ 2, Kg). Since g € C®(, A"!Tg), Lemma 2.6
implies that duy, ; = g holds on €.

Let Fy j:= f —uy,j. Then 5Fk,j =0 on . Thus Fj ; is holomorphic on 2.
Hence uy_; is smooth on €2. Then the nonintegrability of e~ T along Y implies that
ug,j =0 on Y N . Therefore, Fy j = f on ¥ N .

It follows from (3-3) that

2 2
/ luk j |2e—®i—2rll 281 |u, j |2e—®i—2v Ll
UNgy

dx.

dr < —
€TR(T) ,BR UnQy €T(1 +€T)ﬂ'

2=0-2yI2P
< 36,3AR |fl7e
BiBr Ju  €TR()

dx.

Since
|Fi i Plyng, < 217 P+ 2l 1P < 20 £17 + 2l 2,
we get
Fp 2= %i—2vIzl 2 4wy i 2)e—%i2v P
(3-4) / | k,]lT dk§2/ (f17+1 1;]|) 2
UNSy e"R(T) UNSy e"R(T)

( 72/3R)/ |fPe=021eF
b o TR
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Since
1
(3-5) (k1 + kK2, K1+ K2) < (K1, k1) + (K2, k2) + (K1, K1) + E<K2’ Kk2)
for any inner product space (H, (e, e)), where «, ko € H, we get
i Plyng, = (71D < DR+ (14 2 a2
Then

| F,j |2 <1fP+ luk ;1
(14T e, — eT(1+eM)p
Since | Fy | |Q \U |uk]| we get
| Fi,j 12 |ug, 12
(I+eD)Hbi]g \y ~ eT(+ehh

Hence it follows from the two inequalities above and (3-3) that
12,—¢; =2zl
—Ju ol BT(1+€T)ﬂ1

L 36Br [ 112" 2yt
( B12P ) / eTR(T)
Since 2V supq Iz < e~ 2l < 1 on 2, the desired holomorphic n-form F
on  and the L? estimates (3-1) and (3-2) can be obtained from (3-4) and (3-6) by

applying Montel’s theorem and extracting weak limits of { Fy ;}i ;, firstas j — 400
and then as k — +o0. U

Proposition 3.2. Let X, ¢, Y and Y? be as in Theorem 1.8. Let U € V € Q be
three local coordinate balls in X, ¢ be a plurisubharmonic function on Q such that
supg ¢ < 400, and v be a nonnegative continuous function on 2 with suppv C U.
Let C, B, c1 and ¢y be positive numbers, and let B) be a small enough positive
number. Assume that f is a holomorphic function on QNY satisfying

(3-7) / |f12e™ dAly] < 400,
QNYo

and that f; € O(L2) (t € (—oo, 0)) are a family of holomorphic functions such that
forallt € (—00,0), f=fonQNY,

|Fk j|26—¢j—2y|z|2
o (1+eT)1+ﬁ1

(3-6)

(3-8) sup | f;]* < Ce™ ",
\%

1
(3-9) = | fil2e= 1P gy < C.

€ Jan(y <t+ca}
Then

t 2 —
3-10)  Tim ”'ft—lm A< / vl fPRe? dAlY].
1= =00 Jun{t—c| <y <t+cs} (e‘l’—i—e) unyo



OPTIMAL L2 EXTENSION FROM SUBVARIETIES IN PSUEDOCONVEX MANIFOLDS 485

Remark 3.3. One of the key points in the proof of Proposition 3.2 is to verify that
the upper limit in (3-10) produces the zero measure on the singular set of Y, i.e.,
we have (3-16). Then the key uniform estimates in Step 2 of the proof are obtained.

In order to prove Proposition 3.2, we prove the following lemma at first.

Lemma 3.4. Let ry, ry and y be positive numbers such that ry <rp < y. Let ¢ be a
bounded negative subharmonic function on A, where A, :={w € C: |w| < y}. As-
sume that {v; };e(—c0,0) are nonnegative continuous functions defined on A, such that

(3-11) lim sup |v,(w) —vg| =0,

=00 {weC:ef (r)2 <|w|?® <e’ ()2}

where o € [1, 400) and vy € [0, +00). Let

e lw|* 2y, (w)e *W)
P ::/ wl Zat( )12 dr(w).
{weC:e! (r)% <|w|? <e! ()2} (lw[** + ")
Then
— mvge ¢
(3-12) lim P <—2
t——00 o
Proof. Put

Ss.={z€A,:0E/®7) < (1+8)p0)}, e (0,+00), te(—00,0).

Denote by A(Ss,;) the 2-dimensional Lebesgue measure of S ;.
Since ¢(w) is a negative upper semicontinuous function on A, and ¢(0) > —o0,
we have that for every ¢ € (0, 1), there exists ¢, € (—oo, 0) such that

@(e'/?¥z) < (1 —£)g(0)

forall z € A, whent € (—00, 1,).
Since @(e'/?*)z) is subharmonic on A, with respect to z for any t € (—00, #;),
it follows from the mean value inequality that, for all ¢ € (—o0, t.),

1
9(0) < s / @ z) d(z)
Z€A,,

1 1
=— p(e" V) dr(z) + — p(e"*z2) di(z)
Y= JzeA,\Ss, Y~ JzeSs,

_a- £)p(0)(y? — A(Ss,0)) L 149050
- Ty? Ty?
G +a>x2(Sa,t>>‘

Ty

=§0(0)(1—8
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Then ¢(0) < 0 implies that

A(Ss.0) <
(SJ)_8+8

2 2
Ty'e _my .
- $
when t € (—o0, t;). Hence
(3-13) . lim A(Ss;) =0 for all § € (0, +00).
——00
Since ¢ is bounded, we have
—p=C

for some positive number Cj.
Equation (3-11) implies that

sup v(w) < Cr
{weC:e ()% <|w|? <e (rp)}

for some positive number C, independent of r when ¢ is small enough.
Then by the change of variables w = e'/?®z, we have

P=| P g
S S, (2 + 1)
/ |Z|2a—2vt(et/(Za)Z)e—go(e’/(z")Z)
= dA(z)
{r1<lzl<r2}NSs. (|Z|2a + 1)2
Izlzo‘_zv; (et/(Za)Z)e—(p(e’/(z")z)
4 / din(2)
{r1 <l <ra]\Ss.c (Iz]?* +1)2
(r2) 272 Cae
S ———— A(Ss)
((71)2"‘ +1)
+( sup vt(e’/(z"‘)z))ef(”‘s)“’(o) / ﬂ dr(z).
ri<|z|<r {ri<|zl<r} (|Z|2a + 1)2
Since
/ =2
—_— Z = _’
ir<lzl<ry) (1212 +1)2 a

we obtain from (3-11), (3-13) that

Tvge—(1+9e®

lim P, <
t——00 o
Since § is an arbitrary positive number, we get (3-12). U

Now we begin to prove Proposition 3.2.
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Proof. Let B, := supy v.

Without loss of generality, we may suppose that ¢ is negative on 2.

We will use Hironaka’s desingularization theorem (Theorem 2.8) to deal with
the measure dA[y]. This idea comes from [Demailly 2016].

At first we use Theorem 2.8 on X to resolve the singularities of ¥ and we
denote the corresponding proper modification by ;. Next, we make a blow-up u»
along |Y’|. Then we use Theorem 2.8 again to resolve the singularities of ¥ and we
denote the corresponding proper holomorphic modification by 3, where X denote
the strict transform of {y = —oo} by ;| o uy. Finally, we make a blow-up p4
along | X’|. Thus we can get a proper holomorphic map w : X — X, which is locally
a finite composition of blow-ups with smooth centers and is equal to ;t1 oz 030 1L4.
Moreover, ¥ and the d1v1sor w=t{y = —oo}) \ Y snnultaneously have only normal
crossings in X where Y denotes the strict transform of My (|Y ) by 13 0 iug.

Step 1: Representing the measure | f|2dA[¥] on YN U explicitly as an integral
on Y (see (3-15)).

For any x € u=1(U) N w 'y = —oo}), there exists a relatively compact
coordinate ball (W; w, ..., w,) contained in u~'(V) centered at X such that
w? = 0 is the zero divisor of the Jacobian Jy., and ¥ o u can be written on W as

Yo pu(w) = clog [w*|* +i(w),

where c is a positi\;e number, w 1= (wy, ..., wy), i € C*(W), w? := ]_['; | wf,”
and w? := [T, w)" for some nonnegative integers a, and b),.

Let D), := {w, = 0}. Then as proved in [Demailly 2016], the multiplier ideal
sheaf Z (1) is given by the direct image formula

n
I(¥) = uO5 (— > lea, - pr+Dp>,
p=1
where |ca,—b, | denotes the minimal nonnegative integer bigger than ca, —b,—1.
Since i has log canonical singularities, by the construction of u and Theorem 2.8,
one of the following cases is true on W:

(A) Yis given on W precisely by D, (if W is small enough) for some py satisfying
Capo _bpo = 1’ and cap _b[) < 1 for p ;é Po;

(B) YNW =g, and ca, —b, < 1.
By definition, the measure | f|?dA[y/] can be defined as

|foulP(§owEe™

(3-14) g lim peab ]2

——00

di(w),
{t<clog|w?|2+i(w)<t+1}

where d . (w) := the Lebesgue measure with respect to the coordinate vector w, fisa
holomorphic extension of f to €2, g and g are defined as in Definition 1.3, and £ is the
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smooth positive function |Ju|2 /lw”|? (as stated in [Demailly 2016], one would still
have to take into account a partition of unity on the various coordinate charts covering
the fibers of u, but we will avoid this technicality for the simplicity of notation).

In Case (A), let us denote w = (w’, wp,) € C"1'xC,a=(, apy), b= (', by,)
and di(w) = di(w')dA(wp,). Then (3-14) becomes

s Tim [foul?  (Gowge "

‘ . di(w).
1= =00 Jir<clog w2 +ii(w)<t+1} | (w/)cu’—b’ |2 |wp() |2

Since the domain of integration can be written as
~ ’ N N o~ I 9.
{et—u(w)|(w/)u |—2c < |wp0|2cap0 < et+1 u(w)|(w/)a | 2(,},

the mapping (3-14) becomes

T | f Olulz —i ’
Cdpy Jwep,, |(w’) |

Setk ={p:ca,—b,=1}.

If p € k\ {po}, then Theorem 2.8 and the construction of p imply that an image
of D, under a finite sequence of blow-ups in the desingularization process must
be contained in a smooth center contained in ¥ or i, Y(1Y’]). Hence the images of
D, and D, N D,, coincide under the composition of these blow-ups.

Since it is implied from (3-7) and (3-15) that f = (0, we obtain that

°/“‘|me1),,0
(3-16) fou,\Dp =0

holds for all p € k \ {po} in Case (A).

Similarly, we can get that (3-16) holds for all p € k in Case (B). Then (3-14) is
the zero measure in Case (B).

Therefore, we represent the measure | f|2dA[y] on YONU explicitly as in (3-15).

Step 2: Obtaining some uniform estimates for f; o .

By Cauchy’s inequality for holomorphic functions, it follows from (3-8) that

(3-17) sup |87 ;> < Cysup | fi|* < C1Ce P!
U, \%

for any t € (—o00, 0) and any multi-index y satisfying |y| < n, where U; € V is
a neighborhood of U, and Cj is a positive number independent of  and y.
Let W, :=WnNu ' (U)N{You<t+cy}.
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In Case (A), by applying the mean value theorem to f; o i successively along
the directions in «, we get from (3-17) and (3-16) that for any w = (w’, wj,) € W;,

(3-18) | fiom(w', wpy) — fropw' 0)* < Co [ 1wpl® sup sup [97 f;|?

DEK lyI=lel w=1(Uy)
< C3e P T lw,P?
PDEK
and
(3-19) [fronw, 0> =|fouw 0P <Cs [] Iw,l
pex\{po}

when ¢ is small enough, where C», C3 and Cy are positive numbers independent of 7.
In Case (B), if k # &, take p; € k and denote w = (w”, w),,). Since fiou(w”, 0)=
fou(w”,0) =0, by a similar method we have that

(3-20) | fronw”, wp)* < Cse P [ T lw,l?

pEK

for any w = (w”, wp,) € W, when ¢ is small enough, where Cs is a positive number
independent of 7. If x = &, (3-8) implies that

(3-21) |fiop(w)? < Ce™ P!
for any w € W;,.
Step 3: The proof of (3-10).

Let j be a positive integer. Then (3-9) implies that

1 1 ,
— |fil?e?di < — | fi)2e” PRI iy,
€ Jip<—nUunty <t+c) € Jip<—nUuniy <t+c}

<Ce P

for any t € (—o00, 0).
Therefore, for every ¢ € (0, 1), there exists a positive integer j. such that

el fi|2e?
(3-22) cvlife -
(p=—jINUN(—c1 <y <i+ey} (¥ +€')
1 Ce Pl e
5_—2,/ U|fr|2€_¢d)»§ﬁi—2<—
(e~ + D% Jig<—jnunty <t+es) (e 4+1)> "2

for any t € (—o00, 0).
Set ¢, = max{¢, —j.}. We want to prove

_ etv 267455
(3-23)  Tim %
1= =20 JUN{t—c| <y <t4cy)} (eV +e)

Ag/ ol f P daly].
unyo



490 XIANGYU ZHOU AND LANGFENG ZHU
Set

— e'(vo )| fy o plPe” | J, |?
Iy = lim

o ~ di.
= =00 Jwnu—1(U)N{t—c; <Pou<t+ca} (eVor +et)

Then by Step 1, it suffices to prove that

(3-24) I <

25 ,—l—¢eop
vo o e
- f (vou)|fonl§ d(w)
Cdpy Jwnu=(U)ND,,

|(w/)ca’—b’|2

in Case (A) and Ip = 0 in Case (B), where & is the smooth positive function
|J,.|?/|w”|? defined in Step 1.
In Case (A), let

t 2 7¢goch 2
®, (w) ::/ e'(vop)lfioule [Jul

(el//o;,L +el)2 d)\'(wpﬂ)

tw

and

m vou(w',0)|fomw,0)2E(w’, 0)e # W O—geonw’0)
Capo |(w/)ca’—b’|2

d(w') =

’

where W, is the 1-dimensional open set
[ e I [ e AL 1070 Gl et Ta) 4 VR (29

for every fixed 7 and w’ (w' € Dy, \ Upzp D). Then

(3-25) Iy= lim &, (w') dr(w).

1= =00 Jwnu=1(U)ND,,

Since —c¢; < Y o —t < ¢ holds on W; ,,y, we obtain from (3-18) and (3-19) that

(o )| fi o pu|*e 1| ], |?
e‘ﬁoﬂ

¢, (w') < Cs/ dr(wp,)

tw'

| fiopl?
§C7/W, de(wpo)

'

2
[ pecvipo) 100!

|wca—b|2 dk(wpo)’

Hpe/clwp|2
SCS/W ,Wd/\(wpo)Jrcg -
tw -

where C7 and Cjy are positive numbers independent of ¢.
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Since it is easy to prove that the right-hand side of the above inequality is
dominated by a function of w’ which is independent of ¢ and which belongs to
LYW nu~'(U)N D,,) when

1 —(cap —bp) +cap —bp]+

B1 < min ,
{p:ap#o} Cap

it follows from (3-25) and Fatou’s lemma that

(3-26) I < / lim &, (w")dr(w).
WNu=L(U)NDy,

I——00
Since (3-18) implies that

lim  sup |fiou(w',wpy)— fou(w, 0)=0

t——00
wPOEWLw/

for every fixed w’ € (W Nu= ' U)N Dy)\U
it follows from Lemma 3.4 that

ppo(Dpy N Dp) when By < 1/cay,

t_l)i_r_noo @, (w') <@’ forallw e (WNu ' (U)NDy,)\ | (Pp,ND,).
P#Po

Hence (3-24) follows from (3-26). Similarly, we can obtain from (3-20) and (3-21)
that /o = 0 in Case (B) when

6 < min 1 —(cap —bp) + [ca, — prJr'
{p:ap#0} cap

Thus we get (3-23).
It is easy to see that (3-10) follows from (3-22) and (3-23). Thus we finish the
proof of Proposition 3.2. O

4. Proof of Theorem 1.8

Without loss of generality, we can suppose that f is not O identically.

Let kg be any fixed smooth metric of L on X. Then /& = hoe~? for some global
function ¢ on X, which is quasi-plurisubharmonic by the assumption in the theorem.

Since X is weakly pseudoconvex, there exists a smooth plurisubharmonic ex-
haustion function P on X. Let X; :={P <k} (k=1,2,..., we choose P such
that X # ).

Our proof consists of several steps. We will discuss for fixed k until the end of
Step 5.

We will give the proof for the line bundle L in the first five steps, and we will
give the proof for the vector bundle E in Step 6.
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Step 1: Construction of a family of special smooth extensions fiof ftoa neigh-
borhood of Xz NY in X.

In order to deal with singular metrics of holomorphic line bundles on weakly
pseudoconvex Ki#hler manifolds, we construct in this step a family of smooth
extensions f; of f satisfying some special estimates by using the results in Section 3.

Lete € (O, %)

For the sake of clarity, we divide this step into four parts.

Part I: Construction of local coordinate patches {€2; }l » Ui }N , and a partition of
unity (&)1

For any point x € ¥, we can find a local coordinate ball €/, in X centered at x
such that there exists a local holomorphic frame of L on €/ and such that ¢ can
be written as a sum of a smooth function and a plurisubharmonic function on 2.
Moreover, we assume that ¢ can be written on 2’ as

(4-1) Y =celog Y lgu i +ux,

1=j=<Jjo

where cy is a positive number, g, ; € Ox(€2}) and u, € C* ().

Let U, € V, € Q, € Q) be three small coordinate balls.

Since Xz NY is compact, there exist points x, x2, ..., Xy € X NY such that
Xiny cUYL, Uy,

For simplicity, we denote Q;I_, Qy,, Uy, Vy, and uy, by @, @;, U;, V; and u;,
respectively. We denote the local expression (4-1) on . by

sz,-—i—ui.

Choose an open set Uy in X such that XiNYcX \Uny1 € U,N:1 U;. Set
U=X\Un+i-

Let {él}N *1be a partition of unity subordinate to the cover {U; }N *1 of X. Then
supp&; € U; for i —1,...,Nanle:1§l =1lonU.

Part II: Construction of local holomorphic extensions fi,, (1<i<N)of fto
Q; N{Y <t +cp}, where ¢, will be defined in this part.

By Remark 1.9, f has local L? extensions to local coordinate balls around every
point in Y. Hence f is indeed a holomorphic section well defined on Y (not only
on Y%). By Step 1 (see (3-15)) in the proof of Proposition 3.2, (1-3) is equivalent to

—u—¢o;,¢
f o 1o dr(w') < +o00.
D

rnea'—b' |2
P (kg
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Hence by Theorem 2.7, there exists a positive number 8 € (0, 1) such that
(4-2) f 1f12 e PP avy o[¥] < +oo  (1<i<N).
Q;NY0 ’

Let &p < o be a fixed number such that R is decreasing on (—oo, &p]. Then set
Ro(1) = R(&g)e P21=%) ¢ e (—o0, @], where B is a positive number which will
be determined later in Step 4. Let

Ry (1) := min{Ro (1 +ao), R(t +ap)}, 1€ (—o00,0].

Then R, is decreasing and thereby satisfies all the requirements for the functions in
QRo.«, €xcept that R; is only continuous.

Let c; = ¢ :=1og((2 —¢)/e), m; :=infq, u; and M; :=supg_ u;.

For each fixed ¢t € (—o00,0), by Remark 1.9, we apply Theorem 1.8 to the
Stein manifold €2; N {Y; < ¢ 4 ¢, — m;}, to the negative plurisubharmonic function
Y; —t —cy+m;, to the holomorphic section f on €2; N Y? with the L? condition (4-2)
and to the function R; (R; is only needed to be continuous by the remark after
Theorem 2.1 in [Guan and Zhou 2015c¢]), and then we obtain L? extensions of f
from ©; N Y° to

QN{Y; <t+cy—m},
where we equip the line bundle L with the singular metric hge =T/ More pre-

cisely, there exists a uniform positive number C; (independent of #) and holomorphic
extensions f;; (1 <i < N) of f from ;N Y% to Qi N{Y; <t +cy —m;} such that

|fi,t|z),hoe_(l+ﬂ)¢

QiN(Ys <t+ey—m;) € TTITETMR (Y —t — ¢2 + my)

<C f |f|g),hoe_(l+ﬂ)¢dVX,w[Ti —t—cy+m;]
QiNYo

(4-3)

dVyx.e

< Cael fQ R e Vil
iNY

where C, is a positive number independent of ¢. Furthermore, we get that f is in
fact holomorphic on ; NY and f;; = fon 2; NY.

Part III: Construction of local holomorphic extensions f,-,, (1 <i<N)of fto%;.

For each fixed ¢, applying Proposition 3.1 to the local extensions fl (1<i<N)
with the weight (1 4+ 8)¢ and to the case Y = Y; —t — ¢y +m;, 2 = Q; and
some small positive number 8; which will be determined later in Step 4, we obtain
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from (4-3) holomorphic sections f~,~,t (1 <i < N) on ; satisfying f~,~,, = f,-’, =f
on ;NY",

|fi,t|¢2¢;,hoe_(l+ﬂ)¢

wn [ — e <t
QN Y <t+cy—m;} e Yi—t—catm; Ri(T—1—cotmy) ©
and
| fitl2 e P9 ,
. ~/§2 (1+ eTi_[—Cz—l—mi)]-;-‘B, dVX,w < Cze

for some positive number C3 independent of ¢.
Since sup, (e’ R (1)) < +00, it follows from (4-4) that

(4-6) / Fial2 e 4V, < Cod!
QiN{y <t+ca}

for any ¢, where Cj is a positive number independent of 7.
Since Y; is bounded above on €2;, it follows from (4-5) that

4-7) f Foal2 e 199 Ay, < Cse P
Q;

for any ¢, where Cs is a positive number independent of 7.
Since |f;|*> is plurisubharmonic on €;, by mean value inequality, we get
from (4-7) that

(4-8) sup | fiel5 p, < Coe™ P!

Vi

for any ¢, where Cg is a positive number independent of 7.
Since (4-6) and (4-8) imply that the assumptions in Proposition 3.2 hold for f;,,
we apply Proposition 3.2 to f;; (1 <i < N) and get

4-9) Tim e'&il fialo e

dVy,
1==00 Ju;n{t—ci <y <t+c2) (e'// + et)Z ®

< f &1 7P e dVyolp].
U;NY°

which will be used in Step 4.

Part I'V: Construction of a family of smooth extensions fiof ftoa neighborhood
of X;NY in X.

Define f; = Y | & fi, forall 7.
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Since

N N N
ﬁ|Uj = Z&f,-,z +Z$i(fi,t - f/[) = fi,t +Z§i(f~i,t - ]Zjl)

i=1 i=1 i=1

forany j=1,..., N, we have

for all 7.

(4-10) ID” frloho|y, =

w,ho

N —_ ~ ~
> 05 A (fir = fiu)
i=1

Let . and W be as in the beginning of the proof of Proposition 3.2 (here W
is centered at a point X € u~!(U; NU;) N {y = —oo}). For similar reasons as in
(3-18), (3-20) and (3-21), we get from (4-8) that

(4-11) \fiso=Fiootlomly,,, < Cre P [TIw,l

DEK

when « # & and ¢ is small enough, and that
(4-12) [firon=Fiiomlonly,, = Cre™
when k = @ and ¢ is small enough, where

Wijri=Wnu ' UinU)N{gron<t+c)

and C7 is a positive number independent of ¢.
Step 2: Singularity attenuation process for the current /—199¢.

Since the singularities of /—13v obstruct the application of Theorem 2.2, we
work on X first and then go back to X. Some ideas in this step come from [Yi 2012].

Let p: X — X be as in the beginning of the proof of Proposition 3.2. Let X k1=
w N (Xis1), Xii=pN(Xp) and g := p~1(Z), where T := {{ = —oc}. Then

yi:=v=109( o) = Y _q;[D;]
J

is a smooth real (1, 1)-form for some positive numbers g, where (D) are the
irreducible components of Xg. It is not hard to prove the following lemma and we
won’t give its proof.

Lemma 4.1. There exists a positive number ny such that

Biy1 =Tt o+ V=199 o) = Y q;[D;]
J

is a Kdhler metric on Xj4.
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Since u : X \ ’E\Z) — X \ Xy is biholomorphic and Zj q/[Dj]‘)?\fo = 0, the
curvature assumptions (i) and (ii) in Theorem 1.8 imply that

«/—185((]50“)‘)?\504—)/2‘;(\% >0 and «/—135(¢ou)])~(\2~()+y3\)~(\2~020

hold on X \ f;), where
1
V2 =N OLno+vi, v3i=~—1u*Op 5, + (1+_~ )Vl
X (o)

Since y» and y3 are continuous on X, and ¢ o u is quasi-plurisubharmonic on X,
we get that

(4-13) V=133(popn)+y, >0
and
(4-14) V=100(pou)+y3=0

hold on X. Since there must exist a continuous nonnegative (1, 1)-form @y on
the Kihler manifold (X; 1, @g11) such that

(V=107 ]+w—k+1®IdTy{ I)(/€1®l€2,161®162)20 (forall k1, k2 € T, , )

holds on X (et 1 by Theorem 2.2, we obtain from (4-13) and (4 14) a family of
functions {¢>§ p}c>0,pe(0,p) ON a neighborhood of the closure of X, such that

@) d)g p] is quasi-plurisubharmonic on a neighborhood of the closure of Xy, smooth
on Xy \ E (qb o lu), increasing with respect to ¢ and p on Xy, and converges
toq&ouonxk as p — 0,

oo =15~ ~ >
(i) Y006, > =2 — ¢ty — 8,@+1 on Xy,
b b
(iii) ¥— aazbg > 8 — g1 — 8@ on X,

where Eg(q) o) ={x € X: v(popu,x)>c} (¢ > 0)is the gc-upperlevel set of
Lelong numbers of ¢ o i, and {§,} is an increasing family of positive numbers such
that lim,_,o 8, = 0.

Since wy 1 is a Kéhler metric on X «+1 by Lemma 4.1 and X « is relatively compact
in X k+1, there exists a posmve number ni > 1 such that n;@y 1 > @y holds on X k-
Take ¢ = §, and denote ¢5ﬂ 0 smply by ¢p Then ¢p is quasi-plurisubharmonic on
a neighborhood of the closure of X k> Smooth on X k \ Es, (¢ o ), increasing with
respect to p on X k» and converges to ¢ o ;1 on X r as p — 0. Furthermore,

V=100¢, + y2 4 2mmi8,a 41 =0 and V=108, + 3 + 2nx8 @41 = 0
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hold on X k. Since L : X x\ ENO — X1 \ o is biholomorphic, we get that
V=100(@p 0 ™) + () ya + 28, () Bry1 = 0

and
V=100(@p 0 ™) + () ya + 28, () Brsr = 0

hold on X \ Zo. Then, replacing y», y3 and wy with their definitions, we obtain
that

(4-15) V/=100(ppou™ )+ =101 s+ (1 +271,8,)v/— 180 > =27 n 71k 8 peo

and

— o~ 1 _
4-16) V—103(, 0™ ") + /=10, 4, + (1 +2mns, + %)«/—18811/
> —Znnkﬁk(Spa)

hold on X; \ Xp.
Since Es,(¢ o w) is an analytic set in X, Remmert’s proper mapping theorem
implies that

T, = u(Es,(pon))

is an analytic set in X. By Lemma 2.4, X; \ (X9 U X,) is a complete Kihler
manifold.

It follows from the properties of 5,) that 5,) o~ !is smooth on X; \ (ZgU X 0)s
increasing with respect to p on Xy \ 2o, uniformly bounded above on X \ ¥ with
respect to p, and converges to ¢ on X \ Xp as p — 0.

In Step 3, we will use apou_l to construct a smooth metric of L on X\ (XoUZX),).

Step 3: Construction of additional weights and twist factors.

Let ¢, x and 75 be the solution to the following system of ODEs defined on
(—00, @p):

(4-17) X0 — X0 = 1,
} oy _ (%1
(4-18) (X (0) + (1)) = ( ot CR)Rm,
/ 2
(4-19) (@) n(o),

XM @) —x"@®)
where we assume that ¢, x and 7 are smooth on (—00, a), and that inf; o, £(t) =0,
inf, o, x (1) =a1,1>0,¢" >0and x' <0 on (—o0, ap). If @y = +00, we replace
the assumption inf; o, x (f) = o1 by x > 0. By a similar calculation as in [Guan
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and Zhou 2015¢] or [Zhou and Zhu 2018], we can solve the system of ODEs and
the solution is

x(@®) =X,
_ o B o % dn
;‘(t)_IOg(—R(aO) +CR> IOg(R(Olo) +/t R(t1)>,

t) = R(t adl " _dn Y (t
n(e) = <>(R(ao)+/t R(t1)>—x(),

where X () is defined by (1-2).

Lete € (O, %) be as in Step 1 and put o, = log(ew + e') — . Then there exists a
negative number ¢, such that oy <o — % on Xy for any t € (—o00, ;).

Let i, ; be the new metric on the line bundle L over X; \ (¥oU X,) defined by

By = hoe %ol —F2mMS)Y—L (@),

Let 7, := x(oy) and A, :=n(0;). Set B, ; = [0, ;, Alon X;\ (XU X,), where

@psi=/—10L,, — /—1907, — \/—1%.
t
Set v; = do;. We want to prove

t
(4-20) Ot |y mguz,) = o V=0 AT = 2mmidiix (018 p0.

It follows from (4-17) and (4-19) that

®P’[|Xk\(EOUZp)
= x (o) (V=101 o + vV —188(¢, 0 ") + (1 + 21 8,)v/—183Y)
+ (x(01)¢(07) — x'(01)) V=180,

/ 2
+ <x (@)¢" (07) — x"(o7) — M)J—lam A do;
77(Ut)

= x(0) (V=101 4y +v/=183(dpo ™) + (1 +27n8)v/— 183 ) ++/— 1330,

= x (@) (V=10 py + v =103(dy 0 ™) + (1 4+ 2mnx8,)v/~100)
v
e

e B _
+e—w«/—1vt AVy+ o +et«/—1881//.
Since x is decreasing and x = X, it follows from (4-15) and (4-16) that
_ o~ _ eV _
X(U,)(«/—1®L’h0—|—«/—138(¢poy,_1)—|—(l+27‘[nk3p)«/—laalﬁ)+ew+et =193y

= % (0) (V=101 hy+v/ =183 (¢pop ™)+ (1427111 8,)V/ — 103 Y +27 ny iy pov)
x(@)e? /=100y
el+e ()

—2mningx (07)8 0+



OPTIMAL L2 EXTENSION FROM SUBVARIETIES IN PSUEDOCONVEX MANIFOLDS 499

X(a)ew Ve 1 A
> V=10 g+ =100 (p o™ H+(14+271,8,)v/— 180y

eV el
V=199
+27tnkﬁk8pw+(—)w> —2nniigx (01)8pw
X\x

> —2mningx (01)8,w

on X\ (¥oU X,). Hence we get (4-20) as desired.

Let B8 be as in Step 1. Let Sy and B3 be two positive numbers which will be
determined later in Step 4. We choose an increasing family of positive numbers
{pt}ie(=00,1,) such that lim;_, _, p; =0 and for any ¢,

(4-21) Drmdi x (t — 1)8,, < P!,
(4-22) 28, < B,
27Ny 8y, 1
_ _E N
@23) G5e) e

Since o, >t — 1 on X; and y is decreasing, we have x(o,) < x(t — 1) on Xj.
Then it follows from (4-20) and (4-21) that
Oy, t‘xk\(xouzp,) em// V=1v AT, —eF

Hence
!
(4-24) By, .+ + P > |::—w\/—1vt A Vg, A:| = —TV,T’S[ >0

on X \ (¥oU X,,) as an operator on (n, 1)-forms, where Ty, denotes the operator
v, Aeand T is its Hilbert adjoint operator.

Step 4: Construction of suitably truncated forms and solving 3 globally with L2
estimates.

In this step and Step 5, we denote B, ; and &, ; simply by B; and &, respectively.

Let ¢ € (0, 2) be as in Step 1. It is easy to construct a smooth function
6 :R — [0,1] such that & =0 on (—o0, 5], 6 =1 on [1 — 5, +00) and |0'] <
(1+¢&)/(1—¢)onR.

Define g, = D" (6(e'/(e¥ + e’))f,), where f; is constructed in Step 1. Then
D"g, =0 and

_ 0/ e’ e‘”*’ 3 0 D//
g =" eV +et) (eV+e)? VA S+ ft 81.r + 8215

where g1, and g ; denote

o A (=)= F and 6
v eV +e! e‘/’—l—e’ﬁ an

€ "
ew‘i_et)D fta

respectively.
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Then
suppgi; C{t —c1 <y <t+c2} and suppga, C{¥ <t+ca},

where ¢ and ¢; are defined as in Step 1.
It follows from (3-5) and (4-24) that

4-25) (Bi+2" D7 g1 80w |y mus,)

- 1 -
< (1) (B2 D g1 1)+~ BiA+26P D 821, 2. ),

oty —1 I+e/ 1
< () (Bre™'D ™ g1 81wt (82 82),

By (4-24), we have

ew

<(Bt +eﬂ0tl)_1g1,l’ gl,t>w,h,|Xk\():Ou>:pt) e

t t ~12
ew +et) eV tet fi w.hy

Then ¢ > 0 implies that

I, ;:/ (B +eP" D g1, 1.0 wm, dVx o
Xi\(ZoUZ),)

~ 7 ° —1
_a —I—s)z/‘ N fill p et
X

< dVx .
(1— 8)2 Oli—c1 <@ <t+¢2) (e1// +et)262nnk8pﬂ//
Since ap, o~ > ¢ on X; \ X, it follows from (4-23) that
. (e / N fily e dVxo
LS T ey

XeN{t—c1 <P <t+ca) (61// +et)2( £ _e )27Tnk5pr

<1+e>3/ N fil2 e V.o
(1_8) XiN{t—c1 <y <t+cr}

(e¥ + e')?
Since
N N N
| Fil ol = - s(Zsi><25,-|ﬁ,t|i,ho>=Zsi|ff,z|i,h0
@710 i=1 i=l1 i=l1

by the Cauchy—Schwarz inequality, we have

U+’ / e'Elfial2 e dVxw
1, r =<
1- 8)2 X N{t—c1 <y <t4ca} (e'ﬁ +et)2
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Then it follows from (4-9) that

— N o 3 elE: o2 e_¢dv
lim I, <) lim ((1“)2/ il fit .o - x,w)
t——00 P t——oo\ (1 —¢) XiNft—c1 <y <t+ca} (ellf +e')

N 3
(1 +8) ' 2 —
= Z /U,-myo Silloge ™ dVx.ol Y]

1 3
< o [ 1B e dvatyl
Then
14¢)*
(4-26) ho= i [ 1R e Vi)

when ¢ is small enough.
Since ¢(0y) > 0 and ¢, o u~! > ¢ on Xy \ Zo, by (4-22), we have

1
127[ ::/ <_82,t» 82,t> dVX,
Xk\(EOUE,a;) e'Bot a),ht @

x _7 -1
1 D" fil2, poe” 7"

< — dVy,
ebot Xy <t+c2} el 2mnido )V ¢
L D" Flone™®
= Ghot By X0
e e

XN <t+ca}

Then it follows from (4-10) and the Cauchy—Schwarz inequality that 15 ; is bounded
by the sum of the terms

- ) a
& | fie — fj,t|w,h0€
ePot e(1+B)Y

¢
dVxeo (1 =i,j=<N),
UinU;N{y <t+ca}

where Cg is some positive number independent of ¢.
By the definition of R; (see Part Il in Step 1), (4-4) implies that fori =1, ..., N,

£o2 —(14+8)¢
e
(4-27) / il dVy o < Co
QN <t+cr} e‘/’RO(W)

for some positive number C9 independent of ¢ when ¢ is small enough. Then by



502 XIANGYU ZHOU AND LANGFENG ZHU

the Holder inequality, we get

| fio = fialo e
e(I+B)V

/ dVyx.e
UinU;N{y <t+ca}

|fi,t - ]thﬁ) h e~ (1+5)¢ T8
= / N dVy..
UinU; 0y <t+c2) eV Ro(Yr)
~ 1 i
| fir = Fiul?, o (Ro(¥)) 7 T8
X 148 dVX,a)
UiNU;N{y <t+c2) e(1+ﬁ3 7)1#

7 7 B
| fir = fial T+
SQO(/ : ,Hjj w’lho dVwa)
UinU;N{y <t+cz} e(1+ﬁ3~7+ﬂz-g)¢

when ¢ is small enough, where C) is a positive number independent of .

We will estimate the last integral above by estimating its pull-back under w. We
cover u~(U;NU )N {Y¥opn <t+cy} by afinite number of coordinate balls such
as W in Step 1 in the proof of Proposition 3.2. It follows from (4-11) and (4-12)
that for each W,

| frrom— fioowld plul? 1

/ Ji ij; M T gy w) < Oy e d(w),

Wi s e(1+ﬁ3-7+ﬂz~g)¢ou Wi i ]_[p:1 [wpl Ps.»
where

IBS,p = ﬂ4cap + (Cap - bp) - |_Cdp - pr-i-’
1
R ]

and Cq; is a positive number independent of 7.

Since

n

(W N{You< t—{—Cz}) C U ({|wp| < e(t+cz—m)/(2c\a|)} N W),
p=1

where m := infy u(w), we obtain

1
dr(w) < / ————di(w)
Wi Hp | | |2f3€p Z {lwp | <etHe2=—m/@elad)qyy 1_[';,:1 |w, |25.r

<Cp Z e((1=Bs.p)/cla)t
p=1

when max;<,<, Bs,, < 1, where Cy» is a positive number independent of z.
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Let B, be a positive number such that

1 —(ca,—b —b
(4-28) B, < min (cap =bp) + leap = byl
{p:a,#0} 3ca,

Take B> = 1B, B3 = B1B/(1 + B). Then B4 =3p; and max <p<p fs,p < 1.
Let By be a positive number such that

. /3( /35 p)
bo< M ST Akl

for every W. Then we have
(4-29) by < Ciz-e™

where Cy3 is a positive number independent of 7.
Therefore, it follows from (4-25), (4-26) and (4-29) that

- 1
f (B, +2¢7 D) g1, g)os, dViw < L+ )1+ 21y < C),
Xe\(BoUZy,) &

where

5
c() :—( o) / R e Vol + 12y o

Then by Lemma 2.1, there exists ug ., € L*(X; \(XoUX,), Kx®L, hy) and
Ve € L2(Xp \ (U X)), AT ®L, hy) such that

(4—30) D//uk,gyt + /2eﬂ0tvk,e,t — gt
on X \ (ZoU X,,) and
|tk e t|¢20 h 67(;”’°M717(1+2”"k5m)‘/f*5(01)

4-31) 2R dVy,
X \(Z0UE,,) T+ A, @

+/ [V 1 g0 ~FETEV L@ gy, < C (o).
X \(ZoUZ),)

Since {5,)[ o 1~} are uniformly bounded above on X; \ X with respect to ¢ as
obtained in Step 2, we have

(4-32) e nen > oy

on Xy \ Xo for any ¢, where C|4 is a positive number independent of 7. Since
t—& <0; <a—3on X; and ¥ is upper semicontinuous on X, we have that
¥, ¢ (o) and T, + A, are all bounded above on X, for each fixed ¢. Then it follows



504 XIANGYU ZHOU AND LANGFENG ZHU

from (4-31) that uy ., € L? and Vk.er € L? Hence it follows from (4-30) and
Lemma 2.6 that

t
(4-33) D stz + 2Py, =D" (0 —— ) 7,
. - eV +et

holds on X;. Furthermore, (4-31) and (4-18) imply that
|1f‘k,a,t|Z;,ho‘e7¢ptolf1
Xy (R((XO],O) + CR)EWR(U,

I
(4-34) )dVX,w-i- f Vketlppoe P TV avy,
Xk

S 827'[}1/(3/7[ M\// C(t),

where My, :=supy, V.
Define

e’ ~
Fk,e,t = Uk et +9<ew——|—e’>ft'

Then (4-33) implies that D" Fy ., = /2P’ vy ., on Xy. Since apt opn~!'>¢on
X \ X, it follows from (3-5) and (4-34) that

3 -
|Fk,s,t|3),hoe ook

4-35 dv.
(33 x ¢/ max(R(y —e), R}~
o2, e Fmon”
<(l+e — 0 A%
4 ~ 12 —d on~!
L+e [ 0(F52) il ne "
+ dVx o
e Jx eVR(Y —e)
< (14 &) mdn My ( g CR) Ct)+C()
R(ao)
when ¢ is small enough, where
~ 1+¢ |f~t|520,h0€_¢
C@t):= Trcr = VX
e Jxiny<iter) €V R(Y —¢)
Now we want to prove
(4-36) Jim C(1)=0.
——00

As in (4-27), we can obtain from (4-4) that fori =1, ..., N,

|fi’t|620’h0€*(1+/3)¢
7 dVx ., <Cis
Qin{y<t+cr} e R(W - 8)
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for some positive number Cy5 independent of ¢ when ¢ is small enough. Then by
the Holder inequality, we have that

it e
— 2N dVyx.,
UiNXpN{yr <t+c) ewR(‘/f —é)

£ 2 -1 4
< (f il dVy w) N
Uy <t+c) €V R —¢) ’
~ 8
| fiel2 T+
% (/ w”—who dvwi)
Uin{y <t+cy} € R(w _8)

) B
< CHlﬁ</ |fi,t|w,h0 dVy )1+ﬂ
- Uin{y<t+cy) €V R(Y —€) “

when ¢ is small enough.
We cover u~ ' (U)) N {y o < t + ¢} by a finite number of coordinate balls
such as W in Step 1 in the proof of Proposition 3.2. Then, in order to prove

lim;_ _ s C (t) =0, it suffices to prove

L ol
== Jy, eVrR(Yropm—eg)

di(w) =0,
where

Wi =Wnu ' (U)N{yop<t+c).
Then by (3-18)—(3-21), it suffices to prove

4-37) 1 / di(w)
- 1m — ———— —
t==00 Sy, RO op—&)wpy*[Ti<pzn. pszpo |wp [PCar=br=2lety=bp s

in Case (A) and

0

4-38)  lim dr(w)

=0
t—>—0 Jy, R(Wou—e) l—[’;zl |wp|2ﬂlcap+2(cap—b,,)—2Lca],—b,,J+

in Case (A) and Case (B).
Applying Fubini’s theorem with respect to (w’, w,,) and then using change of
variables, we can obtain that

5 / dr(w)

1m

t—=o0 Jy., R(Yop— 8)|wp0|2 Hlspgn,p;épo |wp|2(cap—bp)—2Lca,,—pr+
t+cr—m ds

’

< Cy li e
=t ) . Re+M—¢

where M :=supy, u(w), m :=infy u(w) and Cjs is a positive number independent
of 7. Hence we get (4-37).
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Similarly, it is easy to see that (4-28) implies that (4-38).
Therefore, we obtain (4-36).
Let @) :=supy, a. Then
eV max{R(y —¢), R(0y)} < e sup (¢'R(1)).
t<ay

Hence it follows from (4-32) and (4-35) that
(4-39) / | Fretlp g @V, < Ci7
X

for some positive number C;7 independent of t when ¢ is small enough.

Since the positive continuous function R is decreasing near —oo, it is easy to see
that max{R (i — ¢), R(o;)} is equal to R(yy — ¢) near {1y = —oo} and converges
uniformly to R({ — &) on Xj as t — —o0.

Since ¢~>p, o ™! is increasing with respect to t and converges to ¢ on Xj \ ¢ as
t — —o0o, by extracting weak limits of {Fy . ,} as t = —oo, we get from (4-39) and
(4-35) a sequence {tj}jfj and Fy , € L? such that lim; oo tj =—00, Fier; = Fre
weakly in L? as j — 400 and

4-40 |Fk,s|z),h03_¢
(‘ ) X, e'ﬁR(lﬁ—é‘) X,w
(148 o _
= (1—¢)? (R(ao) +CR> /;0 | flpne * dVxwl¥]

Since 0; <a — 5 on Xy, 0 1= supy, « and ¢ is increasing, we get
(4-41) e ) > et @—5)
on Xy. Then (4-34), (4-32) and (4-41) imply that

2 Qe — %)+ (1427188, )My ~—1
/;( |Uk,e,z|w,h0dVX,w Sei(ak )+ (1427w mid,,) vCC().
k

Hence v2eP%ivg o, — 0in L? as j — 400. Since D" Fy ¢ = v/2eP' v, on X,
we get D" Fy . = 0 on Xj. Then Fj . is a holomorphic section of Kx ® L on X.
In Step 5, we will prove that Fi . = f on X; N Y? by solving 9 locally.

Step 5: Solving 3 locally with L? estimates and the end of the proof for the line
bundle L.

For any x € X; NY, let 2, be as in Step 1. Let
Qx € (XxN)

be a coordinate ball with center x. Since the bundle L is trivial on Q, uy . and
Uk.e.+ can be regarded as forms on €2, with values in C and the metric /g of L on €2,
can be regarded as a positive smooth function.
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It is easy to see that C(¢) < Cjs for some positive number Cig independent of ¢
when ¢ is small enough. Then it follows from (4-34), (4-41) and (4-32) that

/A Uk er|?e™V dr < C1oCig
Qy

for some positive number C;9 independent of t when ¢ is small enough.
Since Z_)vk,g,, =0 on 2, by (4-33), applying Lemma 2.5 to the (n, 1)-form

Vv 2eﬂotvk,s,t S L%n,l)(ﬁxa eiw),
we get an (n, 0)-form s; o ; € L%n’o) (ﬁx, e~ V) such that
OSk,e0 = V26PN vp o g

on 2, and

(4-42) /A Isk.e.c)?e”V dr < Cap ﬁ |V 2ot vy o |7V d) < 2C2C1oCigeP
Q Qy

for some positive number C, independent of . Hence
(@-43) [ b < Coeh
Qx

for some positive number C,; independent of ¢.
Now define

t
e -
Gretr=—u — Sk +9(—)
,&,t k,e,t ,e,t e‘p—i—e’ ft
on 2. Then Gy ¢ = Fi et — Sk.e.r and SGk,e,t =0. Hence Gy is holomorphic

in ﬁx. Therefore, uy ¢ ¢ + Sk ¢ 1S smooth in ﬁx. Furthermore, we get from (4-39)
and (4-43) that

(4-44) /A |Gres>dr <2 /A |Fie?dr+2 /A Isk.e)?dr < Cx
Qx Qx QX

for some positive number C», independent of ¢ when ¢ is small enough.
We get from (4-32) and (4-34) that

|Mk,s,t|26_w
— 2 dA < Cx3C(t) < Cx3Cysg
g, R(oy)

for some positive number C»3 independent of ¢ when ¢ is small enough. Since
R(oy) < R(t —¢) on Q, when ¢ is small enough, we have that

fA lug.es|*e™V di < C23C1sR(t —&).
Q)
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Therefore, combining the last inequality and (4-42), we obtain that

_/A g+ Skesl’e™V dr <2C23CigR(t — &) +4C2C19CigeP!

Q

Then the nonintegrability of eV along Qx NY and the smoothness of uy ¢ ; + Sk .1
in Qx show that uy .+ sk =0on ﬁx NY for any ¢. Hence Gy . ; = f on Qx ny°
for any ¢.

Since sy ¢,,; — 0in L(n 0)(Qx) by (4-43) and Fk e.t; — Fr.e weakly in L(n 0)(9 )
as j = +00, Grer; — Fre weakly in L( 0)(9 ) as j — +o00. Hence it follows
from (4- 44) and routine arguments applying Montel’s theorem that a subsequence of
{Gk e ,/} _, converges to F . uniformly on compact subsets of Q Then Fy .= f
on €, N Y0 and thereby on X; N Y°.

Since the positive continuous function R is decreasing near —oo, €' R(t) is
bounded above near —oo and ¢ is locally bounded above, applying Montel’s theorem
and extracting weak limits of {F% .} ¢, first as ¢ — 0, and then as k — 400, we
get from (4-40) a holomorphic section F on X with values in Kx ® L such that
F=fonY%and

lelg”’th <(°‘ )/|| dAVyol¥].
x R = R Han @Vio

Theorem 1.8 is thus proved for the line bundle L.

Step 6: The proof for the vector bundle E.

The proof for E is similar but simpler. We only point out the main modifications
by examining the proof for L.

In Step 1, we don’t need to construct a family of special smooth extensions
fi of f since hg is smooth. Hence the strong openness property and the key
propositions are not needed. Delete Parts II and III in Step 1 and replace the family
of sections fl , with a fixed local holomorphic extension f; Then ﬂ becomes a
fixed smooth extension f Zl 1 &i f, Then it is easy to see that (4-9)—(4-12) hold
for fi, = fi, fi = f and g1 =

Step 2 is not needed since h E is already smooth.

In Step 3, the negative term will not appear on the right-hand side of (4-20) since
8, =0.

In Step 4, it is easy to prove the estimate (4-26) for /; ; by the modified (4-9). It
is also not hard to prove the estimate (4-29) for I, ; by the modified (4-10)—(4-12).
Equation (4-36) can be easily obtained since /g is smooth.

Step 5 for E is almost the same and Theorem 1.8 is thus proved for the vector
bundle E.
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