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TOTALLY GEODESIC HYPERBOLIC 3-MANIFOLDS IN
HYPERBOLIC LINK COMPLEMENTS OF TORI IN S4

MICHELLE CHU AND ALAN W. REID

We prove that certain hyperbolic link complements of 2-tori in S4 do not
contain closed embedded totally geodesic hyperbolic 3-manifolds.

1. Introduction

A classical problem in 4-dimensional topology is (see [14, Problem 3.20]): Under
what conditions does a closed, orientable 3-manifold M smoothly embed in S4? As
an example of an obstruction, it is an old result of Hantzsche [8] that if a closed
orientable 3-manifold M embeds in S4, then Tor(H1(M, Z))∼= A⊕ A for some finite
abelian group A. The focus of this paper is obstructing the embedding of closed
hyperbolic 3-manifolds in S4 via embeddings in hyperbolic link complements of
2-tori in S4.

A simple but elegant argument (see [9, Proposition 4.10]) shows that if X is a
hyperbolic link complement of 2-tori in S4 then χ(X) = χ(S4) = 2, and so there
are only finitely many hyperbolic link complements of 2-tori in S4. This finiteness
statement holds more generally for hyperbolic link complements of 2-tori and Klein
bottles in any fixed 4-manifold. By way of comparison, Thurston’s hyperbolization
theorem shows that many links in S3 have hyperbolic complements, and although
it is known that many hyperbolic link complements in S3 do not contain a closed
embedded totally geodesic surface (e.g., alternating links [17]), examples do exist
(see [15; 17]). The main result of this paper (see Theorem 1.1 below) provides more
examples of hyperbolic link complements of 2-tori in S4 that do not contain a closed
embedded totally geodesic hyperbolic 3-manifold (our previous paper [5] provided
one such example). We note that [5] shows that the hyperbolic link complements
of 2-tori in S4 in Theorem 1.1 do contain infinitely many immersed closed totally
geodesic hyperbolic 3-manifolds. To state Theorem 1.1 we need to recall some
additional notation.
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Ratcliffe and Tschantz [19] provided a census of 1171 so-called integral con-
gruence two hyperbolic 4-manifolds that are all obtained from face-pairings of the
ideal 24-cell in H4. These are all commensurable cusped, arithmetic, hyperbolic
4-manifolds of Euler characteristic 1 (i.e., minimal volume). Ivanšić [10] provided
an example of a cusped, orientable, hyperbolic 4-manifold of Euler characteristic 2
that is the complement of five 2-tori in S4 (with the standard smooth structure [11])
and is constructed as the orientable double cover of the nonorientable manifold 1011
in the census of integral congruence two hyperbolic 4-manifolds mentioned above.
In [5] we proved that this link complement of 2-tori in S4 does not contain any closed
embedded totally geodesic hyperbolic 3-manifolds (it does contain embedded ori-
entable noncompact finite volume totally geodesic hyperbolic 3-manifolds). In [12],
four additional examples of link complements of 2-tori in manifolds homeomorphic
to S4 were found. These arise as the orientable double covers of the nonorientable
manifolds in the census of [19] with numbers 23, 71, 1091 and 1092. The main
result of this note is to extend the result of [5] to these four other examples.

We fix the following notation. For n ∈ {23, 71, 1091, 1092}, we denote by
pn : Wn → Nn the orientation double coverings of the nonorientable integral
congruence two hyperbolic 4-manifolds Nn . By construction, χ(Nn) = 1 and
χ(Wn) = 2, with Wn a link complement of 2-tori in S4.

Theorem 1.1. For n ∈ {23, 71, 1091, 1092} the manifolds Wn do not contain a
closed embedded totally geodesic hyperbolic 3-manifold.

As with the case of the manifold 1011 of [19], the Wn of Theorem 1.1 all contain
embedded noncompact finite volume totally geodesic hyperbolic 3-manifolds.

The strategy of the proof of Theorem 1.1 is similar to that of [5] but additional
complications arise with these four examples (see Section 2B for a fuller discus-
sion). Moreover, a different argument is needed to handle these cases, and this
requires a detailed analysis of possible closed totally geodesic surfaces that can
embed in certain arithmetic hyperbolic 3-manifolds that cover the Picard orbifold
H3/PSL(2, Z[i]).

We finish the introduction by posing a question prompted by our work:

Question 1.2. Does there exist a hyperbolic link complement of 2-tori in a closed
(smooth) simply connected 4-manifold that contains a closed embedded totally
geodesic hyperbolic 3-manifold?

Examples of hyperbolic link complements of 2-tori in closed (smooth) simply
connected 4-manifolds are given in [12; 20]. Indeed, [20, Theorem 1.2] shows
that such link complements exist only in S4, #r (S2

× S2), or #r (CP2#CP2), with
r > 0. Furthermore, using the examples of [10], examples of link complements
of 2-tori in #r (S2

× S2) for r even were exhibited in [20] (these cover the link
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complement of [10]). It is unknown whether there exists a finite volume hyperbolic
link complement of 2-tori in #r (CP2#CP2), for some r > 0.

2. Recap from [5]

The hyperboloid model of H4 is defined using the quadratic form

J = x2
1 + x2

2 + x2
3 + x2

4 − x2
5

with
H4

= {x ∈ R5
: J (x) = −1, x5 > 0}

equipped with the Riemannian metric induced from the Lorentzian inner product
associated to J . The full group of isometries of H4 is then identified with O+(4, 1),
the subgroup of

O(4, 1) = {A ∈ GL(5, R) : At J A = J },

preserving the upper sheet of the hyperboloid J (x) = −1, and where we abuse
notation and use J to denote the symmetric matrix associated to the quadratic form.
The full group of orientation-preserving isometries is given by

SO+(4, 1) = {A ∈ O+(4, 1) : det(A) = 1}.

The groups O+(3, 1) and SO+(3, 1) are defined in a similar manner.

2A. Integral congruence two hyperbolic 4-manifolds. The manifolds pn :Wn → Nn

where n ∈ {23, 71, 1091, 1092} of interest to us all arise as face-pairings of the
regular ideal 24-cell in H4 (with all dihedral angles π/2), and are regular (Z/2Z)4

covers of the orbifold H4/3(2), where 3(2) is the level two congruence subgroup
of the group O+(J, Z) = O+(4, 1) ∩ O(J, Z). These manifolds are referred to as
integral congruence two hyperbolic 4-manifolds in [19, Table 1]. It will be useful to
describe the (Z/2Z)4 action, and this is best described in the ball model as follows.

Locate the 24-cell in the ball model of hyperbolic space with vertices

(±1,0,0,0), (0,±1,0,0), (0,0,±1,0), (0,0,0,±1) and
(
±

1
2 ,±1

2 ,±1
2 ,± 1

2

)
.

The four reflections in the coordinate planes of R4 can be taken as generators of this
(Z/2Z)4 group of isometries. Passing to the hyperboloid model, these reflections
are elements of 3(2) and are listed as the first four matrices in [19, page 110].
Following [19] we denote this (Z/2Z)4 group of isometries by K < 3(2).

As noted in [19] (see also [18]) all of the face-pairings of any of the integral
congruence two hyperbolic 4-manifolds are invariant under the group K . This
implies that each of the coordinate hyperplane cross sections of the 24-cell extends
in each of the integral congruence two hyperbolic 4-manifolds to a totally geodesic
hypersurface which is the fixed point set of one of the reflections described above.
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Following [18] we call these hypersurfaces cross sections. As described in [18],
these cross sections can be identified with integral congruence two hyperbolic
3-manifolds which are also described in [19]. Moreover, it is possible to use [19]
or [18] to identify these in any given example.

Lemma 2.1. (1) N23 has 4 nonorientable cross-sections all isometric to each other.

(2) N71 has one orientable cross-section isometric to the complement of the link 84
2

and three nonorientable cross-sections.

(3) N1091 has one orientable cross-section isometric to the complement of the
link 84

2 and three nonorientable cross-sections, two of which are isometric to
each other.

(4) N1092 has two orientable cross-sections isometric to the complement of the
link 84

2 and two nonorientable cross-sections which are isometric to each other.

Proof. The proof of this lemma is similar to the proof of [5, Lemma 7.1]. We
give a fairly detailed discussion of case (1), and only mention salient points in the
remaining cases.

(1) In [19, Table 3] the manifold N23 is given by the code 1569A4 which represents
the side pairing 1111555566669999AAAA4444 for the 24 sides of the ideal
24-cell Q4. In the notation of [19], the four cross sections have k1k5k9 codes
352, 352, 156, 156, which correspond to the side pairings ri ki for the 12 sides
of the polytope Q3 where ri is the reflection in side i and k1 = k2 = k3 = k4,
k5 = k6 = k7 = k8, k9 = k10 = k11 = k12. Since ri is a reflection, the side pairing
ri ki is orientation preserving if and only if the corresponding ki is orientation
reversing. But this happens only if ki ∈ {1, 2, 4, 7} since then it corresponds
to the diagonal matrices with 1 ↔ diag(−1, 1, 1, 1), 2 ↔ diag(1, −1, 1, 1),
4 ↔ diag(1, 1, −1, 1), 7 ↔ diag(−1, −1, −1, 1). Therefore, all four cross-
sections of N23 are nonorientable.

From [19, Table 1], we see that the code 156 corresponds to the non-
orientable integral congruence two 3-manifold M3

4 of [19]. As in the proof of
[5, Lemma 7.1], it can be checked that code 352 is equivalent to the code 156
via a symmetry of Q3 (the polyhedron in [5, Figure 2]), and hence determine
isometric manifolds.

(2) In [19, Table 3] the manifold N71 is given by the code 13EB34. In the notation
of [19], the four cross sections have k1k5k9 codes 712, 152, 173, 136. It can be
checked that the 3-manifold with code 712 is orientable and isometric to M3

10
of [19], and that the remaining codes determine nonorientable manifolds. Thus,
N71 has one orientable cross-section, and three nonorientable cross-sections.
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(3) In [19, Table 3] the manifold N1091 is given by the code 53FF35. In the
notation of [19], the four cross sections have k1k5k9 codes 712, 173, 173, 537.
As noted in case (2), the code 712 determines an orientable 3-manifold, and
it can be checked that the remaining determine nonorientable ones. Hence,
N1091 has one orientable cross-section, and three nonorientable cross-sections.

(4) In [19, Table 3] the manifold N1092 is given by the code 53FFCA. In the notation
of [19], the four cross sections have k1k5k9 codes 765, 174, 174, 537. Thus,
the manifolds with code 174 is orientable and isometric to M3

10 of [19], and
the remaining two determine nonorientable manifolds. Furthermore, it can
be checked that the codes 765 and 537 are equivalent via a symmetry of Q3

and determine isometric manifolds. Thus, N1092 has two isometric orientable
cross-sections, and two isometric nonorientable cross-sections. □

In what follows, let A (with orientable double cover A+) denote the nonorientable
manifold given by the code 537, and similarly let B, C , D, and E (with orientable
double covers B+, C+, D+, and E+) denote the nonorientable manifolds given by
the codes 152, 173, 136, and 156 respectively.

2B. Volume from tubular neighbourhoods. As in [5], to prove Theorem 1.1, we
will make use of a result of Basmajian [2] which provides disjoint collars about
closed embedded orientable totally geodesic hypersurfaces in hyperbolic manifolds.
We state this only for hyperbolic 4-manifolds.

Following [2], let r(x) = log coth(x/2), and let V (r) denote the volume of a ball
of radius r in H3. It is noted in [2] that, V (r) = ω3

∫ r
0 sinh2(r) dr , where ω3 is the

area of the unit sphere in R3 (i.e., ω3 = 4π ).
In [2, pages 213–214], the volume of a tubular neighbourhood of a closed

embedded orientable totally geodesic hyperbolic 3-manifold of 3-dimensional hy-
perbolic volume A in a hyperbolic 4-manifold is given in terms of the 4-dimensional
tubular neighbourhood function c4(A) =

( 1
2

)
(V ◦ r)−1(A). Moreover, as noted

in [2, Remark 2.1], when the totally geodesic submanifold separates, an im-
proved estimate can be obtained using the tubular neighbourhood function d4(A) =( 1

2

)
(V ◦ r)−1(A/2) and we record this as follows.

Lemma 2.2. Let X be an orientable finite volume hyperbolic 4-manifold containing
a closed embedded separating orientable totally geodesic hyperbolic 3-manifold
of 3-dimensional hyperbolic volume A. Then X contains a tubular neighbourhood
of M of volume

V ′(A) = 2A
∫ d4(A)

0
cosh3(t) dt.

Moreover, [2] also proves that disjoint embedded closed orientable totally geo-
desic hyperbolic 3-manifolds in an orientable finite volume hyperbolic 4-manifold
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have disjoint collars, thereby contributing additional volume. For our purposes we
summarize what we need in the following.

Corollary 2.3. Let X be an orientable finite volume hyperbolic 4-manifold of Euler
characteristic χ containing K disjoint copies of a closed embedded orientable
totally geodesic hyperbolic 3-manifold of 3-dimensional hyperbolic volume A.
Assume that all of these disjoint copies separate X. Then

Vol(X) =
( 4

3π2)χ ≥ KV ′(A).

Given this set up we recall the basic strategy of [5]. To that end, let N (resp. W )
denote one of the manifolds N23, N71, N1091, or N1092 (resp. W23, W71, W1091,
or W1092) and M ↪→ W a closed embedded totally geodesic hyperbolic 3-manifold.
Since W ⊂ S4, M is orientable and the embedding separates S4.

As in [5, Lemma 7.2] since W is the orientable double cover of N , it is a
characteristic cover of N and hence a regular cover of H4/3(2) (using Section 2A).
If it can be shown that M is disjoint from the preimages of all of the cross-sections
in N , then since W is a regular cover of H4/3(2), using the isometries of W induced
from the reflections in the coordinate hyperplanes we get 16 disjoint copies of M ,
all embedded and separating in W (since it is a submanifold of S4).

Now the minimal volume of a closed hyperbolic 3-manifold is that of the Weeks
manifold and is approximately 0.9427. . . [7]. Using this estimate for Vol(M),
and applying Corollary 2.3 we see that Vol(W ) ≥ 16V ′(0.94), which is approx-
imately 28.9. On the other hand, since χ(W ) = 2, Vol(W ) =

8
3π2 which is

approximately 26.3, a contradiction.
As proved in [5, Lemma 3.2], any M (as above) is disjoint from the lift of any

orientable cross-section in N . To prove Theorem 1.1 we need to show that M is
disjoint from the preimage of a nonorientable cross-section in N . This follows from
our next lemma, since if M (as above) was not disjoint this would give rise to a
closed embedded totally geodesic (possibly nonorientable) surface in the preimage
of the cross-section.

Lemma 2.4. Let Y be any of the nonorientable cross-sections listed in Lemma 2.1
and Y + the orientable double cover. Then Y + (and hence Y ) does not contain a
closed embedded totally geodesic surface.

The strategy to prove Lemma 2.4 is this: we first identify 0 =π1(Y +) as a congru-
ence subgroup of the Picard group PSL(2, Z[i]), and identify matrices (up to sign)
that correspond to a generating set for 0. We next use the classification of circles
left invariant by nonelementary Fuchsian subgroups of PSL(2, Z[i]) given in [16] to
limit the possibilities for what circles can be associated to a closed embedded totally
geodesic surface in Y +. Finally we use a criterion given by [13, Corollary 3.3] to
prove that any candidate totally geodesic surface cannot be embedded.
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The proof of Lemma 2.4 occupies the remainder of this paper.

3. The Picard group and the fundamental groups of the cross-sections

The Picard group PSL(2, Z[i]) has a presentation from [21]:

PSL(2,Z[i])=
〈
α, l, t,u |α2

=l2
=(αl)2

=(tl)2
=(ul)2

=(αt)3
=(uαl)3

=[t,u]=1
〉
,

where these generators can be represented by the matrices (up to sign) shown below:

α =

(
0 1

−1 0

)
, t =

(
1 1
0 1

)
, u =

(
1 i
0 1

)
, l =

(
i 0
0 −i

)
.

3A. Locating subgroups. It will be helpful to prove the following result which
helps “locate” the fundamental groups of the manifolds Y + as subgroups of
PSL(2, Z[i]).

Proposition 3.1. Let Y be any of the nonorientable cross-sections listed in Lemma 2.1
and Y + the orientable double cover. Then π1(Y +) admits a faithful representation
with image group 0 of index 48 in PSL(2, Z[i]) and [0(1+i), 0(1+i)]◁0◁0(1+i).

Proof. To establish that π1(Y +) admits a faithful representation with image group 0

with 0 ◁ 0(1 + i), recall from [19, Section 3] that these integral congruence two
hyperbolic 3-manifolds are constructed as follows. As in the case of dimension 4
described above these manifolds arise as regular covers (all with covering group
(Z/2Z)3) of a certain congruence quotient of H3, namely the subgroup 3(2) <

O+(3, 1; Z). As shown in [19, page 105]:

[O+(3, 1; Z) : 3(2)] = 12 with O+(3, 1; Z)/3(2) ∼= S3 × Z/2Z.

In addition, [19, Section 3] identifies the group O+(3, 1; Z) with the Coxeter group T,
generated by reflections in the faces of the noncompact tetrahedron with Coxeter
diagram:

• • • •
3 4 4

Using a presentation of this Coxeter group, one can find a presentation for the
subgroup SO+(3, 1; Z) (consisting of orientation preserving isometries) of index 2
in O+(3, 1; Z), and it follows from this that the abelianization of SO+(3, 1; Z) is
Z/2Z × Z/2Z. Indeed, it is known (see, e.g., [4]) that the subgroup SO+(3, 1; Z)

can be identified with PGL(2, Z[i]), which in turn contains PSL(2, Z[i]) of index 2.
Since 3(2) contains elements of determinant −1, the group

3+(2) = 3(2) ∩ SO+(3, 1; Z)

has index 2 in 3(2), and so 3+(2) is isomorphic to a normal subgroup of index 12
in PGL(2, Z[i]) with quotient group S3 × Z/2Z.
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As noted above, the abelianization of SO+(3, 1; Z) ∼= PGL(2, Z[i]) is Z/2Z ×

Z/2Z. We claim that this implies that 3+(2) is contained in the commutator
subgroup of SO+(3, 1; Z). To see this, first recall that the abelianization of S3

is Z/2Z so we get the epimorphism a : S3 × Z/2Z → Z/2Z × Z/2Z. Since the
surjective composition

SO+(3, 1; Z)
p

−→ S3 × Z/2Z
a

−→ Z/2Z × Z/2Z

lands in an abelian group, it factors through the abelianization of SO+(3, 1; Z),
with the second map an isomorphism. It then follows that 3+(2) must be contained
in the commutator subgroup of SO+(3, 1; Z).

Furthermore, via the above identifications, 3+(2) must be isomorphic to a normal
subgroup of index 6 in PSL(2, Z[i]). By [6, Theorem 2] there is a unique normal
subgroup of index 6 in PSL(2, Z[i]) and it is the principal congruence subgroup
0(1 + i) (i.e., those elements in PSL(2, Z[i]) congruent to the identity modulo the
ideal (1 + i)).

From [19, page 105], the group O+(3, 1; Z) is generated by the 4 reflections

a =


0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

, b =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

, c =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1

, d =


0 −1 −1 1

−1 0 −1 1
−1 −1 0 1
−1 −1 −1 2

,

and the subgroup SO+(3, 1; Z) can be identified with the group PGL(2, Z[i]) via
the isomorphism defined by

ab 7→

(
1 −1
1 0

)
, ac 7→

(
0 1
−i 0

)
, ad 7→

(
0 1
1 0

)
.

From [19, page 106] the group 3(2) is generated by the reflections r1 = abcba,
r2 = bcb, r3 = c, r4 = abdcdba, r5 = bdcdb, r6 = dcd , and the subgroup 3+(2)

can thus be identified with the group 0(1+i) via the induced isomorphism defined by

r1r2 7→

(
−1 1 + i

−1 + i 1

)
, r1r3 7→

(
−i −1 + i
0 i

)
, r1r4 7→

(
−i 2i
0 i

)
,

r1r5 7→

(
2 − i −1 + i
1 − i i

)
, r1r6 7→

(
1 1 + i
0 1

)
.

As noted above, π1(Y ) ◁ 3(2) with quotient group (Z/2Z)3, so it follows that
π1(Y +) ◁ 3+(2) ∼= 0(1 + i) with quotient group (Z/2Z)3.

Now 0(1 + i)/[0(1 + i), 0(1 + i)] ∼= (Z/2Z)5 (see the Magma [3] routine
following this proof). Since the map 0(1+ i) → 0(1+ i)/π1(Y +) ∼= (Z/2Z)3 goes
to an abelian group, the commutator subgroup [0(1 + i), 0(1 + i)] is sent to 1 and
it follows that [0(1 + i), 0(1 + i)] ◁π1(Y +).



HYPERBOLIC 3-MANIFOLDS IN HYPERBOLIC LINK COMPLEMENTS OF TORI IN S4 199

O+(3, 1; Z)

SO+(3, 1; Z) PGL(2, Z[i])

3(2) PSL(2, Z[i])

3+(2) ∼= 0(1 + i)

0

[0(1 + i), 0(1 + i)]

2

12
∼=

12

2

2 6

23

22

Figure 1. Lattice of subgroups.

Putting all of this together we obtain the lattice of subgroups shown in Figure 1.
We have the image group 0 = π1(Y +) as claimed. That the index in PSL(2, Z[i])
is 48 is clear from the lattice of subgroups above (or from volume consideration
discussed in [19, page 108]). □

Remark 3.2. The subgroup [0(1 + i), 0(1 + i)] can also be identified as the
principal congruence subgroup 0(2 + 2i) (i.e., those elements in PSL(2, Z[i])
congruent to the identity modulo the ideal (2 + 2i) = (1 + i)3). This follows
from [1, Propositon 3.1] where the group 0(2 + 2i) is identified as a link group,
and arises as the normal closure in PSL(2, Z[i]) of the subgroup ⟨t2u2, t4

⟩. Now
t2u2, t4

∈ 0(1 + i), and since 0(1 + i)ab ∼= (Z/2Z)5, it follows that t2u2 and t4 are
both mapped trivially under the abelianization map 0(1 + i) → 0(1 + i)ab. Hence
⟨t2u2, t4

⟩ ⊂ [0(1 + i), 0(1 + i)].
Now the subgroup [0(1 + i), 0(1 + i)] is a characteristic subgroup of 0(1 + i)

and hence is normal in PSL(2, Z[i]), and so it follows that the normal closure in
PSL(2, Z[i]) of the subgroup ⟨t2u2, t4

⟩ is contained in [0(1 + i), 0(1 + i)]; i.e.,
0(2 + 2i) ⊂ [0(1 + i), 0(1 + i)]. However, both these groups have index 192
in PSL(2, Z[i]).

We now provide the short Magma [3] routine referred to in the proof of Proposition
3.1. Referring below, the group g is the group PSL(2, Z[i]), and the presentation
used is that given above. The group N is 0(1 + i).
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> g⟨a, l, t, u⟩ := Group⟨a, l, t, u | a2, l2, (a ∗ l)2, (t ∗ l)2, (u ∗ l)2, (a ∗ t)3,

(u ∗ a ∗ l)3, (t, u)⟩;

> h := sub⟨g | t ∗ u, t2, u2
⟩;

> N := NormalClosure(g, h);

> printIndex(g, N);

6
> printAbelianQuotientInvariants(N);

[2, 2, 2, 2, 2]

3B. Generators for the fundamental groups of the cross-sections. Using the
description of each nonorientable cross-section from Lemma 2.1, the notation of
Section 2A together with the isomorphism described in the proof of Proposition 3.1,
we find generators for the fundamental groups of A, B, C , D and E as side pairings
of the 24-cell. We then use Magma to find generators for the orientation double
covers A+, B+, C+, D+ and E+ and also to eliminate redundant generators. The
generators are written below both as elements of PSL(2, Z[i]) and as words in the
reflections ri ’s:

π1(A+) =

〈(
−i −1 + i

1 + i −i

)
,

(
3i 1 − i

1 + i −i

)
,

(
1 − 2i −2 − 4i
−2i −3 − 2i

)
,(

−1 − 4i −4 + 4i
−2 − 2i −1 + 4i

)
,

(
−2 − 5i −1 + 9i
−3 − 3i 2 + 7i

)〉
=

〈
r3r6r2r1,r1r3r6r2,r2r1r5r3r4r3,r2r1r5r3r2r5r3r1,r2r1r5r1r6r2r3r5r1r2

〉
,

π1(B+) =

〈(
3 −1 − i

2 − 2i −1

)
,

(
−2 + i 1 + i
1 + i −i

)
,

(
1 + 2i 2 − 2i

4i 5 − 2i

)
,(

1 + 2i −1 − i
4 + 4i −3 − 2i

)
,

(
−2 − i 1 + i
−1 − i i

)〉
=

〈
r1r2r6r2,r3r4r3r2, (r5r3r1)

2,r5r3r2r6r2r1r3r5,r5r1r4r2r1r5
〉
,

π1(C+) =

〈(
1 −1 − i

2 − 2i −3

)
,

(
−1 1 + i
−2 1 + 2i

)
,

(
3 + 2i −2 − 2i
2 + 2i −1 − 2i

)
,

(
1 1 + i
0 1

)
,(

−3 5 − 3i
−2 3 − 2i

)〉
=

〈
r2r6r2r1,r2r5r3r1, (r1r4r2)

2,r1r4r6r1r4r1,r1r4r5r3r1r2r4r1
〉
,

π1(D+) =

〈(
1 −1 − i

2 − 2i −3

)
,

(
−2 + 3i −2i
−1 + i −i

)
,

(
2 + i −2
1 − i i

)
,

(
2 + i −2i
3 + i −3i

)
,(

−3 + 2i 4
−5 + i 5 + 2i

)〉
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=
〈
r2r6r2r1, r2r3r2r3r4r3r2r1r5r2, r2r3r2r4r2r1r5r2, r2r5r1r2r3r2r3r4r3r2,

r2r5r1r2r6r2r5r1
〉
,

π1(E+) =

〈(
1 −1 − i

2 − 2i −3

)
,

(
3 −2
2 −1

)
,

(
1 + 2i 2 − 2i

4i 5 − 2i

)
,

(
−1 + 2i 2
−4 + 2i 3 + 2i

)
,(

3 + 2i −1 − i
4 + 4i −1 − 2i

)〉
=

〈
r2r6r2r1, r4r3r2r1r3r5, (r5r3r1)

2, r5r3r1r4r3r2, r5r3r1r2r6r2r3r5
〉
.

4. Fuchsian subgroups of the Picard group

To understand totally geodesic surfaces in Y +, we recall from [16] that every
nonelementary Fuchsian subgroup of PSL(2, Z[i]) fixes a circle or straight line C
with an equation of the form: a|z|2+Bz+Bz+c =0, with a, c ∈Z and B ∈Z[i], and
vice versa. We caution the reader that the normalization of the equation of the circle
follows [13] (which we will use in the proof) rather than [16], the normalization
of [16] uses Bz + Bz.

Two such circles (or straight-lines) C and C′ are said to be equivalent if there exists
γ ∈PSL(2, Z[i]) such that γ C=C′. Define D =|B|

2
−ac to be the discriminant of C.

This is preserved by the action of PSL(2, Z[i]), and hence equivalent circles have
the same discriminant (see [16]). If 1 < PSL(2, Z[i]) is a torsion-free subgroup
of finite index, then a 1-equivalence class of circles and straight-lines can be
associated to a totally geodesic surface in H3/1 and vice versa. Hence we can also
refer to the discriminant of the associated totally geodesic surface. When a ̸= 0, C is
a circle centered at −B/a, with radius

√
D/|a|. This is the case when the totally

geodesic surface is closed [13, Lemma 3.1]. Note that if the surface associated to a
circle C is closed and embedded in H3/1, then for every element δ ∈ 1 we must
have δC = C or δC ∩ C = ∅.

It is shown in [16] that every circle (or straight-line) as above is PSL(2, Z[i])-
equivalent to one of the following:

• CD : |z|2 − D = 0.

• CD,1 : 2|z|2 + z + z −
1
2(D − 1) = 0 (when D ≡ 1 (mod 4)).

• CD,2 : 2|z|2 + i z − i z −
1
2(D − 1) = 0 (when D ≡ 1 (mod 4)).

• CD,3 : 2|z|2 + (1 + i)z + (1 − i)z −
1
2(D − 2) = 0 (when D ≡ 2 (mod 4)).

The radius of the first circle listed above is
√

D and for the others it is
√

D/2.

Lemma 4.1. Let 1 be a normal subgroup of finite index in PSL(2, Z[i]), and
assume that S ↪→ H3/1 is an embedded totally geodesic surface associated to
the circle C of discriminant D. Then there exists an embedded totally geodesic
surface S′ associated to one of the circles CD or CD, j for one of j = 1, 2, 3.
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Proof. Observe that, since C is associated to an embedded totally geodesic surface in
H3/1, for any α ∈ PSL(2, Z[i]), the circle αC is associated to an embedded totally
geodesic surface in H3/α1α−1. Since 1 is assumed to be normal in PSL(2, Z[i]),
the surface associated to αC is actually embedded in H3/1.

From the classification of circles given above there is an α ∈ PSL(2, Z[i]) such
that αC is one of CD or CD, j for one of j = 1, 2, 3. The result follows. □

Associated to the circle C with equation a|z|2 + Bz + Bz + c = 0 as above, is
the Hermitian matrix A =

( a
B

B
c

)
with an action of PSL(2, Z[i]) given by γ ∗ Aγ ,

where ∗ denotes conjugate-transpose and the given action sends C to γ −1C. Here C
is the set of all points z ∈ C such that A

( z
1

)
·
( z

1

)
= 0. Now [13, Corollary 3.3]

provides a criterion for a totally geodesic surface S associated to a circle C to be
embedded in H3/1 or not; namely if γ ∈ 1 does not leave C invariant and satisfies

|tr(γ ∗ Aγ A−1)| < 2,

then γ −1C∩C ̸=∅ and S is not embedded. Furthermore, if S is closed, and γ does
not leave C invariant, then γ −1C ∩ C is two points.

We will make use of the following lemma.

Lemma 4.2. Let 1 be a subgroup of finite index in PSL(2, Z[i]) which contains the
group [0(1 + i), 0(1 + i)], and let M = H3/1. If S ↪→ M is a closed embedded
totally geodesic surface (not necessarily orientable) associated to a circle C, then
there exists α ∈ PSL(2, Z[i]) such that αC = C6,3.

Proof. Recall from Remark 3.2 that [0(1 + i), 0(1 + i)] = 0(2 + 2i), and so
0(2 + 2i) ⊂ 1 by hypothesis. Therefore S gives rise to a closed embedded totally
geodesic surface associated to the circle C in the cover H3/0(2 + 2i). Assuming
that C has discriminant D, there exists α ∈ PSL(2, Z[i]) such that αC is one of CD

or CD, j for j = 1, 2, 3
Now 0(2 + 2i) ◁ PSL(2, Z[i]), and Lemma 4.1 shows that one of CD or CD, j

for j = 1, 2, 3 also gives rise to a closed embedded totally geodesic surface in
H3/0(2 + 2i).

Now the element
( 1

0
2+2i

1

)
is in 0(2 + 2i), and using this element, a simple

calculation shows that for the surface to be embedded, the radius of the associated
circle must be ≤

√
2. From above, the radii of the circles CD or CD, j for j = 1, 2, 3

is
√

D or
√

D/2. Hence, amongst the circles CD or CD, j , j = 1, 2, 3, the only
possibilities are

C1, C2, C1,1, C1,2, C2,3, C5,1, C5,2, C6,3

and the only one of these that can give rise to a closed surface is C6,3 (see [16,
Lemma 8]).
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The upshot of this discussion is that if S ↪→ M is a closed embedded totally
geodesic surface with associated circle C, then there exists α ∈ PSL(2, Z[i]) such
that C = αC6,3. □

The proof of Lemma 2.4 will be completed in the sections below. To that end we
make some additional comments and introduce some notation. From Proposition 3.1
and Remark 3.2, we need to consider certain groups 1 with 0(2+2i)◁1◁0(1+ i).

A complete system of (left or right) coset representatives for 0(1 + i) in
PSL(2, Z[i]) is provided by the following 6 matrices:

T0 = id, T1 =

(
0 1

−1 0

)
, T2 =

(
1 −1
0 1

)
,

T3 =

(
1 0

−1 1

)
, T4 =

(
1 1

−1 0

)
, T5 =

(
0 −1
1 1

)
.

Using this and the normality of 1 in 0(1 + i) (see the proof of Lemma 4.1), it
follows that if C = αC6,3 corresponds to a closed embedded totally geodesic surface
in H3/1 then one of TiC6,3 also corresponds to such a surface. Briefly, since C
corresponds to a closed embedded totally geodesic surface in H3/1, C6,3 = α−1C
corresponds to a closed embedded totally geodesic surface in H3/α−11α. Writing
α = γ Ti for some γ ∈ 0(1 + i), and using 1 ◁ 0(1 + i) we deduce that C6,3

corresponds to a closed embedded totally geodesic surface in H3/T −1
i 1Ti from

which it follows that TiC6,3 corresponds to a closed embedded totally geodesic
surface in H3/1.

Using the action on the Hermitian forms described above, the action by the
matrices Ti is given by (T −1

i )∗ AT −1
i , which, since the entries of the matrices Ti

are integers, is simply (T −1
i )t AT −1

i . Hence, the circles TiC6,3 for i = 0, 1, . . . , 5
are represented by the matrices

A = A0 =

(
2 1 − i

1 + i −2

)
, A1 =

(
−2 −1 − i

−1 + i 2

)
, A2 =

(
2 3 − i

3 + i 2

)
,

A3 =

(
2 −1 − i

−1 + i −2

)
, A4 =

(
−2 −3 − i

−3 + i −2

)
, A5 =

(
−2 1 − i

1 + i 2

)
.

5. Proving no closed embedded totally geodesic surfaces

From Lemma 2.1 to prove Lemma 2.4 (i.e., that the link complements W23, W71,
W1091 and W1092 do not contain a closed embedded totally geodesic hyperbolic
3-manifold), we are reduced to showing that the hyperbolic 3-manifolds A+, B+,
C+, D+ and E+ do not contain a closed embedded totally geodesic surface (which
could be nonorientable).
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In what follows in each of the subsections below we list elements of the groups
π1(A+), π1(B+), π1(C+), π1(D+) and π1(E+) that provide self-intersections of
the circles TiC6,3. This is done using the matrix generators for each of π1(A+),
π1(B+), π1(C+), π1(D+) and π1(E+) listed in Section 3B and the criteria of [13]
stated Section 4:

|tr(γ ∗ Aiγ A−1
i )| < 2.

These calculations were performed in Mathematica [22] and the notebook is avail-
able from the authors upon request. For convenience, we shall simply denote the
generators for each of the groups π1(A+), π1(B+), π1(C+), π1(D+) and π1(E+)

in Section 3B by g1, g2, . . . , g5 in the order that they are listed. What is listed
below are the Hermitian forms A = A0, A1, . . . , A5 and those elements γ , written
in terms of g1, g2, . . . , g5, for which |tr(γ ∗ Aiγ A−1

i )| < 2.
We will also make use of the element l =

( i
0

0
−i

)
, which being an element

of 0(1 + i) normalizes each of the groups π1(A+), π1(B+), π1(C+), π1(D+)

and π1(E+) by Proposition 3.1. Additional explanation of elements that are not
visibly in the groups π1(A+), π1(B+), π1(C+), π1(D+) and π1(E+) is provided
when needed.

Finally, we remark that we also need to ensure that the elements do not leave
the circles in question invariant. This is clear if the elements are parabolic (since
the surface is closed) and when the trace is a nonreal complex number that is not
purely imaginary. In the cases where the element has trace that is pure imaginary
we check to see whether the circle is left invariant.

The manifold A+:

circle/form element |trace value|

A g3 2/3
A1 g1 2/3
A2 g1g4 2/3
A3 g1 2/3
A4 lβl−1 2/3
A5 g3 2/3

Note that the element g1 has trace −2i . However, a calculation shows that g1 does
not leave invariant any of the circles TiC6,3 for i = 0, 1, . . . , 5. That β ∈ π1(A+),
can be checked by noting that

g−1
2 g1g3β =

(
5+8i 10−2i
18+6i 13−16i

)
=

(
1+4(1+2i) (2+2i)(2−3i)

(2+2i)(6−3i) 1+4(3−4i)

)
∈0(2+2i).

By Remark 3.2 and Proposition 3.1, 0(2 + 2i) = [0(1 + i), 0(1 + i)] < π1(A+).
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None of the elements g3, g1g4 and β (and hence also lβl−1
∈ π1(A+)) have

purely imaginary trace.

The manifold B+:

circle/form element |trace value|

A g1 2/3
A1 g1 2/3
A2 g2 2/3
A3 g2 2/3
A4 lg1l−1 2/3
A5 g1 2/3

From Section 3B, g1 and g2 are both parabolic, and as above lg1l−1
∈ π1(B+).

The manifold C+: In this case the parabolic element g4 works for all the forms
A, A1, . . . , A5 with trace value 2/3.

The manifold D+:

circle/form element |trace value|

A g1 2/3
A1 g1 2/3
A2 lg1l−1 2/3
A3 lg1l−1 2/3
A4 lg1l−1 2/3
A5 lg1l−1 2/3

From Section 3B, g1 is parabolic, and as noted above lg1l−1
∈ π1(D+).

The manifold E+: Since the parabolic element g1 ∈ π1(E+) is exactly the same
as for π1(D+), the same table holds for E+ as that shown for D+.

Remark 5.1. From Remark 3.2 and Proposition 3.1 we know that H3/0(2 + 2i)
covers each of the manifolds A+, B+, C+, D+, and E+, which we have shown
do not contain a closed embedded totally geodesic surface. On the other hand, as
pointed out in [13] the link complement H3/0(2+2i) does contain a closed totally
geodesic surface of genus 3 associated to C6,3.
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INFINITE HOMOTOPY STABLE CLASS
FOR 4-MANIFOLDS WITH BOUNDARY

ANTHONY CONWAY, DIARMUID CROWLEY AND MARK POWELL

We show that for every odd prime q, there exists an infinite family {Mi }
∞

i=1 of
topological 4-manifolds that are all stably homeomorphic to one another, all
the manifolds Mi have isometric rank one equivariant intersection pairings
and boundary L(2q, 1)#(S1 × S2), but they are pairwise not homotopy equiv-
alent via any homotopy equivalence that restricts to a homotopy equivalence
of the boundary.

1. Introduction

In what follows a manifold is understood to mean a compact, connected, oriented,
topological manifold. Let Wg := #g(S2

× S2) be the g-fold connected sum of
S2

× S2 with itself. Two 4-manifolds M and N with the same Euler characteristic
are stably homeomorphic, denoted M ∼=st N , if there exists a nonnegative integer g
and a homeomorphism

M#Wg ∼= N#Wg.

Surgery theory suggests two ways to classify 4-manifolds. The classical Browder–
Novikov–Sullivan–Wall [Wall 1999] approach is to classify up to homotopy equiv-
alence and then employ the surgery exact sequence. Kreck’s modified surgery
approach [1999] seeks to classify up to stable homeomorphism, and then attempt
to destabilise. A natural question then arising is to compare the homotopy and
stable classifications. To do this precisely for 4-manifolds with boundary we fix a
4-manifold M and define the homotopy stable class:

Sst
h (M) := {N | N ∼=st M}/homotopy equivalence of pairs.

Here, we understand a homotopy equivalence of pairs N1 ≃ N2 to be one that
restricts to a homotopy equivalence between the boundaries. When the manifolds
are closed, this recovers the usual notion of homotopy equivalence.

Using the equivariant intersection form λN of N as an invariant, Sst
h (M) can

be arbitrarily large: for example, one can use Freedman’s work [1982] to realise
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distinct positive definite symmetric bilinear forms with the same signature and
rank by simply connected closed 4-manifolds with identical Kirby–Siebenmann
invariant. For this reason, we study the homotopy stable class one intersection form
at a time and set

Sst
h,λ(M) := {N | N ∼=st M, λN ∼= λM}/homotopy equivalence of pairs.

If M is closed and has π1(M) = 1, Z, or Z/n, or π1(M) is a solvable Baumslag–
Solitar group, then |Sst

h,λ(M)| = 1: stably homeomorphic manifolds with isometric
equivariant intersection forms are homeomorphic for π1 = 1 by [Freedman 1982],
for π1 ∼= Z by [Freedman and Quinn 1990], for π1 ∼= Z/n by [Hambleton and Kreck
1993, Theorem C], and for solvable Baumslag–Solitar group by [Hambleton, Kreck
and Teichner 2009, Theorem A]. On the other hand, Kreck and Schafer [1984] found
pairs of smooth closed 4-manifolds with finite π1 and isometric equivariant inter-
section forms that are stably diffeomorphic but not homotopy equivalent. When the
boundary is nonempty and π1 = 1, one can use work of Boyer [1993] to produce sim-
ply connected 4-manifolds M with boundary and arbitrarily large (but necessarily fi-
nite) Sst

h,λ(M). Until now however, there have been no examples of 4-manifolds with
infinite Sst

h,λ(M). For every odd prime q , our main result describes a 4-manifold M
with fundamental group Z and infinite Sst

h,λ2q
(M), where the fixed Hermitian form is

λ2q : Z[t±1
] × Z[t±1

] → Z[t±1
]; (x, y) 7→ 2qx y.

Theorem 1.1. For every odd prime q , there exists an infinite family {Mi }
∞

i=1 of
4-manifolds with fundamental group Z that are all stably homeomorphic, and
all the manifolds Mi have equivariant intersection pairing isometric to λ2q and
boundary L(2q, 1)#(S1

× S2), but they are pairwise not homotopy equivalent via
any homotopy equivalence that restricts to a homotopy equivalence on the boundary.
In other words,

|Sst
h,λ2q

(M1)| = ∞.

For a fixed odd prime q, the manifolds in Theorem 1.1 all have fundamental
group Z, boundary

Yq := L(2q, 1)#(S1
× S2),

equivariant intersection form isometric to λ2q , and integral intersection form iso-
metric to

λZ
2q : Z × Z → Z; (x, y) 7→ 2qxy,

but are distinguished by an invariant, first introduced in [Conway, Piccirillo and
Powell 2022] and inspired by [Boyer 1993], related to the Blanchfield form of Yq .
While the manifold M1 is smooth, we cannot tell whether any of the other Mi admit
smooth structures. Their construction uses surgery methods, in particular a recent
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realisation result from [Conway, Piccirillo and Powell 2022], which a priori only
works in the topological category.

Before giving more details and describing the main steps in the proof of Theorem
1.1, we briefly compare the study of the homotopy stable class in dimension 4 with
the situation in higher dimensions.

Remark 1.2. Kreck and Schafer [1984] found pairs of closed smooth 4k-manifolds,
for k ≥ 1, that are stably diffeomorphic and have hyperbolic equivariant intersection
forms, but are pairwise not homotopy equivalent. In [Conway, Crowley, Powell
and Sixt 2023], we gave the first examples of simply connected, closed, smooth
4k-manifolds, for k ≥ 2, with hyperbolic intersection form and arbitrarily large
homotopy stable class Sst

h,λ. In [Conway, Crowley, Powell and Sixt 2021] for
k ≥ 2, we produced smooth closed 4k-manifolds with fundamental group Z, again
with hyperbolic intersection form, and such that the homotopy stable class Sst

h,λ is
infinite. In those papers we were unable to obtain examples in dimension 4. In
[Conway, Crowley, Powell and Sixt 2023], in lieu of this we defined a spinc version
of the stable class in dimension 4, and we showed that this spinc stable class can be
arbitrarily large. This article shows that a variation on those methods, with analogous
underlying algebra, does produce examples of 4-manifolds with nonempty boundary
and fundamental group Z that have infinite homotopy stable class.

Next we describe the main steps in the proof of Theorem 1.1. Fix an odd prime q .
The first observation is that if N1, N2 are 4-manifolds with integral intersection
forms isometric to λZ

2q , then there can be no orientation-reversing homotopy equiv-
alence between N1 and N2. For this reason, and for the purpose of proving our
main theorem, we restrict to orientation-preserving homotopy equivalences (o.p.
homotopy eq. for short) and therefore consider

Sst
h+,λ(M) := {N | N ∼=st M, λN ∼= λM}/o.p. homotopy eq. of pairs.

We now restrict to 4-manifolds M with fundamental group Z such that the inclusion
∂M ⊆ M induces a surjection ϕ :π1(∂M)↠π1(M)

∼=−→ Z (we say that M has ribbon
boundary) and for which H1(∂M; Z[t±1

]) is a Z[t±1
]-torsion module. Here and

throughout the paper we assume that the fundamental groups of our 4-manifolds are
equipped with a preferred isomorphism to Z; to indicate this we write π1(M) = Z.

Given two such manifolds N1 and N2, we write ∂N1 ∼=B ∂N2 if there exists
an orientation-preserving homeomorphism f : ∂N1

∼=−→ ∂N2 that intertwines the
inclusion induced epimorphisms ϕi : π1(∂Ni ) ↠ π1(Ni ) and, in the case that N1

and N2 are spin, such that the union N1 ∪ f −N2 is spin. The terminology ∼=B is
motivated by modified surgery theory [Kreck 1999], in which B is the standard
notation for the normal 1-type.
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Next, if N1 and N2 have fundamental group Z, ∂N1 ∼=B ∂N2, the same Kirby–
Siebenmann invariant, and λN1

∼= λN2 , then they are stably homeomorphic. Indeed,
N1 and N2 must have isometric integral intersection forms (in particular with the
same type and the same signature) and the same Kirby–Siebenmann invariant, so
[Kreck 1999, Theorem 2] ensures they are stably homeomorphic; see Lemma 4.1
for details.

Put differently, if M is a 4-manifold with infinite cyclic fundamental group, then

Sst
h+,λ(M) =

{N | ∂N ∼=B ∂M, π1(N ) = Z, λN ∼= λM , ks(N ) = ks(M)}

o.p. homotopy eq. of pairs
.

This next step is to recast Sst
h+,λ

(M) in terms of the group Aut(Bl∂M) of isome-
tries of the Blanchfield form Bl∂M (whose definition we recall in Section 3).
Firstly, as we recall in Section 5, the group hAut+ϕ (∂M) of orientation-preserving
homotopy equivalences h : ∂M ≃ ∂M that intertwine the inclusion induced map
ϕ : π1(∂M) → π1(M) = Z acts on Aut(Bl∂M). Secondly, as we also recall in
Section 5, the group Aut(λM) of isometries of λM also acts on Aut(Bl∂M), and the
two actions commute with one another. Quotienting out by these two actions leads
to an orbit set Aut(Bl∂M)/(Aut(λM)×hAut+ϕ (∂M)). Note that it need not be group.

In order to account for our 4-manifolds being spin, we will in fact need to work
with a smaller set of isometries. Namely, if M is spin, then Bl∂M admits a quadratic
enhancement

µBl∂M : H1(∂M; Z[t±1
]) →

{b ∈ Q(t) | b = b}

{a + a | a ∈ Z[t±1]}

and we write Aut(Bl∂M , µBl∂M ) ⊆ Aut(Bl∂M) for those isometries of Bl∂M that also
preserve µBl∂M . Writing hAut+,q

ϕ (∂M) for those homotopy equivalences whose
induced map on the Alexander module preserves µBl∂M leads to the orbit set

Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q
ϕ (∂M)).

One of the main steps in the proof of Theorem 1.1 is the following partial description
of Sst

h+,λ
(M) for a large class of 4-manifolds M with infinite cyclic fundamental

group and ribbon boundary. As we will explain in Proposition 5.2, this result
follows fairly promptly from the machinery developed in [Conway, Piccirillo and
Powell 2022]. In the following proposition, and throughout the paper, spin refers to
a manifold that admits a spin structure compatible with the orientation.

Proposition 1.3. If M is a spin 4-manifold with ribbon boundary, π1(M) = Z, and
nondegenerate equivariant intersection form λM , then there is a surjection

b : Sst
h+,λ(M) ↠ Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q

ϕ (∂M)).

The surjection is described explicitly in Construction 5.1.
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Fix an odd prime q and let X2q(U ) denote the 2q-trace on the unknot U , i.e.
the smooth 4-manifold obtained from D4 by attaching a 2q-framed 2-handle along
the unknot. The final part of the proof of Theorem 1.1, which is carried out in
Proposition 6.8, consists of proving that for M = X2q(U )♮(S1

× D3), the set

Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q
ϕ (∂M))

is countably infinite. Modulo this statement, we can now conclude the proof of
Theorem 1.1, which states that Sst

h,λ2q
(M) is infinite.

Proof of Theorem 1.1. Fix an odd prime q and consider M := X2q(U )♮(S1
× D3).

This 4-manifold is spin, has ribbon boundary, admits an identification π1(M) = Z,
and has nondegenerate equivariant intersection λM ∼= (2q). Since for any two
4-manifolds N1 and N2 with integral intersection forms isometric to λZ

2q , there is no
orientation reversing homotopy equivalence between them, Sst

h,λ2q
(M)= Sst

h+,λ2q
(M).

We therefore prove that Sst
h+,λ2q

(M) is infinite. To prove this we apply Proposition 1.3,
which implies that Sst

h+,λ2q
(M) surjects onto the orbit set

Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q
ϕ (∂M))

and this latter set is countably infinite by Proposition 6.8. □

Remark 1.4. The existence of M with infinite

Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q
ϕ (∂M))

is what makes it possible for us to obtain an example where the homotopy stable
class Sst

h,λ is infinite. While an analogue of Proposition 1.3 can be proved in the
simply connected case using results of [Boyer 1993], the corresponding algebra
always remains finite for trivial fundamental group.

All of the infinite sets we discuss are necessarily countable. Primarily, this has
to be the case because there are only countably many compact manifolds [Cheeger
and Kister 1970]. On the algebraic side it is also evident that the orbit set onto
which the homotopy stable class surjects in Proposition 1.3 is countable, essentially
because all the homology groups involved are finitely generated over Z[t±1

].

Next we discuss a variation on Proposition 1.3 that may be of independent
interest. The surjection in Proposition 1.3 can be improved to a bijection if we
require the homotopy equivalences N1 ≃ N2 to restrict to homeomorphisms on the
boundary; i.e. if we consider

S
st,∂
h+,λ

(M) :=
{N | N ∼=st M, λN ∼= λM}

o.p. homotopy eq. that restricts to a homeo. on the boundary
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and change the target accordingly, i.e. consider

Aut(Bl∂M , µBl∂M )/(Aut(λM) × Homeo+,q
ϕ (∂M))

instead of
Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q

ϕ (∂M)).

In fact, the same result is obtained with

Sst
+,λ(M) :=

{N | N ∼=st M, λN ∼= λM}

o.p. homeomorphism
.

Proposition 1.5. If M is a spin 4-manifold with π1(M) = Z, ribbon boundary and
nondegenerate equivariant intersection form λM , then there are bijections

S
st,∂
h+,λ

(M) ≈
−→ Aut(Bl∂M , µBl∂M )/(Aut(λM) × Homeo+,q

ϕ (∂M)),

Sst
+,λ(M) ≈

−→ Aut(Bl∂M , µBl∂M )/(Aut(λM) × Homeo+,q
ϕ (∂M)).

The bijections are induced by the map b that will be introduced in Construction 5.1.
For M := X2q(U )♮(S1

× D3), with q an odd prime, the sets above are countably
infinite.

Proof. The surjectivity follows from the same argument that we will use in
Proposition 5.2. We prove injectivity. If b(N1) = b(N2), then [Conway, Piccirillo
and Powell 2022, Theorem 1.1] shows that the manifolds N1 and N2 are orientation-
preserving homeomorphic. Since the quotient with Homeo+,q

ϕ (∂M) replaced by
hAut+,q

ϕ (∂M) is infinite, and since Homeo+,q
ϕ (∂M) ⊆ hAut+,q

ϕ (∂M), it follows that
the sets in the statement are infinite. □

We now characterise M := X2q(U )♮(S1
× D3) within Sst

+,λ(M) in terms of the
knottedness of the sphere S2

l := {pt} × S2
⊆ ((S1

× S2) \ Int(D3)) ⊆ ∂M and the
connect sum sphere S2

c ⊆ M :

Theorem 1.6. For M = X2q(U )♮(S1
× D3) and N ∈ Sst

+,λ(M), the following are
equivalent:

(1) N is homeomorphic to M.

(2) S2
l ⊆ ∂N bounds a locally flat D3

⊆ N.

(3) S2
c bounds a locally flat D3

⊆ N.

Proof. The implications (1) ⇒ (2) and (1) ⇒ (3) are immediate.
We prove the implication (2) ⇒ (1). Cut N along the D3 with boundary S2

l
to obtain a simply connected 4-manifold with boundary L(2q, 1) and H2 = Z.
Theorem 0.1 of [Boyer 1986] implies that such a manifold is homeomorphic
to X2q(U ). Glue back the D3

× [0, 1] that we removed to recover N as M .
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Finally, we prove the implication (3)⇒ (1). Cut N open along the separating D3,
resulting in a disjoint union of two 4-manifolds. The first is simply connected with
H2 = Z and boundary L(2q, 1) and is therefore homeomorphic to X2q(U ) [Boyer
1986, Theorem 0.1]. The second has π1 = Z, no H2 and boundary S1

× S2; it is
thus homeomorphic to S1

× D3 [Freedman and Quinn 1990, §11.6]. Glue back the
D3

× [0, 1] that we removed to recover N as M . □

Organisation. In Sections 2 and 3, we review some facts about linking forms and
in particular the Blanchfield form. In Section 4 we give a criterion that implies
stable homeomorphism of 4-manifolds with fundamental group Z and nonempty
boundary. In Section 5, we prove Proposition 1.3. In Section 6 we show that for
M = X2q(U )♮(S1

× D3), with q an odd prime, the set

Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q
ϕ (∂M))

is infinite.

Conventions. We work in the topological category unless otherwise stated. All
manifolds are assumed to be compact, connected, based, and oriented. If a manifold
has a nonempty boundary, then the basepoint is assumed to be in the boundary.
For a 4-manifold M with fundamental group Z, we fix an identification an write
π1(M) = Z. We say that M is spin if M admits a spin structure compatible with
the orientation. We write p 7→ p for the involution on Z[t±1

] induced by t 7→ t−1.
Given a Z[t±1

]-module H , we write H for the Z[t±1
]-module whose underlying

abelian group is H but with module structure given by p · h = ph for h ∈ H and
p ∈ Z[t±1

]. We write H∗
:= HomZ[t±1](H, Z[t±1]).

2. Linking forms and unions

Since a large part of this paper is concerned with the Blanchfield form and isometries
thereof, we start by recalling terminology related to the underlying algebra. In
Section 2.1 we recall symmetric and quadratic linking forms. In Section 2.2 we
recall how a Hermitian form has a boundary which is a symmetric linking form, and
the boundary of an even form has the additional structure of a quadratic refinement.
In Section 2.3 we recall how isometries of these linking forms can be used to glue
two linking forms together, and we show that the union of two even forms along an
isometry of their boundary quadratic linking forms is again an even form.

2.1. Symmetric and quadratic linking forms. Everything in this subsection is
the special case for Z[t±1

] of a general theory for arbitrary rings with involution
developed by Ranicki [1981, §3.4].

Definition 2.1. A symmetric linking form over Z[t±1
] is a pair (T, ℓ), where T is a

torsion Z[t±1
]-module, and ℓ : T × T → Q(t)/Z[t±1

] is a Hermitian, sesquilinear,
nonsingular pairing.
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We write S := Z[t±1
] \ {0}, and set

Q1(Q(t)/Z[t±1
]) :=

{b ∈ Q(t) | b − b ∈ Z[t±1
]}

Z[t±1]
,

Q1(Z[t±1
], S) :=

{b ∈ Q(t) | b = b}

{a + a | a ∈ Z[t±1]}
,

Q1(Z[t±1
], S) :=

{b ∈ Q(t) | b − b = a − a for some a ∈ Z[t±1
]}

Z[t±1]

⊆ Q1(Q(t)/Z[t±1
]).

For a symmetric linking form (T, ℓ), we have that ℓ(x, x) ∈ Q1(Q(t)/Z[t±1
])

for all x ∈ T . The symmetric linking form is called even if ℓ(x, x) ∈ Q1(Z[t±1
], S)

for all x ∈ T . We define a map

q : Q1(Z[t±1
], S) → Q1(Z[t±1

], S), [b] 7→ [b].

Definition 2.2. A quadratic refinement of an even symmetric linking form (T, ℓ)

is a function µ : T → Q1(Z[t±1
], S) satisfying

(i) µ(r x) = rµ(x)r ∈ Q1(Z[t±1
], S) for all x ∈ T and for all r ∈ Z[t±1

];

(ii) µ(x + y) = µ(x)+µ(y)+ ℓ(x, y)+ ℓ(x, y) ∈ Q1(Z[t±1
], S) for all x, y ∈ T ;

(iii) q(µ(x)) = ℓ(x, x) ∈ Q1(Z[t±1
], S) for all x ∈ T .

A triple (T, ℓ, µ) consisting of a symmetric linking form together with a quadratic
refinement is called a quadratic linking form over Z[t±1

].

For aficionados of [Ranicki 1981], we emphasise that we are using the nonsplit
version of quadratic linking forms.

We will also need to consider isometries and automorphisms of symmetric and
quadratic linking forms.

Definition 2.3. Let (T, ℓ) and (T ′, ℓ′) be symmetric linking forms over Z[t±1
] and

let µ : T → Q1(Z[t±1
], S) and µ′

: T ′
→ Q1(Z[t±1

], S) be respective quadratic
refinements.

(1) An isomorphism f : T → T ′ is an isometry of symmetric linking forms if

ℓ′( f (x), f (y)) = ℓ(x, y)

for every x, y ∈ T .

(2) The isometry of symmetric linking forms f is moreover an isometry of
quadratic linking forms, f : (T, ℓ, µ) ∼= (T ′, ℓ′, µ′) if µ′( f (x)) = µ(x) for
every x ∈ T .
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(3) If (T, ℓ) = (T ′, ℓ′), then f as in (1) is an automorphism of symmetric linking
forms. We write Aut(T, ℓ) for the group of automorphisms.

(4) If (T, ℓ, µ) = (T ′, ℓ′, µ′), then f as in (2) is an automorphism of quadratic
linking forms. We write Aut(T, ℓ, µ) for the group of automorphisms.

Remark 2.4. Given a quadratic linking form (T, ℓ, µ) over Z[t±1
] with underly-

ing symmetric linking form (T, ℓ), we note that Aut(T, ℓ, µ) ⊆ Aut(T, ℓ). We
give an example showing that this can be a proper inclusion: multiplication by 3
induces an isomorphism Z[t±1

]/8 → Z[t±1
]/8 that preserves the linking form

ℓ(x, y) =
1
8 x y but does not preserve the quadratic refinement µ(x) =

1
8 xx . Indeed

µ(3) =
9
8 ̸=

1
8 = µ(1) ∈ Q1(Z[t±1

], S) because 1 cannot be written as a + a
with a ∈ Z[t±1

].

2.2. Boundaries of quadratic forms. We recall some terminology about Hermitian
forms. A Hermitian form refers to a pair (H, λ), where H is a free Z[t±1

]-module
and λ : H × H → Z[t±1

] is a sesquilinear Hermitian pairing. Given a Hermitian
form (H, λ) over Z[t±1

], we use λ̂ : H → H∗
=: HomZ[t±1](H, Z[t±1]) to denote

the linear map defined by λ̂(y)(x) = λ(x, y). We often refer to λ̂ as the adjoint
of λ. We say that λ is nondegenerate if λ̂ is injective and nonsingular if λ̂ is an
isomorphism. We also recall that a Hermitian form (H, λ) is called even if for all
x ∈ H , there exists a ∈ Z[t±1

] such that λ(x, x) = a + a.
We describe how a nondegenerate even Hermitian form over Z[t±1

] determines
a quadratic linking form, following [Ranicki 1981, p. 243].

Definition 2.5. The boundary symmetric linking form of a nondegenerate Hermitian
form (H, λ) over Z[t±1

] is the symmetric linking form (coker(λ̂), ∂λ), where ∂λ

is defined as

∂λ : coker(λ̂) × coker(λ̂) → Q(t)/Z[t±1
], ([x], [y]) 7→

1
s
(y(z)),

where, as coker(λ̂) is Z[t±1
]-torsion, there exists s ∈ Z[t±1

] and z ∈ H such that
sx = λ̂(z).

If (H, λ) is additionally assumed to be even, then its boundary quadratic link-
ing form is the quadratic linking form (coker(λ̂), ∂λ, µ∂), where the quadratic
refinement of ∂λ is

µ∂ : coker(λ̂) → Q1(Z[t±1
], S), [y] 7→

1
s
(y(z)),

with s ∈ Z[t±1
] and z ∈ H such that sy = λ̂(z).

We assert that ∂λ is independent of the choices involved, and is nonsingular,
sesquilinear, and Hermitian. These can all be verified directly. To enable us to
give a reference to existing literature, note that the boundary symmetric linking
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form is the linking form on H 1(C∗) associated with the 1-dimensional Q(t)-acyclic
symmetric Poincaré complex (C∗, ϕ) over Z[t±1

] given by

C0
= H λ //

ϕ0=Id
��

C1
= H∗

ϕ0=Id
��

C1 = H λ∗
=λ // C0 = H∗

In [Powell 2016, Propositions 3.3, 3.4, and 3.8] it was shown that such a linking
form is well-defined, nonsingular, sesquilinear, and Hermitian.

The next proposition is implicit in [Ranicki 1981, p. 243]. As far as we know
such a proof has not appeared in the literature, so we provide the details of the proof.

Proposition 2.6. The function µ∂ is a well-defined function coker(λ̂)→Q1(Z[t±1
],S),

and is a quadratic refinement of the boundary symmetric linking form ∂λ of (H,λ),
i.e. µ∂ satisfies the requirements of Definition 2.2.

Proof. First we show it is well-defined. Let y, z, and s be as in Definition 2.5.
Express λ̂ as a Hermitian matrix A = AT over Z[t±1

] with respect to some basis
of H . Then A is invertible over Q(t) because λ is nondegenerate, so det(A) ̸= 0.
We have µ∂(y) = yT A−1 y. Therefore

µ∂(y) = µ∂(y)T
= (yT A−1 y)T

= yT A−1T y = yT (AT )−1 y = yT A−1 y = µ∂(y).

Hence µ∂(y) ∈ Q1(Z[t±1
], S).

Next we show that the choices of z and s do not change µ∂(y). Let y ∈ H and
let y ∈ coker(λ̂), s ∈ Z[t±1

], and z ∈ H be as in Definition 2.5, with λ̂(z) = sy.
Let s ′

∈ Z[t±1
] and z′

∈ H be another pair of choices, such that λ̂(z′) = s ′y. Since
µ∂(y) ∈ Q1(Z[t±1

], S), we have

1
s ′

y(z′) =
1
s ′

y(z′).

The difference between the two computations of µ∂(y) yields

1
s

y(z) −
1
s ′

y(z′) =
1
s

y(z) −
1
s ′

y(z′) =
1
s

y(z) s ′

s ′
−

1
s ′

y(z′)
s
s

=
1
s
(s ′y)(z) 1

s ′
−

1
s ′

(sy)(z′)
1
s

=
1
s
λ̂(z′)(z) 1

s ′
−

1
s ′

λ̂(z)(z′)
1
s

=
1
s
λ(z, z′)

1
s ′

−
1
s ′

λ(z, z′)
1
s

= 0 ∈ Q1(Z[t±1
], S).

Next we show that µ∂ does not depend on the representative y for the class in
coker(λ̂). Replace y ∈ coker(λ̂) by another representative y + λ̂(u), for some u ∈ H .
Then λ̂(z + su) = s(y + λ̂(u)). Therefore

µ∂(y + λ̂(u)) =
1
s
(y + λ̂(u))(z + su) =

1
s

y(z) +
1
s
λ̂(u)(z) + y(u) + λ̂(u)(u).
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We have

λ̂(u)(z) = λ(z, u) = λ(u, z) = λ̂(z)(u) = (sy)(u) = y(u)s = sy(u).

Substituting, we obtain that

µ∂(y + λ̂(u)) =
1
s

y(z) + y(u) + y(u) + λ(u, u).

The last term is symmetric over Z[t±1
], which implies it is of the form a+a. Hence

up to terms of the form a + a, we have

µ∂(y + λ̂(u)) =
1
s

y(z) = µ∂(y),

as desired.
Now we know that µ∂ is well-defined, we prove that it satisfies the conditions

in Definition 2.2 for it to be a quadratic refinement of the boundary symmetric
linking form ∂λ. For (i), let y ∈ coker(λ̂), let r ∈ Z[t±1

], and let z ∈ H be such that
λ̂(z) = sy. Then λ̂(r z) = rsy = sr y. Thus

µ∂(r y) =
1
s
((r y)(r z)) =

r
s
(y(z))r = rµ∂(y)r ,

as desired. Next, aiming for (ii), we compute µ∂(x + y), for x, y ∈ coker(λ̂).
Let r, s ∈ Z[t±1

] and w, z ∈ H be such that λ̂(w) = r x and λ̂(z) = sy. Then
λ̂(sw + r y) = sr x + rsy = rs(x + y). Hence

µ∂(x + y) =
1
rs

(x + y)(sw + r z) =
1
r

x(w) +
1
s
(y)(z) +

1
r

y(w) +
1
s

x(z)

= µ∂(x) + µ∂(y) + ∂λ(x, y) + ∂λ(y, x).

Since ∂λ is Hermitian, this proves (ii). Condition (iii) is immediate from the
formulae. □

Remark 2.7. We note for later use that an isomorphism F : H0 → H1 induces an
isomorphism F−∗

:= (F∗)−1
: H∗

0 → H∗

1 and that if additionally the isomorphism F
is an isometry, then F−∗ descends to an isomorphism

∂ F := F−∗
: coker(λ̂0) → coker(λ̂1)

which determines an isometry of quadratic linking forms. Hence Aut(λ) acts both on
Aut(coker(λ̂), ∂λ) and on the subset Aut(coker(λ̂), ∂λ, ∂µ∂) by F · h = h ◦ ∂ F−1.

2.3. Algebraic unions. We recall the definition of the union of two Hermitian
forms along an isometry of their boundary linking forms. The definition appears for
the ring Z in [Crowley 2002, Lemma 3.6] and was generalised to the ring Z[t±1

] in
[Conway and Powell 2023, Construction 2.7]. The goal of this section is to prove that
if the isometry preserves the quadratic refinements, then the union is an even form.
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Construction 2.8. Let (H0, λ0) and (H1, λ1) be nondegenerate Hermitian forms
over Z[t±1

], and let h : (coker(λ̂0), ∂λ0) → (coker(λ̂1), ∂λ1) be an isometry of their
boundary symmetric linking forms. Consider the pair (H0 ∪h H1, λ0 ∪h −λ1) with

H0 ∪h H1 := ker
(
hπ0 − π1 : H∗

0 ⊕ H∗

1 → coker(λ̂1)
)

λ0 ∪h −λ1

((
x0
x1

)
,
(

y0
y1

))
=

1
s0

y0(z0) −
1
s1

y1(z1) ∈ Q(t),

where, since coker(λ̂i ) is torsion, there exists si ∈ Z[t±1
] and zi ∈ Hi such that

si xi = λ̂i (zi ). Since the Hermitian forms λ0 and λ1 are nondegenerate, it is not
difficult to prove that the pairing λ0 ∪h −λ1 does not depend on the choice of
s0, s1, z0, z1. One verifies that λ0 ∪h −λ1 is a sesquilinear, Hermitian form and
takes values in Z[t±1

]; see [Conway and Powell 2023, Proposition 2.8]. This pairing
will be referred to as the algebraic union of λ0 and λ1.

Lemma 2.9. Let (H0, λ0), (H1, λ1) and (H, λ) be nondegenerate Hermitian forms
over Z[t±1

], and let h : (coker(λ̂0), ∂λ0) → (coker(λ̂1), ∂λ1) be an isometry of the
boundary linking forms. If F : λ0 ∼= λ1 is an isometry, then there is an isometry

λ0 ∪h −λ1 ∼= λ1 ∪h◦∂ F−1 −λ1.

Proof. See [Conway and Powell 2023, Proposition 2.8]. □

Lemma 2.10. Let (H0, λ0) and (H1, λ1) be two nondegenerate even Hermitian
forms over Z[t±1

]. Suppose that F : (H0, λ0) ∼= (H1, λ1) is an isometry and that

h : (coker(λ̂0), ∂λ0, (µ∂)0) → (coker(λ̂1), ∂λ1, (µ∂)1)

is an isometry of quadratic linking forms. Then the algebraic union λ0 ∪h −λ1

is even.

Proof. Using Lemma 2.9 we can assume without loss of generality that H0 = H1

and λ0 = λ1 and (µ∂)0 = (µ∂)1. Write them both as (H, λ, µ∂). This means
composing h with ∂ F , but since ∂ F is an isometry of quadratic linking forms too,
this does not affect the argument. We abuse notation and without loss of generality
use h to denote the new isometry of boundary quadratic linking forms.

It thus suffices to check that for every x0, x1 ∈ H∗ such that h ◦π0(x0) = π1(x1),
the self-intersection λ ∪h −λ

(
(x0, x1), (x0, x1)

)
is of the form a + a for some

a ∈ Z[t±1
].

Pick z0, z1 ∈ H and s0, s1 ∈ Z[t±1
] such that s0x0 = λ̂(z0) and s1x1 = λ̂(z1). This

implies both that

µ∂(πi (xi )) =
1
si

(xi (zi )) ∈ Q1(Z[t±1
], S)

and that
λ ∪h −λ

(
(x0, x1), (x0, x1)

)
=

1
s0

x0(z0) −
1
s1

x1(z1) ∈ Z[t±1
].
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Passing to Q1(Z[t±1
], S), by the definition of µ∂ this equals

µ∂(π0(x0)) − µ∂(π1(x1)) = µ∂(π0(x0)) − µ∂(h ◦ π0(x0)) = 0.

The first equality used h ◦π0(x0) = π1(x1). The second equality used that h is an
isometry of quadratic linking forms.

Now we just have to note that the indeterminacy in Q1(Z[t±1
], S) consists entirely

of even elements {a + a | a ∈ Z[t±1
]}, and therefore λ ∪h −λ

(
(x0, x1), (x0, x1)

)
⊆

{a + a | a ∈ Z[t±1
]}. It follows that λ ∪h −λ is even, as desired. □

3. The Blanchfield form

In Section 3.1 we review the definition of the Blanchfield form and how it is related
to the equivariant intersection form of a 4-manifold with fundamental group Z.
Then in Section 3.2 we review isometries of Blanchfield forms. In Section 3.3 we
prove promised the spin gluing result, which demonstrates how isometries of the
Blanchfield form together with a quadratic refinement can be used to ensure that
the union of two spin 4-manifolds is again spin.

3.1. The Blanchfield form. We recall the definition of the Blanchfield form BlY
of a closed 3-manifold Y equipped with an epimorphism ϕ : π1(Y ) ↠ Z and how,
if M is a 4-manifold with ribbon boundary, then Bl∂M is related to the equivariant
intersection form λM of M .

Construction 3.1. Let Y be a closed 3-manifold and let ϕ :π1(Y )↠Z be an epimor-
phism. Assume that the Alexander module H1(Y ; Z[t±1

]) is torsion so that, in par-
ticular, the Bockstein homomorphism BS : H 1(Y ; Q(t)/Z[t±1

]) → H 2(Y ; Z[t±1
])

is an isomorphism. Consider the composition of Poincaré duality, the inverse
Bockstein homomorphism and the evaluation homomorphism:

8 : H1(Y ; Z[t±1
]) PD,∼=−−−→ H 2(Y ; Z[t±1

]) BS−1,∼=−−−−→ H 1(Y ; Q(t)/Z[t±1
])

ev
−→ Hom(H1(Y ; Z[t±1]), Q(t)/Z[t±1]).

Using the universal coefficient spectral sequence, one can check that the evaluation
map is an isomorphism, and thus so is 8. Thus the pairing (x, y) 7→ 8(y)(x) is
nonsingular. It is straightforward to see that this pairing is sesquilinear. It is also
Hermitian; see e.g. [Powell 2016].

Definition 3.2. Let Y be a closed 3-manifold and let ϕ : π1(Y ) ↠ Z be an
epimorphism such that the Alexander module H1(Y ; Z[t±1

]) is torsion. The
Blanchfield form

BlY : H1(Y ; Z[t±1
]) × H1(Y ; Z[t±1

]) → Q(t)/Z[t±1
]

is the sesquilinear, nonsingular, Hermitian form defined by BlY (x, y) = 8(y)(x).
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Let M be a 4-manifold with π1(M) = Z, nondegenerate equivariant intersec-
tion form λM and ribbon boundary (meaning that the inclusion induced map
π1(∂M) → π1(M) is surjective). We now outline why the symmetric boundary
linking form ∂λM (that was described in Section 2.2) is isometric to −Bl∂M .

As explained in [Conway and Powell 2023, Remark 3.3], the connecting homo-
morphism δ in the long exact sequence of the pair (M, ∂M), together with Poincaré
duality and the evaluation map, determines an isomorphism

DM : coker(λ̂M)
∼=−→ H1(∂M; Z[t±1

]), [x] 7→ δ ◦ PD ◦ ev−1(x)

that fits into the following commutative diagram:

(1)

0 // H2(M; Z[t±1
])

λ̂M //

=

��

H2(M; Z[t±1
])∗ //

PD ◦ ev−1∼=

��

coker(λ̂M) //

DM∼=

��

0

0 // H2(M; Z[t±1
])

j
// H2(M, ∂M; Z[t±1

]) δ // H1(∂M; Z[t±1
]) // 0

Proposition 3.3 [Conway and Powell 2023, Proposition 3.5]. Let M be a 4-manifold
with π1(M) = Z, whose boundary is ribbon and with torsion Alexander module.
The isomorphism DM induces an isometry of symmetric linking forms

DM : ∂(H2(M; Z[t±1
]), λM) = (coker(λ̂M), ∂λM)

∼=−→ (H1(∂M; Z[t±1
]), − Bl∂M).

Construction 3.4. Suppose M is a spin 4-manifold with π1(M) = Z, whose bound-
ary is ribbon and with torsion Alexander module. Since M is spin, the equivariant
intersection form of M is even. Then Bl∂M admits a preferred quadratic refinement

µBl∂M : H1(∂M; Z[t±1
]) → Q1(Z[t±1

], S), x 7→ µ∂(D−1
M (x)).

Here recall from Definition 2.5 that µ∂ refers to the quadratic refinement of the
symmetric linking form ∂λM ; it exists because λM is even.

By construction

DM : (coker(λ̂M), ∂λM , µ∂)
∼=−→ (H1(∂M; Z[t±1

]), − Bl∂M , −µBl∂M )

is an isometry of quadratic linking forms.

3.2. Homotopy equivalences and isometries of the Blanchfield form. Given 3-
manifolds Y0, Y1 equipped with epimorphisms ϕi : π1(Yi ) ↠ Z, we recall when
homotopy equivalences of 3-manifolds induce isometries of the corresponding
Blanchfield forms. We then apply these considerations to boundaries of 4-manifolds
with π1 = Z.

Proposition 3.5 [Conway and Powell 2023, Proposition 3.7]. Let Y0, Y1 be 3-
manifolds equipped with epimorphisms ϕi :π1(Yi )↠Z and assume that the resulting
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Alexander modules are torsion for i = 0, 1. If an orientation-preserving homotopy
equivalence f : Y0 → Y1 satisfies ϕ1◦ f∗ =ϕ0 on π1(Y0), then it induces an isometry
between the Blanchfield forms

f̃∗ : H1(Y0; Z[t±1
]) → H1(Y1; Z[t±1

]).

The proof of Proposition 3.5 is fairly straightforward: the condition that

ϕ1 ◦ f∗ = ϕ0

ensures that f lifts to the infinite cyclic covers, and the required isometry is then
obtained by taking the induced map on H1(−; Z[t±1

]).

Remark 3.6. Let M and N be 4-manifolds with fundamental group Z, whose
boundaries are ribbon and with torsion Alexander modules.

• A consequence of Proposition 3.5 is that an orientation-preserving homotopy
equivalence f :∂M →∂N that intertwines the epimorphisms π1(∂M)↠π1(M)

and π1(∂N ) ↠ π1(N ) induces an isometry f̃∗ : Bl∂M ∼= Bl∂N . However, in
general f̃∗ need not preserve the boundary quadratic refinements.

• Consider the group hAut+ϕ (∂M) of orientation-preserving homotopy equiva-
lences f : ∂M → ∂M that satisfy ϕ ◦ f∗ = f∗ : π1(∂M) → Z. We write

hAut+,q
ϕ (∂M) ⊆ hAut+ϕ (∂M)

for the subset consisting of homotopy equivalences such that f̃∗ preserves
µBl∂M . Proposition 3.5 implies that hAut+ϕ (∂M) acts on Aut(Bl∂M) and that
hAut+,q

ϕ (∂M) acts on Aut(Bl∂M , µBl∂M ) ⊆ Aut(Bl∂M).

• In fact Aut(Bl∂M) and Aut(Bl∂M , µBl∂M ) also admit actions of Aut(λM). In
more detail, we can use DM to transport the action on Aut(∂λM) (recall
Remark 2.7) to an action on Aut(Bl∂M): the action of F on h ∈ Aut(Bl∂M) is
by F · h := h ◦ (DM ◦ ∂ F ◦ D−1

M ). Since ∂ F also preserves µ∂ it follows that
Aut(∂λM) also acts on Aut(Bl∂M , µBl∂M ) ⊆ Aut(Bl∂M).

• Remark 2.4 leads to an example where µBl∂M , the quadratic refinement of
the Blanchfield form, depends on the choice of coboundary M . Consider the
4-manifold M := (S2

×̃8 D2)♮(S1
×D3), where S2

×̃8 D2 denotes the total space
of the D2-bundle over S2 with Euler number 8. Multiplication by 3 induces an
automorphism of the symmetric linking form of ∂M = L(8, 1)#(S1

× S2) that
is not induced by Aut(λM) nor by Homeo+

ϕ (∂M). Hence [Conway, Piccirillo
and Powell 2022] implies there is a nonhomeomorphic 4-manifold M ′ with
the same boundary and intersection form as M . The quadratic refinements of
Bl∂M induced by M and M ′ do not even lie in the same Homeo+

ϕ (∂M) orbits,
and so depend strongly on the choice of coboundary.
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• It is an interesting question whether it is possible to define the quadratic
refinement on Bl∂M intrinsically, using only the spin structure M induces
on ∂M . An analogue of this result is known for the standard linking form on
∂M ; see [Deloup and Massuyeau 2005, §2.4 & 2.5]. We leave this problem
for later work.

3.3. Unions of spin 4-manifolds. We describe how the union construction from
Section 2.3 and quadratic isometries of the Blanchfield form can be used to ensure
that certain unions of spin 4-manifolds with fundamental group Z remain spin.

In order to cut down on notation, we identify (H1(∂M; Z[t±1
]), −Bl∂M , −µBl∂M )

with (coker(λ̂M), ∂λM , µ∂) i.e. we temporarily omit the isometry DM mentioned in
Proposition 3.3 from the notation. In particular, given an isometry h : Bl∂M ∼= Bl∂N ,
we allow ourselves to write λM ∪h −λN .

The next proposition recalls how the algebraic union can be used to understand
the equivariant intersection form of a union of two 4-manifolds with fundamental
group Z.

Lemma 3.7 [Conway and Powell 2023, Proposition 3.9]. Let M and N be two 4-
manifolds with fundamental group Z, nondegenerate equivariant intersection forms,
and whose boundaries are ribbon. If there is an orientation-preserving homeo-
morphism f : ∂M0 ∼= ∂M1 that intertwines the inclusion-induced epimorphisms
π1(∂M0) ↠ π1(M0) and π1(∂M1) ↠ π1(M1), then there is an isometry

λM0 ∪ f̃∗ −λM1
∼= λM0∪ f −M1

Note that the intersection form being nondegenerate implies that the Alexander
modules are Z[t±1

]-torsion, via the long exact sequences of the pairs (M, ∂M) and
(N , ∂N ) with Z[t±1

] coefficients.

Proposition 3.8. Let M and N be spin 4-manifolds with fundamental group Z,
nondegenerate equivariant intersection forms, and whose boundaries are ribbon. If
λM ∼= λN and f : ∂M ∼= ∂N is a homeomorphism that induces an isometry between
the boundary quadratic linking forms of ∂M and ∂N , then M ∪ f −N is spin.

Proof. Pick an isometry F : λM ∼= λN . Applying successively Lemma 3.7 and
Lemma 2.9 we obtain

λM∪ f −N ∼= λM ∪ f̃∗ −λN ∼= λN ∪ f̃∗◦∂ F−1 −λN .

Since f̃∗ and ∂ F preserve the quadratic linking forms, so does f̃∗ ◦ ∂ F−1.
As N is spin, it follows that λN is even. Lemma 2.10 implies that so is

λN ∪ f̃∗◦∂ F−1 −λN . Therefore λM∪ f −N is even. Since the fundamental group of
M ∪ f −N is Z (see e.g. [Conway and Powell 2023, Proposition 3.8]) and therefore
has no 2-torsion, this implies that M ∪ f −N is spin, as required. □
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4. Stable homeomorphism

In this section, we collect some facts about stable homeomorphism of 4-manifolds
with fundamental group Z and nonempty boundary. We then focus on the case of
4-manifolds whose boundary is ribbon and has torsion Alexander module.

Given two 4-manifolds M and N with fundamental group π1(M) = Z = π1(N )

that are either both spin or both nonspin, we call a homeomorphism f : ∂M ∼=−→ ∂N
a B-compatible homeomorphism if the diagram

π1(∂M)
f∗ //

��

π1(∂N )

��

π1(M) = // Z π1(N )=oo

commutes, and if, in the case that M and N are spin, the union M ∪ f −N is spin.
We write ∂M ∼=B ∂N if such a homeomorphism exists, and say that ∂M and ∂N
are B-homeomorphic.

The terminology “B-compatible” and “B-homeomorphic” is motivated by our
use of modified surgery below, where B is shorthand for the normal 1-type of the
manifolds involved.

Lemma 4.1. Let M and N be two 4-manifolds with fundamental group Z and
nonempty B-homeomorphic boundaries. Suppose that M and N have the same
Kirby–Siebenmann invariant and isometric equivariant intersection forms. Then M
and N are stably homeomorphic.

In particular, there is an equality

Sst
h+,λ(M) =

{N | ∂N ∼=B ∂M, π1(N ) = Z, λN ∼= λM , ks(N ) = ks(M)}

o.p. homotopy eq. of pairs
.

Proof. Theorem 2 of [Kreck 1999] ensures that M and N are stably homeomorphic
if and only if there is a B-compatible homeomorphism f : ∂M ∼=−→ ∂N such that the
union M∪ f −N vanishes in the bordism group �STOP

4 (S1)∼=Z⊕Z2 (when M and N
are nonspin) or �

TOPSpin
4 (S1) ∼= Z (when M and N are spin). In the nonspin case,

this bordism group is detected by the signature and Kirby–Siebenmann invariant
whereas in the spin case, it is detected by the signature alone. Since λM ∼= λN , we
deduce that M and N have the same signature and Wall additivity implies that the
union M ∪ f −N has vanishing signature. The fact that M ∪ f −N has vanishing
Kirby–Siebenmann invariant follows from the additivity of this invariant; see e.g.
[Friedl, Nagel, Orson and Powell 2019, Theorem 8.2]. □

Given a 4-manifold M with π1(M) = Z, nondegenerate equivariant intersection
form and ribbon boundary, as we will describe below, the methods of [Conway,
Piccirillo and Powell 2022] produce 4-manifolds N with π1(N ) = Z, ribbon bound-
ary, λM ∼= λN , ks(M) = ks(N ) and a preferred identification g : ∂M ∼= ∂N . Since
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λM ∼= λN and π1(M) = Z = π1(N ) has no 2-torsion, either M and N are both
spin or both nonspin. By Lemma 4.1, in order to prove that M and N are stably
homeomorphic, it therefore suffices to know that in the spin case, the union M∪g−N
is spin, for which we use Proposition 3.8.

Proposition 4.2. Let M and N be spin 4-manifolds with fundamental group Z,
nondegenerate equivariant intersection forms, and whose boundaries are ribbon. If
λM ∼= λN , and g : ∂M ∼= ∂N is a homeomorphism that induces an isometry between
the boundary quadratic linking forms of ∂M and ∂N , then M and N are stably
homeomorphic.

Proof. Proposition 3.8 implies that the homeomorphism ∂M ∼= ∂N is B-compatible
and the result therefore follows from Lemma 4.1. □

5. From stable homeomorphism to isometries of the Blanchfield form

In this section, M denotes a spin 4-manifold with an identification π1(M) = Z,
ribbon boundary (the inclusion induced map ϕ : π1(∂M) → π1(M) is surjective),
and nondegenerate equivariant intersection form λM . As we recalled in Section 3,
since λM is nondegenerate, the Alexander module H1(∂M; Z[t±1

]) is torsion and
supports the Blanchfield form,

Bl∂M : H1(∂M; Z[t±1
]) × H1(∂M; Z[t±1

]) → Q(t)/Z[t±1
],

which is nonsingular, sesquilinear, and Hermitian. The goal of this section is to
describe in more detail the set Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q

ϕ (∂M)) that
was mentioned in the introduction and then to prove Proposition 1.3.

We start by recalling the aforementioned actions of hAut+,q
ϕ (∂M) and Aut(λM)

on the group Aut(Bl∂M , µBl∂M ) of isometries of the quadratic refinement of the
Blanchfield form of ∂M induced by the even form λM . Here recall that hAut+,q

ϕ (∂M)

denotes the group of orientation-preserving homotopy equivalences f : ∂M → ∂M
that satisfy ϕ ◦ f∗ = f∗ : π1(∂M) → Z and preserve µBl∂M , while Aut(λM) denotes
the set of isometries of λM .

• We recall the action of hAut+,q
ϕ (∂M) on Aut(Bl∂M , µBl∂M ). Since any homo-

topy equivalence f ∈ hAut+ϕ (∂M) satisfies ϕ ◦ f∗ = f∗, it lifts to a homotopy
equivalence f̃ on the Z-covers that induces a Z[t±1

]-linear map on homology;
we denote this map by f̃∗. Since f is orientation-preserving, so is f̃ and it
follows that f̃∗ is an isometry of the Blanchfield form. The action of f on
h ∈ Aut(Bl∂M , µBl∂M ) is then by f · h = f̃∗ ◦ h.

• We describe the action of Aut(λM) on Aut(Bl∂M , µBl∂M ). Recall from Section 3
that the even Hermitian form λM determines an adjoint map

λ̂M : H2(M; Z[t±1
]) → H2(M; Z[t±1

])∗,
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and a Q(t)/Z[t±1
]-valued quadratic linking form

(2)
∂λM : coker(λ̂M) × coker(λ̂M) → Q(t)/Z[t±1

]; ∂λM([x], [y]) = y(z)/p,

µ∂ : coker(λ̂M) → Q+(Z[t±1
], S); µ∂([x]) = x(z)/p.

Here p ∈ Z[t±1
] and z ∈ H2(M; Z[t±1

]) satisfy px = λ̂M(z). In Section 3 we
also recalled the definition of the isometry

DM : −∂λM ∼= Bl∂M ,

and that an isometry F ∈ Aut(λM) induces an isometries ∂ F : −∂λM ∼=− Bl∂M

and ∂ F : µ∂
∼= −µBl∂M by noting that the isomorphism (F∗)−1 descends to an

isometry on the cokernels. The action of F on h ∈ Aut(Bl∂M , µBl∂M ) is then
by F · h := h ◦ (DM ◦ ∂ F ◦ D−1

M ).

Note that the actions commute, because one acts by precomposition and the other
acts by postcomposition. We obtain an action of the product Aut(λM)×hAut+,q

ϕ (∂M)

on Aut(Bl∂M , µBl∂M ). Now that we have made sense of the orbit set

Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q
ϕ (∂M)),

we describe its relation to the homotopy stable class of M . Recall from Lemma 4.1
that

(3) Sst
h+,λ(M) =

{N | ∂N ∼=B ∂M, π1(N ) = Z, λN ∼= λM , ks(N ) = ks(M)}

o.p. hom. equiv. of pairs
.

In order to relate Sst
h+,λ

(M) to the orbit set

Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q
ϕ (∂M)),

we recall a construction from [Conway, Piccirillo and Powell 2022, Construction 1]
which has its origins in [Boyer 1993].

Construction 5.1. We describe a map

b : Sst
h+,λ(M) → Aut(Bl∂M)/(Aut(λM) × hAut+ϕ (∂M)).

Given a 4-manifold N ∈ Sst
h+,λ

(M), pick a homeomorphism g : ∂N ∼= ∂M and an
isometry F :λM ∼=λN . Since N ∈Sst

h+,λ
(M), it also has ribbon boundary and torsion

Alexander module, thus ensuring that the isometry DN : −∂λN ∼= Bl∂N is defined.
Now set

b(N ) := g∗ ◦ DN ◦ ∂ F ∈ Aut(Bl∂M)/(Aut(λM) × hAut+ϕ (∂M)).

One verifies that b(N ) is independent of the choices of F, g and the orientation-
preserving homotopy equivalence class of (N , ∂N ). See [Conway, Piccirillo and
Powell 2022] for details.
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Suppose that in addition we assume the homeomorphism g is such that the
induces homomorphism g∗ : H1(∂N ; Z[t±1

]) → H1(∂M; Z[t±1
]) intertwines the

quadratic refinements µBl∂N and µBl∂M . To see that such a homeomorphism exists,
restrict a stable homeomorphism 8 : M#Wr ∼= N#Wr to the boundaries: this will
intertwine the quadratic refinements because stabilising a Hermitian form by

( 0
1

1
0

)
does not affect the boundary quadratic linking form. Since both DN and ∂ F preserve
the quadratic refinements, it follows that b in fact defines a map

b : Sst
h+,λ(M) → Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q

ϕ (∂M)).

The next proposition proves Proposition 1.3 from the introduction.

Proposition 5.2. If M is a spin 4-manifold with π1(M) = Z, ribbon bound-
ary and nondegenerate equivariant intersection form λM , then the map b from
Construction 5.1 defines a surjection

b : Sst
h+,λ(M) ↠ Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q

ϕ (∂M)).

Proof. According to [Conway, Piccirillo and Powell 2022, Theorem 1.15], after
fixing one choice of isometry ∂λM ∼= − Bl∂M (we will use DM ) every element
Aut(Bl∂M)/ Aut(λM) is realised by a 4-manifold N with π1(N ) = Z, ribbon bound-
ary ∂N homeomorphic to ∂M via a homeomorphism g : ∂N ∼= ∂M , equivariant inter-
section form λN isometric to λM via an isometry F : λM ∼= λN , and ks(N ) = ks(M).
In particular we can realise every element

b ∈ Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q
ϕ (∂M))

by such a manifold N .
As indicated in [Conway, Piccirillo and Powell 2022, Proof of Proposition 4.14],

we have b = g∗ ◦ DN ◦ ∂ F . Since b, DN , and ∂ F are isometries that preserve
quadratic refinements, so does g.

Proposition 4.2 now ensures that M and N are stably homeomorphic. We have
therefore produced N ∈ Sst

h+,λ
(M) with b(N ) = b, as required. □

6. Infinite automorphism sets

In this section, we conclude the proof of Theorem 1.1 by showing that

Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q
ϕ (∂M))

is countably infinite when

M = X2q(U )♮(S1
× D3),

with q an odd prime. Here X2q(U ) denotes the 2q-trace on the unknot U , i.e. the
smooth 4-manifold obtained from D4 by attaching a 2q-framed 2-handle along the
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unknot. The plan is to first study Aut(Bl∂M , µBl∂M )/ Aut(λM) and then to consider
the action by the self-homotopy equivalences of ∂M . In fact we will show in
Lemma 6.3 that Aut(Bl∂M , µBl∂M )/ Aut(λM) = Aut(Bl∂M)/ Aut(λM). So first we
will consider the latter set, ignoring quadratic refinements for a moment.

To study Aut(Bl∂M)/ Aut(λM), recall from Section 5 that Bl∂M is isometric to
the linking form ∂λM defined in (2), at the start of Section 5. In particular, the
isometry DM : −∂λM ∼= Bl∂M induces a bijection

Aut(Bl∂M)/ Aut(λM) ∼= Aut(∂λM)/ Aut(λM).

For rank one forms (such as (H2(M; Z[t±1
]), λM) = (Z[t±1

], λ2q)), this set admits
a particularly convenient description.

Given a ring R with involution x 7→ x , the group of unitary units U (R) refers
to those u ∈ R such that uu = 1, with the group operation given by restricting the
multiplication on R. For example, when R = Z[t±1

], all units are unitary and are
of the form ±tk with k ∈ Z. In what follows, we make no distinction between
rank one Hermitian forms and symmetric Laurent polynomials. The next lemma
follows by unwinding the definition of Aut(∂λ); see also [Conway and Powell 2023,
Remark 1.16; Conway, Piccirillo and Powell 2022, Lemma 7.1].

Lemma 6.1. If λ ∈ Z[t±1
] is a symmetric Laurent polynomial, then

Aut(∂λ)/ Aut(λ) = U (Z[t±1
]/λ)/U (Z[t±1

]).

Proposition 6.2. Given an odd prime q, the map

2 : Z
∼=−→ U (Z[t±1

]/2q)/U (Z[t±1
]), n 7→ (q−1)tn

+ q

is a group isomorphism.

Proof. One verifies that (q−1)tn
+ q is a unitary unit by using that q(q−1) ≡

0 mod 2q (recall that q is odd). We then check that 2 is a homomorphism:

n + m 7→ ((q−1)tn
+ q)((q−1)tm

+ q) = (q−1)2tn+m
+ q(q−1)(tm

+ tn) + q2

∼ −(q−1)tn+m
− q

∼ (q−1)tn+m
+ q.

Here the penultimate equivalence uses that (q−1)2
= q(q−1)− (q−1) ≡ −(q−1)

mod 2q and q2
≡ q ≡ −q mod 2q . The last equivalence uses that −1 ∈ U (Z[t±1

]).
Next we show that 2 is injective. If (q−1)tn

+ q were trivial, we would have
(q−1)tn

+ q = ±tk
∈ Z[t±1

]/2q for some k, but this is true only if n = 0.
Now we show that 2 is surjective. An explicit verification shows that the

following map is an isomorphism:

U (Z[t±1
]/2) × U (Z[t±1

]/q) → U (Z[t±1
]/2q), (a, b) 7→ qa − (q−1)b.
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To see this one should check that (qa − (q−1)b)(qa − (q−1)b) ≡ 1 when aa =

1 = bb, which implies that the map lands in the claimed target. The inverse
is given by x 7→ ([x]2, [x]q), i.e. considering the coefficients modulo 2 and q
respectively. Checking that this is the inverse homomorphism implies that the map
is an isomorphism as asserted.

The units of Z[t±1
]/2 are of the form tm for m ∈ Z. On the other hand, since q

is an odd prime, the unitary units of Z[t±1
]/q are of the form ±tn for n ∈ Z. It

follows that

U (Z[t±1
]/2q) ∼= {qtm

+ (q−1)εtn
| n, m ∈ Z, ε ∈ {±1}}.

Passing to the quotient by U (Z[t±1
]) yields the required isomorphism, because once

we can multiply by ±tk for any k ∈ Z, we have qtm
+(q−1)εtn

∼ (q−1)εtn−m
+q .

Also
−(q−1)tn−m

+ q ∼ −(q−1)tn−m
− q ∼ (q−1)tn−m

+ q,

so we can ignore the ε, and every element of U(Z[t±1
]/2q) is of the form (q−1)tk

+q
for some k ∈ Z. So 2 is indeed surjective, which completes the proof that 2 is an
isomorphism. □

Lemma 6.3. Given an odd prime q ∈ Z, for the Hermitian form λ = 2q ∈ Z[t±1
],

one has
Aut(∂λ, µ∂)/ Aut(λ) = Aut(∂λ)/ Aut(λ).

Proof. The inclusion Aut(∂λ, µ∂)/ Aut(λ) ⊆ Aut(∂λ)/ Aut(λ) always holds. So,
thanks to Proposition 6.2, the lemma reduces to proving that for every n ∈ Z

multiplication by (q − 1)tn
+ q as a map Z[t±1

]/2q → Z[t±1
]/2q preserves the

quadratic refinement

µ∂(x) =
1

2q
x .

Writing q = 2k + 1, a direct calculation in Q1(Z[t±1
], S) now shows that

1
2q

((q −1)tn
+q)((q −1)t−n

+q) =
1

2q
((q −1)2

+q2)+
1

2q
(q(q −1)(tn

+ t−n))

=
1

2q
+2k +k(tn

+ t−n) ≡
1

2q
.

This concludes the proof of the lemma. □

For q an odd prime, the combination of Lemma 6.1, Proposition 6.2, and
Lemma 6.3 implies that for M = X2q(U )♮(S1

× D3) we have

Aut(Bl∂M , µBl∂M )/ Aut(λM) = Aut(Bl∂M)/ Aut(λM) ∼= Z.

We now study the effect of factoring out by hAut+,q
ϕ (∂M).
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Remark 6.4. Our strategy will be to determine hAut+ϕ (∂M) and show that the
effect of its action on Aut(Bl∂M)/ Aut(λM) is given by multiplication by elements
of the form ±tn , n ∈ Z. This will automatically imply that hAut+,q

ϕ (∂M) also acts
on Aut(Bl∂M , µBl∂M )/ Aut(λM) by multiplication by elements of the form ±tn .

In fact we will make this argument in a slightly more general setting. Con-
sider the 3-manifold Y := N#(S1

× S2), where N is a 3-manifold with finite
fundamental group. We fix an identification H1(S1

× S2) = Z, an identification
π1(Y ) = π1(N ) ∗ Z, and consider the finite abelian group A := T H1(Y ) ∼= H1(N ).
Let ϕ : π1(Y ) → H1(Y )/T H1(Y ) = Z be the canonical projection onto the free part
of H1(Y ). In what follows, to distinguish H1(S1

× S2) = Z from the free Z-factor
of π1(Y ) ∼= π1(N ) ∗ Z, we will exclusively write H1(S1

× S2) as ⟨t⟩.
Summarising the notation, we have

A := TH1(Y ) ∼= H1(N ), ϕ : π1(Y ) ↠ ⟨t⟩,

θ : π1(N ) ab
−↠ H1(π1(N )) = H1(N ) = A.

The example we have in mind is Yq = ∂M = L(2q, 1)#(S1
× S2), where M =

X2q(U )♮S1
× D3, so that A ∼= Z/2q and ϕ : π1(Yq) ↠ ⟨t⟩ coincides with the

inclusion induced map π1(∂M) ↠ π1(M) = Z.
Returning to the more general setting where Y = N#(S1

× S2) with N a
3-manifold with π1(N ) finite, the epimorphism ϕ : π1(Y ) ↠ ⟨t⟩ induces an infinite
cyclic cover Y ∞ with

H1(Y ∞) ∼= H1(Y ; Z[t±1
]) ∼= H1(ker(ϕ)).

Our goal is now to describe the isomorphism type of this Z[t±1
]-module (this is the

content of Construction 6.5 and Lemma 6.6 below) and to then deduce the effect of
the action of hAut+ϕ (Y ) on H1(Y ; Z[t±1

]) in Proposition 6.7.
In what follows, we write A[t±1

] for the abelian group of Laurent polynomials
with coefficients in the finite abelian group A.

Construction 6.5. We construct a group homomorphism 9 : A[t±1
] → H1(ker(ϕ)).

Elements of A[t±1
] are of the form

∑
i ai t i with ai ∈ A. As the map ϕ :π1(N )∗Z→Z

is surjective, we can write each t i as ϕ(gi ) = t i for some gi ∈ π1(N ) ∗ Z. The
abelianisation θ : π1(N ) → A = H1(π1(N )) is also surjective, so we can write each
a ∈ A as a = θ(p) for some p ∈π1(N ). We can therefore write an element of A[t±1

]

as
∑

i θ(pi )ϕ(gi ). Since pi ∈ π1(N ), gi ∈ π1(N ) ∗ Z and A ⊆ ker(ϕ), we can con-
sider the element gi pi g−1

i as an element of ker(ϕ) ⊆ π1(N )∗Z and use [gi pi g−1
i ] ∈

H1(ker(ϕ)) to denote its image in the abelianisation. Define the map 9 as

9 : A[t±1
] → H1(ker(ϕ)),

∑
i

ai t i
=

∑
i

θ(pi )ϕ(gi ) 7→
∑

i
[gi pi g−1

i ].
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We show that 9 does not depend on the choice of the pi and the gi . First we argue
that the definition of 9 does not depend on the choice of the pi . It suffices to show
that if θ(p) = θ(p′), then 9(θ(p)ϕ(g)) = 9(θ(p′)ϕ(g)) for every g ∈ π1(N ) ∗ Z.
Since θ(p(p′)−1) = 0, we know that p p′−1 lies in the commutator subgroup
π1(N )(1)

= [π1(N ), π1(N )]. Therefore, since π1(N )(1) is normal, gp p′−1g−1
=

(gpg−1)(g p′−1g−1) ∈ π1(N )(1) for all g ∈ π1(N ) ∗ Z. Since π1(N ) ⊆ ker(ϕ), it
follows that π1(N )(1)

⊆ (ker(ϕ))(1), and therefore (gpg−1)(g p′−1g−1)∈ (ker(ϕ))(1),
from which it follows (gpg−1)(g p′−1g−1) = 0 ∈ H1(ker(ϕ)). We deduce that
[gpg−1

] = [gp′g−1
] ∈ H1(ker(ϕ)) and thus

9(θ(p)ϕ(g)) = [gpg−1
] = [gp′g−1

] = 9(θ(p′)ϕ(g)) ∈ H1(ker(ϕ)).

This proves that 9 does not depend on the choice of the pi .
Next, we argue that the definition of 9 does not depend on the choice of

the gi . This time, it suffices to prove that if ϕ(g) = ϕ(g′) and p ∈ π1(N ),
then 9(θ(p)ϕ(g)) = 9(θ(p)ϕ(g′)). This latter equality holds if and only if
[gpg−1g′ p−1g′−1

]= 0 ∈ H1(ker(ϕ)), which in turn, by conjugating with g−1, holds
if and only if [pg−1g′ p−1g′−1g] = 0 ∈ H1(ker(ϕ)). But since pg−1g′ p−1g′−1g
is a commutator of p and g−1g′, which both lie in ker(ϕ), we indeed obtain
[pg−1g′ p−1g′−1g] = 0 ∈ H1(ker(ϕ)).

This concludes the verification that 9 does not depend on any of the choices we
made. One also verifies readily that 9 is a group homomorphism. This completes
Construction 6.5.

As in Construction 6.5, for each h ∈⟨t⟩, we fix a g ∈π1(N )∗Z such that ϕ(g)= h.
This choice will be used again in the next lemma which establishes that the map 9

is an isomorphism.

Lemma 6.6. The map 9 : A[t±1
] → H1(ker(ϕ)) from Construction 6.5 is an

isomorphism.

Proof. We construct an inverse 2 : H1(ker(ϕ)) → A[t±1
] to 9. A word w ∈

ker(ϕ) ⊆ π1(N )∗Z representing an element of H1(ker(ϕ)) is a product of elements
of π1(N ) and Z.

By introducing cancelling pairs of the type g−1
i gi in between each occurrence

of a p′

k ∈ π1(N ) in w, we can arrange that for some elements g̃k ∈ π1(N ) ∗ Z and
p′

k ∈ π1(N ), the word w is of the form

w =
∏
k

g̃k p′

k g̃−1
k .

Here it is crucial to use that w ∈ ker(ϕ). For example if w = p′

1n1 p′

2n2 p′

3n3, for
pi ∈ π1(N ) and n j ∈ Z, then since w ∈ ker(ϕ) we know that n3 = (n1n2)

−1
=

(n2n1)
−1. Therefore we can express w as w = p′

1n1 p′

2n−1
1 (n1n2)p′

3(n1n2)
−1.
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As was mentioned before the lemma, we fixed a preferred g j ∈ π1(N ) ∗ Z with
ϕ(g j ) = ϕ(g̃k). Arguing as in Construction 6.5 (when we showed that the choice
of the gi is immaterial), up to commutators in [ker(ϕ), ker(ϕ)], we can replace
g̃k p′

k g̃−1
k with g j p′

k g−1
j . Next, working in H1(ker(ϕ)) = ker(ϕ)ab and collecting

terms with the same conjugating element g j , we obtain an element of the form∑
j [g j p j g−1

j ], where p j =
∏

{k|ϕ(g̃k)=ϕ(g j )}
p′

k . We can therefore define a map

2 : H1(ker(ϕ)) → A[t±1
], [w] 7→

∑
j

θ(p j )ϕ(g j ).

One checks that the map 2 is a homomorphism and is the inverse to 9. Thus 9 is
an isomorphism. □

We are now able to describe the action of hAut+ϕ (Y ) on H1(Y ; Z[t±1
]).

Proposition 6.7. Let atℓ
∈ H1(Y ; Z[t±1

]) ∼= A[t±1
]. The action of f ∈ hAut+ϕ (Y )

sends atℓ
7→ a′tk+ℓ, for some k ∈ Z and for some element a′

∈ A having the same
order as a.

Proof. As in Construction 6.5, we can represent any element of A[t±1
] as a sum of

θ(p)ϕ(g), where p ∈ π1(N ) and g ∈ π1(N ) ∗ Z. We will describe f∗(θ(p)ϕ(g)).
In fact, since we have the commutative diagram of isomorphisms

A[t±1
]

9

∼= //

f∗ ∼=

��

H1(ker(ϕ))

f∗ ∼=

��

A[t±1
]

9

∼= // H1(ker(ϕ))

it is equivalent to describe 9−1
◦ f∗ ◦ 9(θ(p)ϕ(g)). First, the definition of 9

implies that 9(θ(p)ϕ(g)) = [gpg−1
] ∈ H1(ker(ϕ)). Applying f∗, we then obtain

[ f∗(g) f∗(p) f∗(g)−1
] ∈ H1(ker(ϕ)).

But now, under an isomorphism π1(N )∗Z
∼=−→π1(N )∗Z, every element of π1(N )

is sent to an element of finite order, since π1(N ) is finite. This implies that for every
p ∈ π1(N ), we have that f∗(p) = hp′h−1

∈ π1(N ) ∗ Z for some p′
∈ π1(N ) and

some h ∈ π1(N ) ∗ Z. This follows by considering the cyclic subgroup generated
by f∗(p) and applying the Kurosh subgroup theorem, which implies that a finite
subgroup of a free product of nontrivial groups is a conjugate of a finite subgroup
of one of the factors.

Next, since f∗ is an isomorphism, [ f∗(p)] = [hp′h−1
] has the same order as

[p] in H1(ker(ϕ)). Since they are conjugate, in π1(N ) ∗ Z, we know that hp′h−1

and p′ have the same order. We claim that [hp′h−1
] has the same order as [p′

] in
H1(ker(ϕ)).

To prove the claim, suppose that ord([p′
]) = k. Then [(p′)k

] = 0 ∈ H1(ker(ϕ)),
i.e. (p′)k

∈ ker(ϕ)(1). Since ker(ϕ) is normal, for every x ∈ ker(ϕ) we have that
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hxh−1
∈ ker(ϕ), and therefore since h[x, y]h−1

= [hxh−1, hyh−1
], for every z ∈

ker(ϕ)(1) we have that hzh−1
∈ ker(ϕ)(1). Thus h(p′)kh−1

= (hp′h−1)k
∈ ker(ϕ)(1),

and therefore ord([hp′h−1
])≤ k = ord([p′

]). Since p′ is also a conjugate of hp′h−1,
by symmetry we also have ord([p′

]) ≤ ord([hp′h−1
]), and so we have equality.

This completes the proof of the claim.
The claim implies that in H1(ker(ϕ)) we have

ord([p′
]) = ord([hp′h−1

]) = ord([ f∗(p)]) = ord([p]).

Returning to the main arc of the proof, so far we have

f∗ ◦ 9(θ(p)ϕ(g)) = [ f∗(g) f∗(p) f∗(g)−1
] = [ f∗(g)hp′h−1 f∗(g)−1

]

and it remains to apply 9−1. The effect of 9−1 is θ(p′)ϕ(h)ϕ( f∗(g)) ∈ A[t±1
].

Since f ∈ hAut+ϕ (Y ), we have ϕ ◦ f∗ = ϕ and therefore

f∗(θ(p)ϕ(g)) = 9−1
◦ f∗ ◦ 9(θ(p)ϕ(g)) = θ(p′)ϕ(h)ϕ(g) ∈ A[t±1

].

We can now calculate f∗(atℓ). Pick g ∈ π1(N ) ∗ Z and p ∈ π1(N ) such that we
have ϕ(g) = tℓ and θ(p) = a. Now f∗(atℓ) = f∗(θ(p)ϕ(g)) = θ(p′)ϕ(h)tℓ, so the
lemma follows by writing ϕ(h) = tk and a′

:= θ(p′). Then since [p′
] has the same

order as [p], it follows that a′ has the same order as a. □

We can now prove the main result of this section.

Proposition 6.8. Fix an odd prime q. For M = X2q(U )♮(S1
× D3), the sets

Aut(Bl∂M)/(Aut(λM) × hAut+ϕ (∂M)),

Aut(Bl∂M , µBl∂M )/(Aut(λM) × hAut+,q
ϕ (∂M))

are countably infinite.

Proof. Fix identifications π1(M) = Z and (H2(M; Z[t±1
]), λM) = (Z[t±1

], λ2q).
Lemma 6.1 implies that Aut(Bl∂M)/ Aut(λM) = U (Z[t±1

]/2q)/U (Z[t±1
]). We

know from Proposition 6.2 that U (Z[t±1
]/2q)/U (Z[t±1

]) ∼= Z, every element of
which is of the form (q−1)tn

+ q with n ∈ Z. We will now show that there is a
bijection of sets

Aut(Bl∂M)/(Aut(λM) × hAut+ϕ (∂M)) ∼= Z.

In the notation of Proposition 6.7, we have N = L(2q, 1) with π1(L(2q, 1))∼= Z/2q
as well as A = H1(π1(N )) = π1(N ) = Z/2q .

Using Proposition 6.7, we will argue that any automorphism of the group
H1(∂M; Z[t±1

])∼= (Z/2q)[t±1
] induced by a homotopy equivalence f ∈Aut+ϕ (∂M)

is of the form p(t) 7→±tk p(t), for some k ∈Z. To see this, given p(t)∈ (Z/2q)[t±1
],

by Z[t±1
]-linearity of f∗ we have f∗(p(t)) = p(t) f∗(1). By Proposition 6.7,



INFINITE HOMOTOPY STABLE CLASS FOR 4-MANIFOLDS WITH BOUNDARY 235

f∗(1) = a · tk , for some k ∈ Z and some a ∈ Z/2q. We need to show that a = ±1.
Since f∗ is an isometry of Bl∂M , we also know that a2

= 1 ∈ Z[t±1
]/2q; this holds

because
−1
2q

= Bl∂M(1, 1) = Bl∂M( f∗(1), f∗(1))

= Bl∂M(a · tk, a · tk) =
−a2

2q
∈ Q(t)/Z[t±1

],

which implies that a2
= 1 ∈ Z[t±1

]/2q. Then since a ∈ Z/2q we have that a2
=

1 ∈ Z/2q. Here we used that Bl∂M ∼= −∂λ2q to compute the Blanchfield form
[Conway and Powell 2023, Proposition 3.5].

However the only elements of A = Z/2q with a2
= 1 are ±1 ∈ Z/2q. Indeed

such an a belongs to U (Z/2q) ∼= U (Z/q) × U (Z/2). However U (Z/2) is trivial,
so in fact U (Z/2q) ∼= U (Z/q). We will show that U (Z/q) = {±1}. To see this,
recall that for q an odd prime the units (Z/q)× is a cyclic group of order q − 1,
and in such a group there is precisely one element of order 2. Taken together with
the trivial element there are therefore precisely two solutions to x2

= 1 ∈ (Z/q)×,
namely ±1. So we see that U (Z/2q) ∼= U (Z/q) = {±1}. It follows that a = ±1 and

f∗(p(t)) = p(t) f∗(1) = ±tk p(t),

as asserted above. In particular, observe that the action of a homotopy equivalence
f ∈ hAut+ϕ (∂M) is the same as the action by an element of Aut(λM) ∼= U (Z[t±1

]).
We deduce that

Aut(Bl∂M)/(Aut(λM) × hAut+ϕ (∂M)) ∼= Aut(Bl∂M)/Aut(λM).

But in Proposition 6.2 we computed the latter set to be

Aut(Bl∂M)/Aut(λM) ∼= U (Z[t±1
]/2q)/U (Z[t±1

]) ∼= Z.

The inverse of these isomorphisms sends n ∈ Z to the automorphism given by
multiplying by (q−1)tn

+ q. Since the action of an element of hAut+ϕ (∂M) is the
same as the action by an element Aut(λM) ∼= U (Z[t±1

]), the same can be said
for elements of hAut+,q

ϕ (∂M) ⊆ hAut+ϕ (∂M). As we mentioned in Remark 6.4,
Lemma 6.3 now implies that

Aut(Bl∂M,µBl∂M)/(Aut(λM)×hAut+,q
ϕ (∂M))∼=Aut(Bl∂M)/(Aut(λM)×hAut+ϕ (∂M)).

The second assertion in Proposition 6.8 therefore follows from the first. □
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COUNTEREXAMPLES TO THE
NONSIMPLY CONNECTED DOUBLE SOUL CONJECTURE

JASON DEVITO

A double disk bundle is any smooth closed manifold obtained as the union
of the total spaces of two disk bundles, glued together along their common
boundary. The double soul conjecture asserts that a closed simply connected
manifold admitting a metric of nonnegative sectional curvature is necessarily
a double disk bundle. We study a generalization of this conjecture by drop-
ping the requirement that the manifold be simply connected. Previously,
a unique counterexample was known to this generalization, the Poincaré
dodecahedral space S3/I∗. We find infinitely many 3-dimensional counter-
examples, as well as another infinite family of flat counterexamples whose
dimensions grow without bound.

1. Introduction

Suppose B− and B+ are closed smooth manifolds and that DB± → B± are disk bun-
dles over them, possibly of different ranks. Suppose in addition that the boundaries
∂DB± of DB± are diffeomorphic, say via a diffeomorphism f : ∂DB− → ∂DB+.
Then we may form a smooth closed manifold M = DB− ∪ f DB+. A manifold
diffeomorphic to one obtained from this construction is called a double disk bundle.
For example, RP2 is a double disk bundle, for it is a union of a disk and a closed
Möbius band. That is, RP2 is a union of a trivial 2-disk bundle over a point together
with nontrivial 1-disk bundle over S1.

Double disk bundles arise naturally in many diverse fields of geometry and
topology. We refer the reader to the introduction of [DeVito et al. 2023] for
numerous examples of this. Our main interest stems from Grove’s double soul
conjecture [2002].

Conjecture 1.1 (double soul conjecture). Suppose M is a closed simply connected
manifold which admits a Riemannian metric of nonnegative sectional curvature.
Then M is a double disk bundle.
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Evidence for this conjecture includes the fact that cohomogeneity one manifolds
(and free isometric quotients by a subaction of the cohomogeneity one action
[Wilking 2007]), which are one of two main building blocks for nonnegatively
curved manifolds, admit such a structure [Mostert 1957; Galaz-García and Zarei
2018]. In addition, Cheeger [1973] showed that the connect sum of two compact
rank one symmetric spaces (CROSS) admits a metric of nonnegative sectional
curvature. As a CROSS with a small open ball removed has the structure of a disk
bundle, these manifolds also verify the double soul conjecture. In addition, Cheeger
and Gromoll’s soul theorem [1972] gives an analogous theorem for noncompact com-
plete Riemannian manifolds of nonnegative sectional curvature. The conjecture has
also been verified for many other examples, including all known simply connected
positively curved manifolds [DeVito et al. 2023, Theorem 3.3], simply connected
biquotients in dimension at most 7 [González-Álvaro and Guijarro 2023], and
simply connected homogeneous spaces of dimension at most 10 [González-Álvaro
and Guijarro 2023]. We recall that a biquotient is the quotient of a Riemannian
homogeneous space by a free isometric action, and comprise the other main building
block of nonnegatively curved manifolds.

The conjecture also implies some classification results. For example, if true, then
it would follow that our known list of nonnegatively curved simply connected 4
and 5-dimensional manifolds is complete [Ge and Radeschi 2015, Theorem 1.1;
DeVito et al. 2023, Theorem B].

Grove [2002] noted that the natural generalization of Conjecture 1.1 to nonsimply
connected manifolds is false: the Poincaré dodecahedral space S3/I ∗ admits a
positively curved Riemannian metric, but does not support a double disk bundle
structure. However, this was previously the only known counterexample to the
generalized conjecture. As such, it is natural to search for more, with various
topological and geometric properties. Our main result supplies infinitely many
counterexamples to the generalized conjecture, on opposite ends of the nonnegative
curvature landscape.

Theorem 1.2. There are infinitely many closed Riemannian 3-manifolds of positive
sectional curvature which are not double disk bundles. In addition, there are
infinitely many closed flat manifolds which are not double disk bundles.

The 3-manifold family consists of infinitely many nontrivial isometric quotients
of a round S3. The homogeneous spaces S3/I ∗, S3/O∗, S3/T ∗, where I ∗, O∗,
and T ∗ are the binary icosahedral, octahedral, and tetrahedral groups are among
these examples.

In fact, S3/I ∗, S3/O∗, and S3/T ∗ are the only homogeneous spaces among
our examples. It is thus natural to wonder if there are more. This leads to the
obvious question:
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Question 1.3. Are there infinitely many homogeneous spaces which are not double
disk bundles?

Given that the three homogeneous examples of Theorem 1.2 are quotients of S3,
one is tempted to answer Question 1.3 by looking at homogeneous quotients of
spheres of higher dimension. However, we prove that S3/I ∗, S3/O∗, and S3/T ∗

are the only homogeneous quotients of a sphere, in any dimension, which are not
double disk bundles; see Proposition 4.9.

The other infinite family, the closed flat manifolds, are precisely those with trivial
first homology group. The construction of such flat manifolds is rather abstract,
so we have been unable to determine which dimensions these examples appear.
However, we can show they exist in arbitrarily large dimensions.

We stress that all of our examples have nontrivial fundamental groups, so the
double soul conjecture remains open. In fact, all of our examples have nonnilpotent
fundamental groups, so the generalized double soul conjecture is still open for
nilpotent manifolds.

We now give an outline of the proof of Theorem 1.2, beginning with the
3-dimensional examples. We first prove that if M3 has a metric of positive sectional
curvature and is a double disk bundle, then it must have a double disk bundle
structure where the common boundary ∂DB−

∼= ∂DB+ is diffeomorphic to a
sphere S2 or to a torus T 2. We then classify all disk bundles whose total space
has boundary diffeomorphic to S2 or T 2, and then consider all possible ways of
gluing these together. The double disk bundle decomposition lends itself to the
use of the Seifert–van Kampen theorem, so we are able to compute presentations
for all the resulting fundamental groups. The end conclusion is that a positively
curved M3 admits a double disk bundle decomposition if and only if it is a lens
space or a particular Z/2Z quotient of a lens space, a so-called prism manifold.
From the known classification of fundamental groups of spherical 3-manifolds
[Wolf 2011, Section 7.5], we obtain infinitely many examples which are not
double disk bundles. It is worth noting that the examples we find are the only
3-dimensional counterexamples to the double soul conjecture, even under the weaker
assumption that M has a Riemannian metric of nonnegative sectional curvature;
see Remark 4.3.

For the flat examples, enumerating all the possibilities for the common bound-
ary ∂DB−

∼= ∂DB+ is not feasible, so we proceed differently. We first show in
Proposition 3.6 that for any manifold covered by a contractible manifold, any double
disk bundle decomposition must have both disk bundles of rank 1. On the other
hand, we also establish (Proposition 3.2) that if a manifold admits a double disk
bundle structure with at least one double disk bundle has rank 1, then the manifold
must have a nontrivial double cover, which in turn implies that the first homology
group surjects onto Z/2Z. Thus, any flat manifold with trivial first homology group
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cannot be a double disk bundle. Such flat manifolds have been constructed by Igor
Belegradek [2022], providing the examples.

An outline of the paper follows. In Section 2, we cover the required background
and set up notation. Section 3 contains general results on the topology of double
disk bundles especially in the case where at least one disk bundle has rank 1. In
Section 4, we classify the nonnegatively curved 3-manifolds which are double disk
bundles, finding that some positively curved examples are not double disk bundles.
Finally, Section 5 contains the results concerning flat manifolds.

2. Background and notation

Suppose B− and B+ are closed manifolds and that Dℓ±+1
→ DB± → B± are disk

bundles. We assume their boundaries are diffeomorphic, say by a diffeomorphism
f : ∂DB− → ∂DB+. Then we can form the closed manifold M = DB− ∪ f DB+

by gluing DB− and DB+ along their boundary. A manifold obtained via this
construction is called a double disk bundle.

Restricting the projection maps to their respective boundaries, we obtain sphere
bundles Sℓ± → ∂DB± → B±. The numbers ℓ± ≥ 0 will always refer to the
dimension of these fiber spheres. We will use L to denote the diffeomorphism
type of the common boundary. We will borrow language from the field of sin-
gular Riemannian foliations, and refer to L as the regular leaf and the B± as the
singular leaves.

As was shown in [DeVito et al. 2023, Proposition 4.1], if a connected closed
manifold M admits a double disk bundle decomposition, then it necessarily admits
one where both B± are connected. Thus we can and will always assume that in any
double disk bundle decomposition, both singular leaves B± are connected. Using
the sphere bundles Sℓ± → L → B±, the condition that both B± are connected
implies that L has at most 2 components, and that L is connected unless B− and B+

are diffeomorphic, ℓ− = ℓ+ = 0, and L ∼= S0
× B−

∼= S0
× B+.

The decomposition of M into two disk bundles is ideal for applying the Mayer–
Vietoris sequence in cohomology, as well as the Seifert–van Kampen theorem for
fundamental groups, at least when L is connected. In this context, we note that
contracting the fiber disks in either DB± provides a deformation retract of DB±

to B±, and the inclusion map L ∼= ∂DB± ⊆ DB± becomes homotopic to the sphere
bundle projection L → B± under this deformation retract.

3. Some general structure results for double disk bundles

In this section, we will collect several needed facts regarding the relationship
between the fiber sphere dimensions ℓ± and coverings. We begin with some general
structure results where at least one ℓ± = 0.
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Lemma 3.1. Suppose S0
→ L → B is a sphere bundle with ℓ = 0 and B a

connected smooth manifold. There is a smooth free involution σ : L → L with L/σ
diffeomorphic to B.

Proof. Because S0 consists of two points, the sphere bundle is nothing but a double
cover. If L is disconnected, it follows that L ∼= S0

× B and the required involution
σ simply interchanges the two copies of B.

On the other hand, if L is connected, the covering L → B is characterized by an
index 2-subgroup of π1(B), which is necessarily normal. Hence, the covering is
regular, so the deck group is isomorphic to Z/2Z. Then one can take σ to be the
nontrivial element of the deck group. □

Proposition 3.2. Suppose M is a connected manifold and M = DB− ∪ f DB+ is a
double disk bundle with ℓ− = 0. Then M admits a nontrivial double cover of the
form M = DB+ ∪g DB+ for some diffeomorphism g : L → L. That is, M has a
double disk bundle decomposition where each half is a copy of DB+.

Proof. Because ℓ− = 0, Lemma 3.1 gives a free involution σ : L → L with
quotient B−. We now form M as the union

M = (DB+ × {−1})∪σ◦ f L × [−1, 1] ∪ f (DB+ × {1}),

where DB+ ×{−1} is glued to L ×{−1} and DB+ ×{1} is glued to L ×{1}. From
[Kosinski 1993, Chapter VI, Section 5], the union (DB+ ×{−1})∪σ◦ f L ×[−1, 1]

is diffeomorphic to DB+, so M is diffeomorphic to a double disk bundle with both
halves a copy of DB+.

Thus, we need only show that M is a double cover of M . To that end, we define
a free involution ρ on M whose quotient is M . Given (x,±1) ∈ DB+ ×{±1}, we
define ρ(x,±1)= (x,∓1). In other words, ρ interchanges the two copies of DB+

on the “ends” of M . In addition, we define the action of ρ on L×[−1, 1] by mapping
a point (y, t) to (σ (y),−t). It is easy to verify that this is the required involution. □

If both ℓ± = 0, then applying Proposition 3.2 gives a double cover which again
has both ℓ± = 0. Hence, we can iterate this procedure. This shows that a manifold
can only admit a double disk bundle decomposition with both ℓ± = 0 if π1(M) is
infinite. In fact, while it will not be needed in the remainder of the paper, it turns
out that a double cover of M fibers over S1.

Proposition 3.3. Suppose M is a connected manifold which admits a double disk
bundle structure with both ℓ− = ℓ+ = 0 and regular leaf L. Then π1(M) is infinite,
and M has a double cover M which fibers over S1 with fiber L.

Proof. We have already proven the first statement, so we focus on the second. By
assumption, we may write M = DB+∪ f DB− for some diffeomorphism f : L → L .
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As both ℓ± = 0, Lemma 3.1 gives a pair of free involutions σ± : L → L with
L/σ± diffeomorphic to B±. Both σ± extend to involutions on L × [−1, 1] defined
by (y, t) 7→ (σ±(y),−t). The quotient (L × [−1, 1])/σ± is clearly diffeomorphic
to DB±.

Now, take two copies of L ×[−1, 1], which we will refer to as the left copy and
right copy. We glue (y, 1) in the left copy to ( f (y), 1) in the right copy, and we
glue (y,−1) in the left copy to (σ+( f (σ−(y))),−1) to form the manifold M .

From [Kosinski 1993, Chapter VI, Section 5], if we only do the gluing of (y, 1)
to ( f (y), 1), the resulting manifold is diffeomorphic to L ×[−1, 1]. Thus, M has
the structure of a mapping torus for some self diffeomorphism of L , so is a bundle
over S1 with fiber L .

It remains to see that M is a double cover of M . To that end, we define a free
involution ρ on M with quotient M as follows. On the left copy of L ×[−1, 1], ρ
acts by (y, t) 7→ (σ−(y),−t). On the right copy, ρ acts by (y, t) 7→ (σ+(y),−t).
Once again, it is easy to verify this has the desired properties. □

Remark 3.4. In Proposition 3.3, if L is disconnected, then M itself fibers over S1.
On the other hand, if L is connected, passing to a double cover is sometimes
necessary to obtain the bundle structure. For example, if M = RPn#RPn with
n ≥ 3, then M has a double disk bundle structure with both ℓ± = 0. Indeed, RPn

with a ball removed is a diffeomorphic to the total space of the disk bundle in
the tautological bundle over RPn−1. But M does not fiber over S1 because its
fundamental group π1(M)∼= (Z/2Z)∗(Z/2Z) has abelianization (Z/2Z)⊕(Z/2Z),
so does not surject onto Z.

The next proposition describes how double disk bundles act with respect to
covering maps.

Proposition 3.5. Suppose M is a connected manifold which admits a double disk
bundle structure with both ℓ± ≥ 1. If ρ : M ′

→ M is any nontrivial covering (in
the sense that M ′ is connected), then M ′ is a double disk bundle with regular leaf
L ′

:= ρ−1(L), singular leaves B ′
±

:= ρ−1(B±), and with ℓ′
±

= ℓ±. In addition, each
of L ′, B ′

+
, and B ′

−
are connected.

Proof. Since a covering map is a submersion, everything except the connectedness
of L ′, B ′

±
is a direct consequence of [DeVito et al. 2023, Proposition 3.1d]. Thus,

we need only show the connectedness of L ′ and B ′
±

. As both B ′
±

are the continuous
image of the sphere bundle projections L ′

→ B ′
±

, it is sufficient to show that L ′ is
connected.

So, we now show that L ′ is connected. Because ρ is a covering, so is ρ|L ′ : L ′
→ L .

In addition, since at least one ℓ± ≥ 1, L must be connected. Thus, to show L ′ is
connected, it is sufficient to select x ∈ L , and show that any pair of points in ρ−1(x)
can be connected by a path in L ′. Let x1, x2 ∈ ρ−1(x).
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Because M ′ is connected, we may connect x1 and x2 by a path γ ′
: [0, 1] → M ′

in M ′. Then γ := ρ ◦ γ ′ is a closed curve in M .
We claim that γ is homotopic rel endpoints to a closed curve α lying entirely

in L . To see this, note that γ represents an element of π1(M, x), so we need to
show the map π1(L , x)→ π1(M, x) induced by the inclusion L → M is surjective.

The Seifert–van Kampen theorem applied to the double disk bundle decompo-
sition of M shows that any curve in M is, up to homotopy rel endpoints, a finite
concatenation of curves in DB+ and DB−. Because both ℓ± ≥ 1, the long exact
sequence in homotopy groups implies the maps π1(L)→ π1(DB±)∼= π1(B±) are
surjective, so each curve in DB+ or DB− is homotopic rel end points to one lying
entirely in L . In particular, γ is homotopic rel end points to a curve α in L .

Now, since ρ : L ′
→ L is a covering, it is, in particular, a fibration. As γ has a

lift to M ′, α must lift to a curve α′
: [0, 1] → M ′. Since the homotopy from γ to α

fixed the end points and the fiber of ρ is discrete, α′ must have the same endpoints
as γ ′. That is, α′ is a curve connecting x1 and x2 with image in L ′. This completes
the proof that L ′ is connected, and thus, of the proposition. □

In the special case that M is aspherical, i.e., the universal cover of M is con-
tractible, we can completely characterize the possibilities for the fiber sphere
dimensions ℓ± for any double disk bundle structure on it.

Proposition 3.6. Suppose M is an aspherical manifold which admits a double
disk bundle structure. Then both ℓ− = ℓ+ = 0. That is, both fiber spheres are
0-dimensional.

Proof. We assume for a contradiction that M has a double disk bundle decomposition
with say, ℓ− > 0. This implies that the regular leaf L is connected. If ℓ+ = 0, then
Proposition 3.2 implies that M has a double cover admitting a double disk bundle
structure with both ℓ± > 0. Noting that the double cover of an aspherical manifold
is aspherical, we may therefore assume that both ℓ± > 0.

In this case, we consider the universal cover ρ : M ′
→ M . From Proposition 3.5,

we obtain a double disk bundle structure on M ′ with regular leaf L ′ and singular
leaves B ′

±
connected. We will conclude the proof by showing that M ′ has no such

double disk bundle structure. Specifically, we will show that H t (ℓ++ℓ−)(L ′
; Z/2Z)

is nontrivial for all t ≥ 0, contradicting the fact that L ′ is a finite-dimensional
manifold. Set R = Z/2Z for legibility.

Because M ′ is contractible, the Mayer–Vietoris sequence for the double disk
bundle decomposition of M ′ yields isomorphisms

ψk : H k(B ′

−
; R)⊕ H k(B ′

+
; R)→ H k(L ′

; R)

for each k ≥ 1 (and that ψ0 is surjective). Recalling that ψk is nothing but the
difference in the maps induced by the sphere bundle projections L ′

→ B ′
±

, it
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follows that each map H k(B ′
±
; R) → H k(L ′

; R) must injective. Since both B ′
±

are connected, we have Gysin sequences associated to L ′
→ B ′

±
; injectivity of

H∗(B ′
±
; R) → H∗(L ′

; R) then implies via the Gysin sequence that the R-Euler
classes e± of both bundles L ′

→ B ′
±

are trivial. In more detail, in the sequence

H 0(B ′

±
; R) ∪e±

−−→ H ℓ±+1(B ′

±
; R)→ H ℓ±+1(L ′

; R),

the first map has image generated by e± while the while the second map is injective.
Exactness at the middle term then forces e± = 0. We thus have group isomorphisms

H∗(L ′
; R)∼= H∗(B ′

+
; R)⊗ H∗(Sℓ+; R)∼= H∗(B ′

−
; R)⊗ H∗(Sℓ−; R),

where the inclusions H∗(B ′
±
; R)→ H∗(B ′

±
; R)⊗ H∗(Sℓ±; R) are the obvious ones.

We will now prove that H t (ℓ−+ℓ+)(L ′
; R) ̸= 0 for all t ≥ 0 by induction. The

base case is clear, as it is simply the assertion that H 0(L ′
; R) ̸= 0.

Now, assume that H t (ℓ−+ℓ+)(L ′
; R) is nonzero for some t ≥ 0. Since ψk for

k := t (ℓ+ + ℓ−) is surjective, there must therefore be a nonzero element x in at
least one of H k(B ′

±
; R). We assume without loss of generality that x ∈ H k(B ′

+
; R).

If y± ∈ H ℓ±(Sℓ±; R) ∼= R is the nonzero element, then the element x ⊗ y+ ∈

H k+ℓ+(L ′
; R) is nonzero, and not in the image of H k+ℓ+(B ′

+
; R). Since ψk+ℓ+

is surjective, it now follows that H k+ℓ+(B ′
−
; R) ̸= 0. Suppose z ∈ H k+ℓ+(B ′

−
; R)

is such a nonzero element. Then the element z ⊗ y− ∈ H (t+1)(ℓ−+ℓ+)(L ′
; R) is

nonzero, completing the induction. □

We will also need a proposition regarding orientability.

Proposition 3.7. Suppose M is a double disk bundle and that M is orientable. Then
so is the regular leaf L.

Proof. Because L is the boundary of both disk bundles, L must have trivial normal
bundle. Then T M |L = T L ⊕ 1 with 1 denoting a trivial rank 1 bundle. Computing
the first Stiefel–Whitney class using the Whitney sum formula, we find

0 = w1(T M |L)= w1(T L)+w1(1)= w1(T L).

Thus w1(T L)= 0, so L is orientable. □

4. 3-dimensional examples

The goal of this section is to prove the following theorem.

Theorem 4.1. Suppose M3 is a closed manifold admitting a metric of positive
sectional curvature. Then M is a double disk bundle if and only if M is S3, a lens
space L(p, q), or a prism manifold.
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By definition, a lens space L(p, q) (where gcd(p, q) is necessarily 1) is the
quotient of S3 by a free isometric action by the cyclic group Z/pZ ⊆ S1

⊆ C

acting on S3
⊆ C2 via µ ∗ (z1, z2) = (µz1, µ

q z2). Also, by definition, a prism
manifold is an isometric quotient of a round S3 with fundamental group isomorphic
to ⟨a, b | aba−1b = 1, a2β

= bα⟩, where gcd(α, β)= 1. Prism manifolds include the
homogeneous spaces S3/D∗

4n , where D∗

4n is the order 4n group generated by e2π i/n

and j in the group Sp(1) of unit length quaternions.
From, e.g., [McCullough 2002, Table 1], the homogeneous 3-manifolds which

are covered by S3 consists of precisely the lens space L(p, 1), the prism manifolds
S3/D∗

4n , and the spaces S3/T ∗, S3/O∗, or S3/I ∗, where T ∗, O∗, and I ∗ are the
binary tetrahedral, octahedral, and icosahedral groups respectively. In addition,
from e.g., [Wolf 2011, Section 7.5], the product of any of these fundamental groups
with a cyclic group of relatively prime order is again the fundamental group of a
positively curved 3-manifold. Thus, Theorem 4.1has the following corollary.

Corollary 4.2. There are infinitely many positively curved 3-manifolds which do
not admit a double disk bundle structure. These examples include precisely three
homogeneous examples: S3/T ∗, S3/O∗, and S3/I ∗, where T ∗, O∗, and I ∗ are the
binary tetrahedral, octahedral, and icosahedral groups respectively.

Remark 4.3. By using work of others, it is easy to extend Theorem 4.1 to nonneg-
atively curved 3-manifolds. Hamilton [1982, main theorem; 1986, Theorem 1.2]
showed a closed 3-manifold M admitting a metric of nonnegative sectional curvature
is covered by S3, S2

×S1, or T 3. If M is covered by S2
×S1, then M is diffeomorphic

to S2
× S1, RP2

× S1, RP3#RP3, or to the unique nontrivial S2 bundle over S1

[Tollefson 1974]. Clearly for each of these possibilities, M is a double disk bundle.
If M is covered by T 3, then from [Scott 1983, p. 448], M is a double disk bundle.

We now work towards proving Theorem 4.1. For the remainder of this section,
M denotes a 3-manifold of positive sectional curvature. From [Hamilton 1982,
main theorem], M is finitely covered by S3, so has finite fundamental group. A
simple application of the Lefschetz fixed point theorem implies that M must be
orientable. From Proposition 3.3, at least one of ℓ±> 0, which, in particular, implies
that L is connected.

Proposition 4.4. Suppose M is a closed orientable 3-manifold which admits a dou-
ble disk bundle decomposition with at least one fiber sphere of positive dimension.
The regular leaf L must be diffeomorphic to either S2 or T 2.

Proof. Assume without loss of generality that ℓ+ > 0. This implies that L is
connected. Since L is 2-dimensional and an Sℓ+-bundle over B+, we must have
ℓ+ ∈ {1, 2}. If ℓ+ = 2, the fiber inclusion map S2

→ L is an embedding between
closed manifolds of the same dimension, hence a diffeomorphism. If ℓ+ = 1, then



248 JASON DEVITO

the Euler characteristic χ(L)=χ(S1)χ(B+)= 0, so L must be T 2 or a Klein bottle.
But L must be orientable from Proposition 3.7. □

We will proceed by breaking into cases depending on whether L = S2 or L = T 2.
We will classify all disk bundles whose boundary is diffeomorphic to L , and then
classify ways of gluing the corresponding disk bundles. Using a collar neighborhood,
it easy to see that if two gluing maps are isotopic, then the corresponding double disk
bundles are diffeomorphic. The following lemma provides another circumstance
where the double disk bundles are diffeomorphic.

Lemma 4.5. Suppose X and Y are manifolds with boundary and f : ∂X → ∂Y is
a diffeomorphism. Assume in addition that G : X → X is a diffeomorphism with
g := G|∂X : ∂X → ∂X. Then the manifolds X ∪ f Y and X ∪ f ◦g Y are diffeomorphic.

Proof. We define a diffeomorphism φ : X ∪ f ◦g Y → X ∪ f Y by mapping x ∈ X
to φ(x) = G(x) and mapping y ∈ Y to φ(y) = y. It is obvious that φ is a diffeo-
morphism, if it is well defined.

We now check that it is well-defined. If we first identify x ∈ ∂X with f (g(x))
and then apply φ, we obtain the point f (g(x)). On the other hand, if we first
apply φ and then identify with ∂Y , we get φ(x)= G(x)= g(x)∼ f (g(x)). □

Proposition 4.6. Suppose M is a double disk bundle with regular leaf L = S2.
Then, M is diffeomorphic to S3, RP3, or RP3#RP3.

Proof. To begin with, note there are precisely two isomorphism types of sphere
bundles with total space S2: they are S2

→ S2
→{p}, and S0

→ S2
→ RP2. Since a

diffeomorphism of either S0 or S1 extends to a diffeomorphism of the corresponding
disk, both of these extend uniquely to disk bundles. Moreover, Diff(S2) deformation
retracts to O(2) [Smale 1959], so we may assume our gluing map is either the
identity or the antipodal map. Both options extend to a diffeomorphism of the
3-ball B3, so by Lemma 4.5 the choice of gluing map is irrelevant if either B± ={p}.

If we have B+ = B− = {p}, then M is obtained by gluing two 3-balls along
their boundary S2, so M is diffeomorphic to S3 in this case. If we have B+ = {p}

and B− = RP2, then gluing gives RP3. Finally, if we have B+ = B− = RP2, we
obtain RP3# ± RP3. But RP3 admits an orientation reversing diffeomorphism, so
RP3# − RP3 is diffeomorphic to RP3♯RP3. □

We now classify all double disk bundles with regular leaf L = T 2 and with at
least one ℓ± > 0, which completes the proof of Theorem 4.1.

Proposition 4.7. Suppose M admits a double disk bundle structure with regular
leaf L = T 2 and with ℓ+ > 0. Then either π1(M) is abelian, or M is a prism
manifold.
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Remark 4.8. The classification of 3-manifolds with π1(M) abelian is well known
[Aschenbrenner et al. 2015, Section 1.7, Table 2]. The only such examples which
are covered by S3 are the lens spaces L(p, q). Each of these is well-known to
be a double disk bundle, e.g., they are all quotients of S3 via a subaction of the
well-known cohomogeneity one action of T 2 on S3. The examples which are not
covered by S3 are covered by S2

× S1, so are all double disk bundles by Remark 4.3.

Proof. The assumption that ℓ+ > 0 implies that ℓ+ = 1, so B+ = S1. An S1-bundle
over S1 is determined by an element of π0(Diff(S1)). Since Diff(S1) deformation
retracts to O(2), there are precisely two S1-bundles over S1. Of course, one has
total space K , the Klein bottle. Thus, there is a unique S1 bundle over S1 with total
space T 2, the trivial bundle.

If ℓ− = 2, the fiber inclusion S2
→ T 2 must be an embedding, giving an obvious

contradiction. Hence, ℓ− ∈ {0, 1}. Of course, if ℓ− = 1, then the bundle L → B−

must be the trivial bundle as in the previous paragraph. On the other hand, if ℓ− = 0,
then L → B− is a 2-fold covering, so B− is diffeomorphic to either T 2 or K .

Each of these S1-bundles extends to a disk bundle in a unique way. In addition,
Diff(T 2) deformation retracts to Gl2(Z) [Farb and Margalit 2012, Theorem 2.5], so
we can always assume our gluing map lies in Gl2(Z). Moreover, the diffeomorphism[ 1

0
0

−1

]
of T 2

= ∂(D2
× S1) extends to a diffeomorphism of DB+

∼= D2
× S1, so

Lemma 4.5 implies that we may assume our gluing map lies in Gl+2 (Z).
Applying the Seifert–van Kampen theorem to the double disk decomposition of

M , we note that since ℓ+ = 1, the map π1(L)→ π1(B+) is surjective. This implies
that π1(M) is isomorphic to a quotient of π1(DB−)= π1(B−). Thus, if B− ̸= K ,
then π1(M) is necessarily abelian.

So, we assume B− = K , and that the gluing map is determined by a matrix[
α β

γ δ

]
∈ Gl+2 (Z).

We have presentations

π1(S1)= ⟨a⟩, π1(T 2)∼= ⟨b, c | [b, c] = 1⟩, and π1(K )= ⟨d, e | ded−1e = 1⟩.

The unique abelian index 2 subgroup of π1(K ), which is isomorphic to π1(T 2),
is generated by {d2, e}. Therefore, by picking a new generating set for π1(T 2) if
necessary, we may assume the map π1(T 2)→ π1(K ) maps b to d2 and c to e.

We claim that, in addition, we may choose the projection map T 2
→ S1 to map b to

a and c to the identity. We begin with the standard projection onto the second factor
p2 : T 2

= S1
× S1

→ S1. This maps (1, 0) ∈ π1(T 2)∼= Z2 to the identity and (0, 1)
to a. Since {b, c} generates π1(T 2), there is an element of f ∈ Gl2(Z)≃ Diff(T 2)

which maps c to (1, 0) and b to (0, 1). Then the composition p2 ◦ f : T 2
→ S1 is

a (trivial) fiber bundle with fiber S1 which maps c to the identity and b to a.
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Note that under the gluing map
[
α
γ
β
δ

]
, the map

π1(T 2)

[
α
γ
β
δ

]
−−−→ π1(T 2)→ π1(S1)

is therefore given by b 7→ bαcγ 7→ aα, and c 7→ bβcδ 7→ aβ , where we have used
multiplicative notation rather than additive for both π1(T 2)∼= Z2 and π1(S1)∼= Z.
Thus, the Seifert–van Kampen theorem gives

π1(M)∼= ⟨a, d, e | ded−1e = 1, aα = d2, aβ = e⟩.

We claim that this is isomorphic to

⟨d, e | ded−1e = 1, d2β
= eα⟩,

so that M has the fundamental group of a prism manifold.
To that end, we first note that the generator a in the first presentation is unnec-

essary. Indeed, we have αδ−βγ = 1, so

a1
= aαδ−βγ = (aα)δ(aβ)−γ = d2δe−γ .

Thus, we need only demonstrate that the relations in the first presentation are
consequences of the relations in the second, and vice versa.

So, assume initially that both aα = d2 and aβ = e. Raising the first relation to
the power of β, and the second to the power of α, we obtain

d2β
= aαβ = eα,

so the relations in the first presentation imply those in the second. Conversely,
assuming d2β

=eα , noting that d2 commutes with everything, and setting a =d2δe−γ ,
we find

aα = d2αδe−γα

= d2(1+βγ )e−γα

= d2(d2β)γ (eα)−γ

= d2(eα)γ (eα)−γ

= d2

and likewise, we find that aβ = e.
Thus, π1(M) is isomorphic to the fundamental group of a prism manifold, as

defined above. Since such manifolds are classified up to diffeomorphism by their
fundamental group [Aschenbrenner et al. 2015, Theorem 2.2], M must be a prism
manifold in these cases. □
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We conclude this section by proving that the three homogeneous examples S3/T ∗,
S3/O∗, and S3/I ∗ of Corollary 4.2 are the only homogeneous examples in any
dimension which are covered by a sphere but are not double disk bundles.

Proposition 4.9. Suppose M is a closed homogeneous space which is covered by
a sphere. Then M admits a double disk bundle decomposition, except when M is
diffeomorphic to one of S3/T ∗, S3/O∗, or S3/I ∗.

Proof. From [Wilking and Ziller 2018, Table 2], we see that the homogeneous
spaces nontrivially covered by a sphere are

(a) real projective spaces,

(b) homogeneous lens spaces, or

(c) quotients of S4n−1
⊆ Hn by a nonabelian finite subgroup of Sp(1) acting

diagonally.

Here, a homogeneous lens space is a quotient S2n+1/(Z/mZ), where Z/mZ =

{(z, z, . . . , z) ∈ Cn+1
: zm

= 1}, and H denotes the skew-field of quaternions.
We have a uniform description of these actions: let K ∈ {R,C,H} and set

k = dimR(K). Let G denote any finite subgroup of O(1),U (1) or Sp(1) respectively.
Then G acts freely on Skn−1

⊆ Kn via the diagonal action in each coordinate and
the cases (a), (b), and (c) above correspond to the choice of K.

We first claim that if n ≥ 2 then all such quotients Snk−1/G admit a double disk
bundle decomposition. Indeed, one can simply observe that the block action by
O(n−1)×O(1), U (n−1)×U (1), or Sp(n−1)×Sp(1) on Snk−1

⊆ Kn
= Kn−1

⊕K

is cohomogeneity one, and G acts via a subaction of the block action.
This leaves the case n = 1, which gives the manifolds S0/G, S1/G, or S3/G.

Of course, the first is 0-dimensional, and any quotient S1/G is diffeomorphic to S1,
and thus admits a double disk bundle decomposition. The final case S3/G is given
by Corollary 4.2. □

5. Flat examples

The goal of this section is to prove the following theorem.

Theorem 5.1. There are infinitely many closed flat manifolds, in arbitrarily large
dimension, which are not double disk bundles.

We begin with a proposition which allows us to recognize when a flat manifold
does not admit a double disk bundle decomposition.

Proposition 5.2. Suppose M is a closed flat manifold with H1(M) finite of odd
order. Then M cannot admit a double disk bundle decomposition.
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Proof. Assume for a contradiction that M admits a double disk bundle decomposi-
tion. Since M is flat, the Cartan–Hadamard theorem implies that M is aspherical.
Thus, Proposition 3.6 applies: any double disk bundle decomposition on M must
have both ℓ± = 0. Then, from Proposition 3.2, M admits a nontrivial double cover.
In particular, π1(M) must have an index 2 subgroup, so admits a surjection to Z/2Z.
Since H1(M) is the abelianization of π1(M), this surjection must factor through
H1(M). But no finite group of odd order admits a surjection to Z/2Z, giving a
contradiction. □

In order to prove Theorem 5.1, we need only establish the existence of infinitely
many flat manifolds M in arbitrarily large dimensions with first homology group
H1(M) finite of odd order. In fact, we will find examples with H1(M) trivial. As
H1(M) is the abelianization of π1(M), we are thus tasked with finding an infinite
family of flat manifolds for which π1(M) = [π1(M), π1(M)] is perfect. These
examples are furnished by the following theorem.

Theorem 5.3. Suppose φ is any finite perfect group. Then there is a closed flat
manifold Mφ for which H1(Mφ)= 0 and for which Mφ has holonomy φ.

Recall that the alternating group on n letters, An is perfect if n ≥ 4. We claim
that for n ≥ 7, that dim MAn ≥ n − 1, so Theorem 5.1 immediately follows from
Proposition 5.2 and Theorem 5.3. Indeed, the holonomy group of an n-manifold
is a subgroup of the orthogonal group O(n), and for n ≥ 7, the smallest non-
trivial representation of An occurs in dimension n − 1 [Fulton and Harris 1991,
Problem 5.5].

Thus, to prove Theorem 5.1, we need only to prove Theorem 5.3. We do this
using an argument due to Igor Belegradek [2022].

We will use the following characterization of the fundamental group of a closed
flat manifold.

Theorem 5.4 [Bieberbach 1911; Auslander and Kuranishi 1957]. An abstract
group π is the fundamental group of a closed flat n-manifold if and only if both of
the following conditions are satisfied:

(1) π is torsion free.

(2) π fits into a short exact sequence of the form 0 → Zn
→ π → φ→ 0, where φ

is a finite group.

The finite group φ is called the holonomy of π as it is isomorphic to the holonomy
group of the flat manifold n-manifold with fundamental group π .

We need a lemma, which is [Holt and Plesken 1989, Proposition 2.3.13].
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Lemma 5.5. Suppose a group π fits into a short exact sequence of the form

0 → Zn
→ π → φ → 0,

where φ is a finite group. Then the commutator subgroup π ′
= [π, π] also fits into

a short exact sequence of the form

0 → Zm
→ π ′

→ φ′
= [φ, φ] → 0.

In addition, if φ is perfect, then so is π ′.

We may now prove Theorem 5.3.

Proof of Theorem 5.3. Let φ denote any finite perfect group. From [Auslander and
Kuranishi 1957, Theorem 3] there is an abstract group π satisfying both conditions
of Theorem 5.4. The commutator π ′

= [π, π] is a subgroup of the torsion free
group π , so is torsion free. From Lemma 5.5, π ′ is also perfect, and satisfies the
second condition of Theorem 5.4 with finite quotient φ′

= [φ, φ] = φ. Hence, by
Theorem 5.4, there is a flat manifold Mφ with fundamental group π ′. Since π ′ is
perfect, H1(Mφ)= 0. □
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THE FUNDAMENTAL GROUP OF AN EXTENSION IN
A TANNAKIAN CATEGORY AND THE UNIPOTENT RADICAL

OF THE MUMFORD–TATE GROUP OF AN OPEN CURVE

PAYMAN ESKANDARI AND V. KUMAR MURTY

In the first part, we give a self-contained account of Tannakian fundamental
groups of extensions, generalizing a result of Hardouin (2008; 2011). In the
second part, we use Hardouin’s characterization of Tannakian groups of
extensions to give a characterization of the unipotent radical of the Mumford–
Tate group of an open complex curve. Consequently, we prove a formula that
relates the dimension of the unipotent radical of the Mumford–Tate group of
an open complex curve X \ S with X smooth and projective and S a finite set
of points to the rank of the subgroup of the Jacobian of X supported on S.

1. Introduction

Let X be a smooth complex projective curve and S ⊂ X (C) a finite nonempty set
of points. There is an exact sequence

(1) 0 → H 1(X) → H 1(X \ S)
residue

−−−−→ Q(−1)|S|−1
→ 0

of (rational) mixed Hodge structures, where the first arrow is induced by the
inclusion X \ S ⊂ X . In connection to a new proof of the Manin–Drinfeld theorem
for modular curves, Deligne proved in the 1970s that this sequence splits (or
equivalently, H 1(X \ S) is semisimple) if and only if the rank of the subgroup of the
Jacobian of X supported on S is zero (see [7, Section 10.3] and [8, Remarque 7.5],
and also [11] for another argument).

To any mixed Hodge structure H , one associates an algebraic group called the
Mumford–Tate group of H , which we denote by MT (H). This group can be
defined in at least two equivalent ways: In the original definition, due to Mumford
(and then refined by Serre) in the pure case, MT (H) is the subgroup of GL(HQ)

(where as usual, HQ denotes the underlying rational vector space of H ) which fixes
all Hodge classes of weight zero in finite direct sums of objects of the form

H⊗m
⊗ (H ∨)⊗n (m, n ∈ Z≥0).
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The second definition, which is somewhat more natural and more conceptual, is in
terms of Tannakian formalism: MT (H) is the fundamental group of the Tannakian
subcategory ⟨H⟩ of the category of mixed Hodge structures generated by H (see
Section 2 for a brief reminder on Tannakian fundamental groups; see [1] for the
equivalence of the two definitions). This means that one has a canonical equivalence
of categories between ⟨H⟩ and the category of finite-dimensional representations
of MT (H).

The unipotent radical of MT (H) measures how far H is from being semisimple.
In particular, H is semisimple if and only if the unipotent radical of MT (H) is
trivial. Thus Deligne’s result about H 1(X \ S) can be paraphrased as follows: the
unipotent radical of MT (H 1(X \S)) is trivial if and only if the rank of the subgroup
of the Jacobian of X supported on S is zero.

The unipotent radical of the Mumford–Tate group of a 1-motive (of which
the Mumford–Tate group of H 1(X \ S) is an example) has been studied in great
generality by Bertolin [3; 4] and Jossen [18]. On his path to prove the main theorem
of [18], Jossen gives a characterization of this unipotent radical in Theorem 6.2 of
the same article.

In the case of H 1(X \ S), Jossen’s characterization is the following: Suppose
S = {p0, . . . , pn}. Let P be the identity connected component of the Zariski closure
of the subgroup generated by

(p1 − p0, . . . , pn − p0)

in Jac(X)n , where Jac(X) is the Jacobian of X . Then P itself is an abelian subvariety
of Jac(X)n . Jossen’s theorem asserts that the Lie algebra of the unipotent radical of
MT (H 1(X \ S)) is canonically isomorphic to H1(P). In particular, the dimension
of the unipotent radical of MT (H 1(X \ S)) is twice the dimension of P .

To get a more concrete description (one that does not involve the Zariski closure)
of the dimension of the unipotent radical of MT (H 1(X \ S)), one can note that
linear relations between the points p1 − p0, . . . , pn − p0 with coefficients in the
endomorphism algebra of Jac(X) cut down the dimension of P .

One of the main results of this paper gives a more explicit description of the unipo-
tent radical of MT (H 1(X \ S)) that avoids the Zariski closure (see Theorem 4.9.1).
As a consequence, in the case where Jac(X) is simple, we get the following clean
formula for the dimension of the unipotent radical (see Theorem 4.9.2(b)):

Theorem A. Let X , S, and Jac(X) be as above. Let g, E , and U(H 1(X \ S)) be
respectively the genus of X , the endomorphism algebra End(Jac(X))⊗Q of Jac(X),
and the unipotent radical of the Mumford–Tate group of H 1(X \ S). Suppose that
Jac(X) is simple. Then the dimension of U(H 1(X \ S)) is equal to 2g times the
E-rank of the E-submodule of Jac(X)(C)⊗Q generated by the subgroup supported
on S.
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In the general case where Jac(X) is not necessarily simple, for every division al-
gebra in End(Jac(X))⊗Q we get an upper bound for the dimension of U(H 1(X\S))

(see Theorem 4.9.2(a)).
Let us put this discussion on hold for the moment and go to the abstract setting

of (neutral) Tannakian categories. Let T be a Tannakian category over a field K of
characteristic zero, and ω a fiber functor over K (the example relevant to the earlier
discussion being the category of mixed Hodge structures and the forgetful functor
H 7→ HQ). Suppose we have an extension

(2) 0 → L → M → N → 0

in T. Denoting the Tannakian fundamental groups of objects with respect to ω

by G(−), we have a natural surjection

G(M) → G(L ⊕ N ).

Let U(M) be the kernel of this map (if N and L are semisimple, then U(M) is the
unipotent radical of G(M)). By Tannakian formalism, there is an object

Lie(U(M)) ⊂ Hom(N , L),

whose image under ω is the Lie algebra of U(M). The question of characterization
of Lie(U(M)) has been studied and answered earlier by Hardouin and Bertrand in
the case where N = 1 and L is semisimple: A theorem of Hardouin [15, Theorem 2]
(see also [14]) asserts that in this case, Lie(U(M)) is the smallest subobject of

Hom(1, L) ∼= L

such that the pushforward of (2) along the quotient map

L → L/Lie(U(M))

splits. The result was earlier proved by Bertrand [5, Theorem 1.1] in the setting of
D-modules.

The case of arbitrary semisimple N (with L continued to be semisimple as well)
can be deduced from Hardouin’s result. In this case, the characterization becomes
as follows: If ν is the extension of 1 by Hom(N , L) corresponding to (2) under the
canonical isomorphism

Ext(N , L) ∼= Ext(1, Hom(N , L))

(where Ext means the Yoneda Ext1 group in T), then Lie(U(M)) is the smallest
subobject of Hom(N , L) such that the pushforward of ν under the quotient map

Hom(N , L) → Hom(N , L)/Lie(U(M))

splits.
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The goal of this paper is twofold. Our first goal, to which the first part of the paper
is devoted, is to give a self-contained and general treatment of Tannakian groups
of extensions in characteristic zero. More precisely, in the general setting of the
extension (2) in a Tannakian category, in Theorem 3.3.1 we give a characterization
of Lie(U(M)) as a subobject of Hom(N , L), without assuming that N or L is
semisimple. In the semisimple case, the result simplifies to Hardouin’s characteri-
zation (see Corollary 3.4.1). We also discuss a dual variant of the characterization
of Lie(U(M)) (Theorem 3.5.1 and in the semisimple case, Corollary 3.5.2), which
is more convenient in some settings.

We should point out that the generalization to the nonsemisimple situation is
indeed useful in practical applications: extensions as in (2) with nonsemisimple L
and N arise naturally, for example, in a nonsemisimple Tannakian category with
a weight filtration, e.g., the category of mixed motives. In fact, in [12] we build
on Theorem 3.3.1 to refine a result of Deligne from [18, Appendix] on unipotent
radicals of Tannakian fundamental groups in a Tannakian category with a weight
filtration, and then give applications to mixed motives which have “large” unipotent
radicals of motivic Galois groups (see the aforementioned paper for more details).

The second goal of the paper, to which the second part of the paper is devoted, is to
apply the method of the first part to study the unipotent radical of the Mumford–Tate
group of an open curve. Here we take T to be the category of mixed Hodge structures
and apply results about Tannakian groups of extensions to the extension (1). This
approach leads to a characterization of the unipotent radical of the Mumford–Tate
group of an open curve (see Theorem 4.9.1). The dimension formula and upper
bounds mentioned above follow from this characterization of the unipotent radical
(see Theorem 4.9.2).

The proof of Theorem 4.9.1 has two ingredients: The first ingredient is the
semisimple case of Theorem 3.3.1 due to Hardouin (or more precisely, its dual
variant given in Corollary 3.5.2). This gives a characterization of Lie

(
U(H 1(X\S))

)
as follows: if µ is the element of

Ext(H 1(X)|S|−1, 1)

corresponding to (1) under the canonical isomorphisms

Ext(Q(−1)|S|−1, H 1(X))

∼= Ext(H1(X) ⊗ Q(−1)|S|−1, 1)
Poincaré duality

∼= Ext(H 1(X)|S|−1, 1),

then the orthogonal complement (see Section 3.5) of Lie(U(H 1(X \ S)) is the
largest subobject of H 1(X)|S|−1 on which µ restricts to a split extension. The
second ingredient of the argument is now the calculation of the restrictions of the
extension µ along different maps H 1(X) → H 1(X)|S|−1.
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Theorem 4.9.1 can be deduced alternatively from Jossen’s general characteriza-
tion of the unipotent radical of the Mumford–Tate group of an arbitrary 1-motive
given in [18, Theorem 6.2]. Although Theorem 4.9.1 is weaker than Jossen’s [18,
Theorem 6.2], we hope that the reader might find some value in the simplicity
of our approach and exposition, which solely rely on the general material on
Tannakian groups and the calculation of the relevant extensions in the category of
mixed Hodge structures. This approach can be applied to any situation where the
relevant extensions can be calculated and described nicely. It is also hopefully more
accessible to some audiences.

The paper is organized as follows. In the next section, we recall some basic
generalities about Tannakian categories. In Section 3 we prove the characterizations
of Lie(U(M)) in a general Tannakian category and for general L and N (with
notation as above). A reader not familiar with the language of Tannakian categories
but familiar with properties of the category of mixed Hodge structures may assume
in Sections 2 and 3 that T is the latter category and ω is the forgetful functor. In
Section 4, we come back to the problem of studying the unipotent radical of the
Mumford–Tate group of an open curve, and prove Theorems 4.9.1 and 4.9.2.

2. Preliminaries

In this section we briefly recall a few facts and constructions about Tannakian
categories. For any commutative ring R, let ModR denote the category of R-
modules. Throughout, K is a field of characteristic zero. The categories of groups
and commutative K-algebras are respective denoted by Groups and AlgK . For an
affine group scheme G over K , let Rep(G) be the category of finite-dimensional
representations of G over K . We use the language of [10] for the theory of Tannakian
categories. Our Tannakian categories are all neutral.

2.1. Let T be a Tannakian category over K with unit object 1; thus T is a K-linear
rigid abelian tensor category with the identity 1 of the tensor structure satisfying
End(1) = K , for which there exists a fiber functor, i.e., a K-linear exact faithful
tensor functor

T → ModK .

Let ω be such a functor. Let

Aut⊗(ω) : AlgK → Groups

be the functor that sends a commutative K-algebra R to

Aut⊗(ω ⊗ 1R) := the group of automorphisms of the functor
ω ⊗ 1R : T → ModR

respecting the tensor structures.
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The fundamental theorem of the theory of Tannakian categories [10, Theorem 2.11]
asserts that Aut⊗(ω) is representable by an affine group scheme G(T, ω) over K
(so that Aut⊗(ω) is the functor of points of G(T, ω)), and that the functor

T → Rep(G(T, ω))

sending
M 7→ ωM

(with the natural action of G(T, ω) on ωM) is an equivalence of tensor categories.
We call G(T, ω) the fundamental (or the Tannakian) group of T with respect to ω.

If T′ is also a Tannakian category over K , a tensor functor φ : T′
→ T gives rise

to a morphism
φ#

: G(T, ω) → G(T′, ω ◦ φ)

of group schemes over K , sending an automorphism of ω⊗1R for any K-algebra R to
the obvious automorphism induced on (ω⊗1R)◦φ = (ω◦φ)⊗1R . The morphism φ#

is surjective (or faithfully flat) if and only if φ is fully faithful and moreover, satisfies
the following property: for every M ∈ T′, every subobject of φ(M) is isomorphic
to φ(L) for some subobject L of M (see [10, Proposition 2.21], for instance).
In particular, if T′ is a full Tannakian subcategory of T which is closed under
taking subobjects, then the inclusion T′

⊂ T gives rise to a surjective morphism
G(T, ω) → G(T′, ω|T′), where ω|T′ is the restriction of ω to T′.

2.2. Let M be an object of T. Let ⟨M⟩ denote the full Tannakian subcategory
of T generated by M , that is, the smallest full Tannakian subcategory of T that
contains M , and is closed under taking subobjects (or subquotients). Set

G(M, ω) := G(⟨M⟩, ω|⟨M⟩) = Aut⊗(ω|⟨M⟩);

we refer to this group as the fundamental (or the Tannakian) group of M with
respect to ω. Starting with M and 1, we can obtain every object of ⟨M⟩ by finitely
many iterations of taking direct sums, duals, tensor products, and subquotients. It
follows that the natural map

G(M, ω) → GLωM , σ 7→ σM

(restricting to the action on ωM) is injective, so that, indeed, G(M, ω) is an al-
gebraic group over K . (Here, complying with the standard notation for natural
transformations, σM : ωM → ωM is how σ acts on ωM .) Often we will identify
G(M, ω) as a subgroup of GLωM via the injection above.

Since ⟨M⟩ is closed under taking subobjects, the natural map G(T, ω)→G(M, ω)

(induced by the inclusion ⟨M⟩ ⊂ T) is surjective. The kernel of this map consists of
all σ ∈ G(T, ω) such that σM is identity (then by functoriality, σN is also identity
for every N ∈ ⟨M⟩).



THE UNIPOTENT RADICAL OF THE MUMFORD–TATE GROUP OF AN OPEN CURVE 261

2.3. For any algebraic group G, let Lie(G) be the Lie algebra of G. Let N be a
normal subgroup of G(M, ω). Consider the adjoint representation

(3) Ad : G(M, ω) → GLLie(N ) .

In view of the equivalence of categories

(4) ⟨M⟩ → Rep(G(M, ω)), A 7→ ωA,

there is a canonical object Lie(N ) in ⟨M⟩ with

ωLie(N ) = Lie(N ),

such that the natural action of G(M, ω) on ωLie(N ) (through the definition of
G(M, ω) as the group of tensor automorphisms of the functor ω) coincides with
the adjoint representation (3).

3. The fundamental group of an extension

The goal of this section is to study the fundamental group of an extension in a
Tannakian category. As before, let T be a Tannakian category over a field K of
characteristic zero. Fix a fiber functor ω : T → ModK . We shall drop ω from the
notation for fundamental groups, and simply write G(M) (for M an object of T).
We use the notation IA for the identity map on an object A of a given category. We
use an unadorned Hom to denote a Hom group in a category of modules, with the
coefficient ring understood from the context. In T or any category of modules, the
dual of an object A is denoted by A∨.

3.1. Let L , M and N be objects of T given in an exact sequence

(5) 0 → L i
−→ M q

−→ N → 0,

where (as indicated in the diagram) the morphisms L → M and M → N are
respectively denoted by i and q.

The inclusion ι : ⟨L ⊕ N ⟩ ⊂ ⟨M⟩ induces a surjective morphism

ι# : G(M) → G(L ⊕ N ).

Let U(M) be the kernel of this map; it consists of those σ ∈ G(M) which act
trivially on ωL ⊕ ωN , or equivalently, on both ωL and ωN (i.e., σL = IωL and
σN = IωN ). Note that while for simplicity we did not incorporate L and N in the
notation for U(M), in general, U(M) will also depend on L and N . Our goal in
this section is to study the group U(M).

First, let us describe the map ι# more concretely. Use the map i (see (5)) to
identify ωL as a subspace of ωM . Moreover, once and for all, choose a section of
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the surjection ωq : ωM → ωN to identify

ωM = ωL ⊕ ωN

(as vector spaces). Then the functor ω applied to the sequence (5) gives

(6) 0 → ωL → ωL ⊕ ωN → ωN → 0,

where the second and third arrows are the inclusion and projection maps.
Let σ be an element of G(M). Since σ is an automorphism of the functor ω, we

have a commutative diagram

0 ωL ωL ⊕ ωN ωN 0

0 ωL ωL ⊕ ωN ωN 0

σL σM σN

It follows that
σM =

(
σL f
0 σN

)
∈ GLωL⊕ωN

for some f ∈ Hom(ωN , ωL). Let

G(M) ⊂ GLωL⊕ωN

be the subgroup consisting of the elements which stabilize ωL . Regarding G(M)

as a subgroup of GLωM = GLωL⊕ωN (via σ 7→ σM ), we have

G(M) ⊂ G(M).

Similarly, for any σ in G(L ⊕ N ),

σL⊕N =

(
σL 0
0 σN

)
∈ GLωL⊕ωN .

Thinking of G(L ⊕ N ) (resp. GLωL × GLωN ) as a subgroup of GLωL⊕ωN via
σ 7→ σL⊕N (resp. the diagonal embedding), we have

G(L ⊕ N ) ⊂ GLωL × GLωN .

The map ι# is then the restriction of

ϕ : G(M) → GLωL × GLωN(
g ∗

0 g′

)
7→

(
g 0
0 g′

)
(g ∈ GLωL , g′

∈ GLωN ).

Let
U (M) := ker(ϕ).
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Thus U (M) is the subgroup of GLωL⊕ωN consisting of the elements of the form(
IωL ∗

0 IωN

)
,

and in particular, is an abelian unipotent group. We have a commutative diagram

(7)
1 U(M) G(M) G(L ⊕ N ) 1

1 U (M) G(M) GLωL × GLωN 1

ι#

ϕ

where the injective arrows are inclusion maps and the rows are exact. Thus

U(M) ⊂ U (M).

Being a subgroup of an abelian unipotent group, U(M) is abelian and unipotent.
As discussed in Section 2.3, the adjoint representation of G(M) gives a canonical

object Lie(U(M)) of ⟨M⟩ whose image under ω is Lie(U(M)). Since U(M) is
abelian, the action of G(M) on Lie(U(M)) factors through an action of G(L ⊕ N ),
so that indeed, the object Lie(U(M)) belongs to the subcategory ⟨L ⊕ N ⟩.

The Lie algebra of U (M) can be identified with

Hom(ωN , ωL)

(with trivial Lie bracket). The exponential map

exp : Lie(U (M)) = Hom(ωN , ωL) → U (M)(K )

(with its inverse denoted by log) is given by

(8) exp( f ) =

(
IωL f
0 IωN

)
.

Let Hom(N , L) denote the internal hom object in the category T. We identify

ω(Hom(N , L)) = Hom(ωN , ωL)

via the canonical isomorphism between the two.
The following observation is standard.

Proposition 3.1.1. The inclusion map

Lie(U(M)) → Hom(ωN , ωL)

is ω of a morphism
Lie(U(M)) → Hom(N , L).

(In other words, Lie(U(M)) can be identified as a subobject of Hom(N , L).)
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Proof. In view of the equivalence of categories (4), it is enough to show that the
natural actions of G(M) on Lie(U(M)) and Hom(ωN , ωL) are compatible. In other
words, we need to show that for any commutative K-algebra R and σ ∈ G(M)(R),
we have

σLie(U(M)) = σHom(N ,L)|Lie(U(M))R ,

where for any vector space V over K , we denote VR := V ⊗ R. We may identify

(ωHom(N , L))R = Hom((ωN )R, (ωL)R))

(Hom in R-modules). Considering the evaluation map N ⊗ N ∨
→ 1 and the

canonical isomorphism Hom(N , L) ∼= N ∨
⊗ L (which after applying ω, are the

corresponding maps in linear algebra), one easily sees that the map σHom(N ,L) is
given by

f 7→ σL ◦ f ◦ σ−1
N ( f ∈ Hom((ωN )R, (ωL)R)).

We now calculate the map σLie(U(M)). By definition, the action of G(M) on
Lie(U(M)) is the restriction of the adjoint representation of G(M) to Lie(U(M)).
Let

f ∈ Lie(U(M))R ⊂ Lie(U (M))R = Hom((ωN )R, (ωL)R).

Then σLie(U(M))( f ) is characterized by

exp(σLie(U(M))( f )) = σM exp( f )σ−1
M ,

where exp is the isomorphism between Lie(U(M)) and U(M) as varieties over K ,
and via the inclusion U(M) ⊂ U (M), is given by (8) (with coefficients extended
to R). Writing

σM =

(
σL h
0 σN

)
,

where h ∈ Hom((ωN )R, (ωL)R), we have

σM exp( f )σ−1
M =

(
σL h
0 σN

) (
I(ωL)R f

0 I(ωN )R

) (
σ−1

L −σ−1
L ◦ h ◦ σ−1

N
0 σ−1

N

)
=

(
I(ωL)R σL ◦ f ◦ σ−1

N
0 I(ωN )R

)
= exp(σL ◦ f ◦ σ−1

N ).

Thus
σLie(U(M))( f ) = σL ◦ f ◦ σ−1

N ,

as desired. □

Remark 3.1.2. (1) The embedding

Lie(U(M)) ⊂ Hom(ωN , ωL)

is independent of the section of ωq used to identify ωM = ωL ⊕ ωN . Indeed, if
we had chosen a different section of ωq and hence a different identification of ωM
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as ωL ⊕ωN , then the resulting embedding G(M) ↪→ GLωL⊕ωN would differ from
the previous one by conjugation by an element of U (M). Since U (M) is abelian,
the two embeddings agree on U(M). Thus our identification of Lie(U(M)) as a
subobject of Hom(N , L) is independent of the choice of the section of ωq .

(2) If L and N are semisimple, then U(M) is the unipotent radical of G(M), and
in particular will only depend on M (and not on the choices of L or N ). (Recall
that L and N are semisimple if and only if the category ⟨L ⊕ N ⟩ is semisimple if
and only if G(L ⊕ N ) is reductive.)

3.2. Before we proceed any further, let us recall a categorical construction. The
extension (5) gives an element of

Ext(N , L),

where Ext denotes the Yoneda Ext1 group in T. Recall that one has a canonical
isomorphism

(9) Ext(N , L) ∼= Ext(1, Hom(N , L)).

Let
ν ∈ Ext(1, Hom(N , L))

be the extension class corresponding to (5) under the canonical isomorphism (9).
Then ν is the class of the extension obtained by first applying Hom(N , −) to the
sequence (5):

0 → Hom(N , L) → Hom(N , M) → Hom(N , N ) → 0,

and then pulling back along the canonical morphism

e : 1 → Hom(N , N )

characterized by the fact that

ωe(1) ∈ ωHom(N , N ) = Hom(ωN , ωN )

is the identity map. Going through this procedure, assuming N ̸= 0, we see that ν

is the class of the extension

(10) 0 → Hom(N , L) → Hom(N , M)†
→ 1 → 0,

where

• Hom(N , M)† is the subobject of Hom(N , M) characterized by

ωHom(N , M)†

= Hom(ωN , ωM)†

:=
{

f ∈ Hom(ωN , ωM) : (ωq) ◦ f = λ( f ) IdωN for some λ( f ) ∈ K
}
,

• after applying ω, the injective arrow is f 7→ (ωi) ◦ f , and
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• after applying ω, the surjective arrow is the map f 7→ λ( f ), where λ( f ) ∈ K is
as in the definition of Hom(N , M)† above.

If N (and hence Hom(N , L)) is zero, then ν is the trivial extension

0 → 0 → 1 → 1 → 0.

For convenience, we set Hom(N , M)†
:= 1 in this case.

3.3. We are ready to give the characterization of the subobject Lie(U(M)) of
Hom(N , L). To simplify the notation, we identify Hom(N , L) with its image under
the injection Hom(N , L) → Hom(N , M)†.

Theorem 3.3.1. Let A be a subobject of Hom(N , L). Then A contains Lie(U(M))

if and only if the quotient
Hom(N , M)†/A

belongs to the subcategory ⟨L ⊕ N ⟩. (Thus Lie(U(M)) is the smallest subobject of
Hom(N , L) with this property.)

Proof. The theorem is trivial if N =0, so we may assume N ̸=0. An object X of ⟨M⟩

belongs to the subcategory ⟨L ⊕ N ⟩ if and only if the subgroup U(M) of G(M)

acts trivially on ωX . Thus the assertion in the theorem can be paraphrased as that
A contains Lie(U(M)) if and only if the action of U(M) on ω(Hom(N , M)†/A) is
trivial.

Let σ ∈ G(M)(K ). Let A ⊂ Hom(N , L). The morphism

Hom(N , M)†
→ Hom(N , M)†/A

gives rise to a commutative diagram

Hom(ωN , ωM)† Hom(ωN , ωM)†/ωA

Hom(ωN , ωM)† Hom(ωN , ωM)†/ωA

σHom(N ,M)† σHom(N ,M)†/A

Thus
σHom(N ,M)†/A( f + ωA) = σHom(N ,M)†( f ) + ωA

for every f ∈ Hom(ωN , ωM)†.
As before, we use our fixed section of ωq :ωM →ωN to identify ωM =ωL⊕ωN .

Then we have

(11)
Hom(ωN , ωM) Hom(ωN , ωL) ⊕ Hom(ωN , ωN )

Hom(ωN , ωM)† Hom(ωN , ωL) ⊕ K · IωN
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Suppose σ ∈ U(M)(K ). Then σL and σN are both identity, and the action of σ on
the G(M)-invariant subspace Hom(ωN , ωL) of Hom(ωN , ωM)† is trivial. Thus

σHom(N ,M)†/A = IHom(ωN ,ωM)†/ωA

if and only if
σHom(N ,M)†/A(IωN + ωA) = IωN + ωA,

where here, as well as in the rest of this argument except in (12) below, IωN is
considered as an element of Hom(ωN , ωM)† via the decomposition (11). This is
equivalent to

σHom(N ,M)†(IωN ) − IωN ∈ ωA.

Note that σHom(N ,M) (and hence σHom(N ,M)†) is given by

f 7→ σM ◦ f ◦ σ−1
N = σM ◦ f ( f ∈ Hom(ωN , ωM)).

We have

(12) σM =

(
IωL log(σM)

0 IωN

)
∈ GLωL⊕ωN (K ),

where log(σM) ∈ Hom(ωN , ωL). Then

σHom(N ,M)†(IωN ) = σM ◦ IωN = log(σM) + IωN ,

so that
σHom(N ,M)†(IωN ) − IωN = log(σM).

We have shown that any element σ ∈U(M)(K ) acts trivially on ω(Hom(N , M)†/A)

if and only if log(σM) is in ωA. The group U(M) is unipotent and hence U(M)(K )

is dense in U(M). It follows that U(M) acts trivially on ω(Hom(N , M)†/A) if
and only if for every σ ∈ U(M)(K ), we have log(σM) ∈ ωA, i.e., if and only if
Lie(U(M) ⊂ ωA. This completes the proof. □

3.4. For every subobject A of Hom(N , L), pushing extensions forward along the
natural map Hom(N , L) → Hom(N , L)/A we have a map

Ext(1, Hom(N , L)) → Ext(1, Hom(N , L)/A).

We denote the image of ν under this map by ν/A. Theorem 3.3.1 has the following
corollary:

Corollary 3.4.1. (a) If A is a subobject of Hom(N , L) such that ν/A is trivial,
then Lie(U(M)) ⊂ A.

(b) Suppose L and N are semisimple. Then ν/Lie(U(M)) is trivial (and hence
Lie(U(M)) is the smallest subobject of Hom(N , L) with this property).
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Proof. We may assume N ̸= 0. Suppose ν/A is trivial. Then

Hom(N , M)†/A ≃ Hom(N , L)/A ⊕ 1,

and hence Hom(N , M)†/A belongs to the subcategory generated by L and N . Thus
(a) follows from Theorem 3.3.1.

As for (b), the theorem implies that Hom(N , M)†/Lie(U(M)) is in ⟨L ⊕ N ⟩,
which is a semisimple category by the hypothesis of semisimplicity of L and N .
Thus ν/Lie(U(M)) splits. □

Remark 3.4.2. The semisimple case of Corollary 3.4.1 is originally due to Hardouin
(see Theorem 2 of [15] as well as Théorème 2.1 of [14]). Hardouin shows that when
L and N are semisimple, Lie(U(M)) is the smallest subobject of Hom(N , L) such
that ν/Lie(U(M)) is trivial. The same statement was earlier proved by Bertrand
[5, Theorem 1.1] in the special case where T is the category of D-modules over a
differential field of characteristic zero. (Both Hardouin and Bertrand take N = 1,
but one can deduce the case of arbitrary (semisimple) N from that.)

3.5. Consider the canonical nondegenerate pairing

(13) (L∨
⊗ N ) ⊗ Hom(N , L) → 1

given (after applying ω) by

(γ ⊗ x) ⊗ f 7→ γ ( f (x)).

For any subobject A of Hom(N , L) (resp. L∨
⊗ N ), we denote by A⊥ the subobject

of L∨
⊗ N (resp. Hom(N , L)) orthogonal to A with respect to the above pairing.

It is clear that A can be recovered from A⊥ by A⊥⊥
= A.

In particular, we have a subobject

Lie(U(M))⊥ ⊂ L∨
⊗ N .

In this subsection we shall give a dual variant of Theorem 3.3.1 which characterizes
this object. In some situations (such as the application in Section 4), this variant
might be more convenient to use than the original version.

Let
µ ∈ Ext(L∨

⊗ N , 1)

be the extension class corresponding to the defining extension of M (i.e., (5)) under
the canonical isomorphism

(14) Ext(N , L) ∼= Ext(L∨
⊗ N , 1).

The extension class µ is obtained as follows. Let

ev : L∨
⊗ L → 1
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be the evaluation pairing between L and its dual. Then µ is the class of the
pushforward of the extension

0 → L∨
⊗ L

IL∨⊗i
−−−→ L∨

⊗ M
IL∨⊗q
−−−→ L∨

⊗ N → 0

(obtained by tensoring (5) by L∨) through the morphism ev. More explicitly, when
L is not zero, µ is given by the extension

(15) 0 → 1 → (L∨
⊗ M)†

→ L∨
⊗ N → 0,

where

• (L∨
⊗ M)† is the quotient of L∨

⊗ M by (IL∨ ⊗ i)(ker(ev)),

• the injective arrow is the composition

1
≃, induced by ev
−−−−−−−−−→ (L∨

⊗ L)
/

ker(ev)
induced by IL∨ ⊗ i
−−−−−−−−−−→ (L∨

⊗ M)†, and

• the surjective arrow is induced by IL∨ ⊗ q .

If L = 0, then µ is given by the extension

0 → 1 → 1 → 0 → 0.

For convenience, in this case we set (L∨
⊗ M)†

:= 1.
We shall use the following notation for restrictions of extensions. For every

subobject B of L∨
⊗ N , let µ|B be the restriction of µ to B (i.e., the pullback of µ

along the inclusion map B → L∨
⊗ N ).

We can now state the dual variants of Theorem 3.3.1 and Corollary 3.4.1.

Theorem 3.5.1. Let B be a subobject of L∨
⊗ N. Then

B ⊂ Lie(U(M))⊥

if and only if the preimage of B under the surjective arrow in (15) belongs to the
subcategory ⟨L ⊕ N ⟩.

Proof. One can prove this directly, similar to the proof of Theorem 3.3.1, by
calculating the action of U(M) on (L∨

⊗ M)† (and its subobjects) explicitly. We
shall instead use a few categorical considerations to show that the statement is
equivalent to Theorem 3.3.1. Let T be an object of T. For any subobject A of T ,
denote by A⊥ the orthogonal complement of A with respect to the evaluation pairing

T ∨
⊗ T → 1.

Dualizing the exact sequence

0 → A → T → T/A → 0,

we get
0 → (T/A)∨

→ T ∨
→ A∨

→ 0.
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Use this to identify

A⊥ (by definition)
= ker(T ∨

→ A∨) ∼= (T/A)∨.

There is a commutative diagram

Ext(1, T ) Ext(T ∨, 1)

Ext(1, T/A) Ext(A⊥, 1)

pushforward

dualizing,≃

pullback

dualizing,≃

where the horizontal maps dualize extensions. Apply this with T = Hom(N , L),
and use the pairing (13) to identify L∨

⊗ N as T ∨ (so that (13) becomes simply the
evaluation pairing between T and T ∨). It is easy to see that ν and µ are duals of one
another, with the isomorphism between (L∨

⊗ M)† and the dual of Hom(N , M)†

defined by the pairing

(L∨
⊗ M)†

⊗ Hom(N , M)†
→ 1,

which after applying ω is given by

g ⊗ x ⊗ f 7→ g
(
λ( f )x − f ((ωq)(x))

)
.

(Here g ⊗ x is the image of g ⊗ x ∈ ω(L∨) ⊗ ωM in ω(L∨
⊗ M)†, and f is in

Hom(ωN , ωM)†.) Thus by the above diagram, for any subobject A of Hom(N , L),
we have an isomorphism between

(Hom(N , M)†/A)∨

and the preimage of A⊥ under the surjective arrow in (15). The equivalence of
Theorems 3.3.1 and 3.5.1 is clear from this. □

The argument also gives the following dual variant of Corollary 3.4.1:

Corollary 3.5.2. (a) If B is a subobject of L∨
⊗ N such that µ|B is trivial, then

B ⊂ Lie(U(M))⊥.

(b) Suppose L and N are semisimple. Then the restriction of µ to Lie(U(M))⊥

is trivial. (Hence Lie(U(M))⊥ is the largest subobject of L∨
⊗ N with this

property.)

4. The unipotent radical of the Mumford–Tate group of H1 of an
algebraic curve

Let MHS be the category of rational mixed Hodge structures. The category MHS
is a neutral Tannakian category over Q. The forgetful functor ωB : MHS → ModQ

sending an object to its underlying rational vector space is a fiber functor. For any
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rational mixed Hodge structure M , the group G(M) with (T, ω) = (MHS, ωB) is
called the Mumford–Tate group of M . In this section, we will use the results of the
previous section to study the unipotent radical of the Mumford–Tate group of the
degree one cohomology of a smooth complex projective curve minus a finite set of
points.

4.1. Notation. By a mixed Hodge structure we always mean a rational one. As
usual, Q(−n) denotes the Hodge structure of weight 2n with underlying rational
vector space (2π i)−nQ, with its complexification identified with C via

(2π i)−n
⊗ 1 7→ (2π i)−n.

The unit object 1 is Q(0). For any object M of MHS, we denote by MQ the
underlying rational vector space of M . If R is a commutative Q-algebra, MR

denotes MQ ⊗ R.
Given a pure Hodge structure H of weight −1, we denote by JH the intermediate

Jacobian
JH :=

HC

F0 HC + HQ

,

where F · is the Hodge filtration.
Given any smooth complex variety X , by H i (X) we mean the mixed Hodge

structure on the degree i Betti cohomology of X (with underlying rational vector
space H i (X, Q)). We shall identify H i (X)C = H i (X, C) with H i

d R(X) (= smooth
complex de Rham cohomology) via the isomorphism of de Rham. By Hi (X) we
mean the dual of H i (X); it is a mixed Hodge structure with underlying rational
vector space Hi (X, Q).

All the Ext (= Yoneda Ext1) groups in this section are in MHS.

4.2. Carlson [6] gives an explicit description of Ext groups in MHS. We briefly
recall this description here in a special case that is of interest to us.

Let A be a pure Hodge structure of weight 1. Carlson gives a canonical isomor-
phism

Ext(A, 1) → J (A∨),

where A∨ is the dual Hodge structure to A. The isomorphism is functorial in A.
See [6] for details. (Carlson [6] proves the analogous result for integral mixed
Hodge structures. The proof of the rational case is identical.)

4.3. From this point on, let X be a smooth complex projective curve. We denote the
Jacobian variety of X by Jac(X). Let CH hom

0 (X) be the group of divisors of degree 0
on X modulo the subgroup of principal divisors. (In other words, CH hom

0 (X) is the
homologically trivial subgroup of the Chow group CH0(X).) The group CH hom

0 (X)

is the group of complex points of Jac(X).
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Set CH hom
0 (X)Q := CH hom

0 (X) ⊗ Q. The Abel–Jacobi map on X gives an
isomorphism

AJX : CH hom
0 (X)Q → JH1(X),

sending the class of p − q, with p, q ∈ X , to the class of the functional
∫ p

q on the
space of harmonic 1-forms on X . (See, for instance, [2, Chapter 1]. Note that here,
said integral means the integral over any path from q to p. The choice of the path
will not matter in JH1(X).)

Composing AJX with Carlson’s isomorphism we get an isomorphism

(16) Ext(H 1(X), 1) ∼= CH hom
0 (X)Q.

We shall identify these two groups to simplify the notation.

4.4. Let S be a finite nonempty set of (complex) points of X . We identify H 1(X)

as a subobject of H 1(X \ S) via the map induced by the inclusion (X \ S) ⊂ X . The
reader can refer to Deligne’s [7, Section 10.3] for a thorough study of the mixed
Hodge structure H 1(X \ S).

Since X \ S is affine, every element of H 1(X \ S)C can be represented by a
meromorphic differential form on X with possible singularities only along S, and has
a well-defined residue at every p ∈ X . Indeed, if c =[ω] with ω a meromorphic form,
set resp(c) := resp(ω) (= the residue of ω at p, which is 1/(2π i) times the integral
of ω along a small positively oriented loop around p). The subspace H 1(X)C of
H 1(X \ S)C consists of the cohomology classes with zero residue everywhere (in
other words, classes of differentials of the second kind).

For any vector space or mixed Hodge structure V , we denote by (V S)′ the kernel
of the map

V S
→ V, (vp)p∈S 7→

∑
p∈S

vp

(where the vp are in V ).
One has a short exact sequence of mixed Hodge structures

(17) 0 → H 1(X) → H 1(X \ S)
resS
−−→ (Q(−1)S)′ → 0,

where the injective arrow is inclusion and resS : H 1(X \ S)C → (CS)′ is the map
c 7→ (resp(c))p∈S .

4.5. We shall apply the results of Section 3.3 to the exact sequence (17). The
Hodge structure H 1(X) is polarizable and hence semisimple (see, for instance, [19,
Section 7.1.2] and [9, Proposition 3.6]). Thus the group

U(H 1(X \ S)) := ker
(
G(H 1(X \ S)) → G(H 1(X) ⊕ Q(−1))

)
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is the unipotent radical of the Mumford–Tate group of H 1(X \ S). In view of
Section 3.5, the determination of the group U(H 1(X \ S)) amounts to finding

Lie
(
U(H 1(X \ S))

)⊥
⊂ H 1(X)

∨

⊗ (Q(−1)S)′.

We use the Poincaré duality isomorphism

P D : H 1(X)(1) → H 1(X)
∨

, [η] 7→
1

2π i

∫
X
η ∧ −,

where η is a closed smooth 1-form on X and the isomorphism

H 1(X)(1) ⊗ (Q(−1)S)′ → (H 1(X)
S
)′, c ⊗ (ap)p∈S 7→ (apc)p∈S

to identify
H 1(X)

∨

⊗ (Q(−1)S)′ ∼= (H 1(X)
S
)′.

Following the notation of Section 3.5, we let

µ ∈ Ext
(
(H 1(X)

S
)′, 1

)
be the element corresponding to the sequence (17) under the canonical isomorphism

(18) Ext
(
(Q(−1)S)′, H 1(X)

)
∼= Ext

(
H 1(X)∨

⊗ (Q(−1)S)′, 1
)

= Ext
(
(H 1(X)

S
)′, 1

)
.

By Corollary 3.5.2 (and on recalling that H 1(X) is semisimple), we have that
Lie

(
U(H 1(X \ S))

)⊥ is the largest subobject of (H 1(X)
S
)′ with the property that

the restriction of µ to it is trivial.

4.6. Let us consider the restrictions of µ to some obvious subobjects of (H 1(X)
S
)′.

For each p ∈ S, let ιp : H 1(X) → H 1(X)
S be the embedding into the p-coordinate.

Given p, q ∈ S, we have a morphism

ιp − ιq : H 1(X) → (H 1(X)
S
)′

(which is an embedding if p ̸= q).

Proposition 4.6.1. Let p, q ∈ S. Via the identification (16), we have

(ιp − ιq)∗(µ) = p − q

(where (ιp − ιq)∗(µ) is the pullback of µ along ιp − ιq , and with abuse of notation
the class of p − q in CH hom

0 (X)Q is also denoted by p − q).

Proof. This is a reformulation of a well-known result about Hodge theory of open
curves, which in turn is a special case of general results about equivalence of various
definitions of the Abel–Jacobi map (see the remark below). With abuse of notation,
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let ιp also denote the embedding of Q(−1) as the p-coordinate of Q(−1)S . Then
we have a commutative diagram

Ext
(
(Q(−1)S)′, H 1(X)

)
Ext(Q(−1), H 1(X))

Ext
(
(H 1(X)

S
)′, 1

)
Ext(H 1(X), 1)

(ιp−ιq )∗

∼= ∼=

(ιp−ιq )∗

where the vertical isomorphisms are given by (14) and Poincaré duality. Under
the isomorphism on the left (i.e., (18)), µ and (17) correspond to each other. The
pullback of the extension (17) along ιp − ιq : Q(−1) → (Q(−1)S)′ is the extension

(19)
0 → H 1(X) → (resS)

−1
(
(ιp − ιq)(Q(−1))

) resp
−−→ Q(−1) → 0

H 1(X \ {p, q})

This extension corresponds to p − q under

(20) Ext(Q(−1), H 1(X)) ∼= Ext(H 1(X), 1) ∼= JH1(X) ∼= CH hom
0 (X)Q.

See, for example, Sections 9.0–9.2 of Jannsen [17]. □

Remark 4.6.2. The fact that the extension (19) corresponds to p − q under (20)
is already stated in Section 4.3 of Deligne’s [8]. The same paragraph outlines a
motivically inspired definition of the Abel–Jacobi map, which naturally takes values
in Ext groups in any suitable cohomology theory. Via this approach and in the
case of Hodge theory (or more precisely, cohomology with values in MHS), the
Abel–Jacobi image of p−q is by definition the extension (19) (in other cohomology
theories, by definition the Abel–Jacobi image is the analogous extension). A detailed
description of this motivic approach towards the Abel–Jacobi map for any smooth
complex variety can be found in Sections 9.0 and 9.1 of Jannsen’s book [17]. The
fact that for Hodge theory the Abel–Jacobi map defined in terms of extensions
coincides with the classical (Griffiths) Abel–Jacobi map with values in intermediate
Jacobians is asserted in Lemma 9.2 of [17] and follows from the works [16] and [13]
of Jannsen and Esnault–Viehweg. (See Section 9.2 of [17] for more details.)

4.7. We now calculate the slightly more complicated restrictions of µ. Let

E = End0(Jac(X)) := End(Jac(X)) ⊗ Q

be the endomorphism algebra of the Jacobian of X . We have an (anti-) isomorphism

E → End(H 1(X)), f 7→ f ⋆,
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where for any element f of the endomorphism algebra of Jac(X), by f ⋆ we mean
the pullback map on cohomology.1 This induces an isomorphism

(21) (E S)′ → Hom
(
H 1(X), (H 1(X)

S
)′
)
, ( f p)p∈S 7→

∑
p∈S

ιp f ⋆
p .

Consider the composition

(22) Hom
(
H 1(X), (H 1(X)

S
)′
)

φ 7→φ∗µ
−−−−−→ Ext(H 1(X), 1)

(16)
∼= CH hom

0 (X)Q = Jac(X)(C) ⊗ Q.

Since every simple subobject of (H 1(X)
S
)′ is the image of a morphism

H 1(X) → (H 1(X)
S
)′

(because ⟨H 1(X)⟩ is semisimple), the following corollary of Proposition 4.6.1 can
be used to describe all restrictions of µ.

Corollary 4.7.1. Let ( f p)p∈S ∈ (E S)′. Then( ∑
p∈S

ιp f ⋆
p

)∗

µ =
∑
p∈S

f p(p − e),

where e is any point in X.

Proof. Let ( f p)p∈S ∈ (E S)′ and e ∈ S. Since
∑

p∈S f p = 0, we have∑
p∈S

ιp f ⋆
p =

∑
p∈S

(ιp − ιe) f ⋆
p .

Thus( ∑
p∈S

ιp f ⋆
p

)∗

µ =
∑
p∈S

((ιp − ιe) f ⋆
p)∗µ =

∑
p∈S

( f ⋆
p)∗(ιp − ιe)

∗µ =
∑
p∈S

f p(p − e),

where in the last line we used Proposition 4.6.1 together with the commutativity of
the diagram

Ext(H 1(X), 1) ∼= JH1(X) CH hom
0 (X)Q = Jac(X)(C) ⊗ Q

Ext(H 1(X), 1) ∼= JH1(X) CH hom
0 (X)Q = Jac(X)(C) ⊗ Q

( f ⋆)∗

≃,AJX

f

≃,AJX
□

For any ( f p)p∈S ∈ (E S)′, the value of
∑

p∈S f p(p − e) does not depend on the
choice of e ∈ X . To simplify the notation, let us denote this common value by∑

p∈S
f p(p).

1We use the symbol ∗ for pullback of extensions and the symbol ⋆ for pullback of cohomology
induced by morphisms of varieties.
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Note that if
( f p)p∈S ∈ (QS)′ ⊂ (E S)′,

then
∑

p∈S f p(p) defined above agrees with the other possible interpretation of the
notation (i.e., the image of the divisor

∑
p∈S f p p of degree zero with coefficients

in Q in CH hom
0 (X)Q).

4.8. Having computed the restrictions of µ, we return to the problem of determina-
tion of U(H 1(X \ S)).

Proposition 4.8.1. Let ( f p)p∈S ∈ (E S)′. The following statements are equivalent:

(i) The restriction of µ to the image of
∑

p∈S ιp f ⋆
p splits.

(ii)
∑

p∈S f p(p) is zero in CH hom
0 (X)Q.

(iii) The image of
∑

p∈S ιp f ⋆
p is contained in Lie

(
U(H 1(X \ S))

)⊥.

Proof. Recall that by Corollary 3.5.2, Lie
(
U(H 1(X \ S))

)⊥ is the largest subobject
of (H 1(X)

S
)′ with the property that the restriction of µ to it splits (see Section 4.5).

This gives the equivalence of statements (i) and (iii) of the proposition. The
equivalence of (i) and (ii) follows from Corollary 4.7.1, on noting (by weight
considerations) that for any quotient B of H 1(X), the canonical map

Ext(B, 1) → Ext(H 1(X), 1)

is injective. □

In particular, the proposition recovers the following well-known result, originally
due to Deligne (see the remark below), which gives an arithmetic criterion for when
U(H 1(X \ S)) is trivial (or equivalently, for when the sequence (17) splits):

Corollary 4.8.2. The group U(H 1(X \ S)) is trivial if and only if the subgroup of
the Jacobian of X supported on S has zero rank.

Proof. Note that Lie
(
U(H 1(X \ S))

)⊥
= (H 1(X)

S
)′ if and only if Im(ιp − ιq) is

contained in Lie
(
U(H 1(X \ S))

)⊥ for every p, q ∈ S, which in turn is equivalent
to p − q being zero in CH hom

0 (X)Q for every p, q ∈ S. □

Remark 4.8.3. Corollary 4.8.2 is originally due to Deligne, implicit in [7] and
announced explicitly in [8, Remarque 7.5], in relation to a new proof of the Manin–
Drinfeld theorem on modular curves. See [11] for a more detailed discussion of this.

4.9. We are ready to give the main result of this part of the paper. The results gives
a characterization of Lie

(
U(H 1(X \ S))

)⊥ (and hence U(H 1(X \ S))).

Theorem 4.9.1. Let A be the subobject of (H 1(X)
S
)′ which is the sum of the images

of all the maps of the form∑
p∈S

ιp f ⋆
p ∈ Hom

(
H 1(X), (H 1(X)

S
)′
)
,
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with ( f p)p∈S ∈ (E S)′ and
∑

p∈S f p(p) = 0 (see Section 4.7). Then

A = Lie
(
U(H 1(X \ S))

)⊥
.

Proof. The inclusion
A ⊂ Lie

(
U(H 1(X \ S))

)⊥

is immediate from Proposition 4.8.1. To see the reverse inclusion, first note that since
⟨H 1(X)⟩ is semisimple, Lie

(
U(H 1(X \ S))

)⊥ is a direct sum of simple subobjects.
Let B be a simple subobject of Lie

(
U(H 1(X \ S))

)⊥. Then B is the image of a
map H 1(X) → (H 1(X)

S
)′. Any such map is of the form

∑
p∈S ιp f ⋆

p for some
( f p)p∈S ∈ (E S)′. By Proposition 4.8.1, for the image of such a map to be in
Lie

(
U(H 1(X \ S))

)⊥ we must have∑
p∈S

f p(p) = 0

in CH hom
0 (X)Q. Thus B ⊂ A. □

We end the paper by deducing the following result about the dimension of
U(H 1(X \ S)) (note that part (b) is Theorem A of the introduction).

Theorem 4.9.2. Let g be the genus of X. Recall that E is the endomorphism
algebra of the Jacobian Jac(X).

(a) Suppose D is any division algebra contained in E. Then the dimension
of U(H 1(X \ S)) is at most 2g times the D-rank of the D-submodule of
Jac(X)(C) ⊗ Q generated by the subgroup supported on S.

(b) Suppose H 1(X) is simple. Then the dimension of U(H 1(X \ S)) is equal to
2g times the E-rank of the E-submodule of Jac(X)(C)⊗ Q generated by the
subgroup supported on S.

Proof. Let A be as in Theorem 4.9.1.

(a) For any subalgebra R of E , let 3R be the composition

(RS)′ ↪→ (E S)′
(21)
−−→ Hom

(
H 1(X), (H 1(X)

S
)′
) (22)
−−→ Jac(X)(C) ⊗ Q.

This is R-linear by Corollary 4.7.1. The image of 3R is the R-submodule of
Jac(X)(C)⊗Q generated by the subgroup supported on S. Let AR be the subobject
of (H 1(X)S)′ which is the sum of the images of the maps

∑
p∈S ιp f ⋆

p with ( f p)p∈S

in ker(3R), so that AR ⊂ A and AE = A. If β = {( f (r)
p )p∈S}1≤r≤d is an R-spanning

set for ker(3R), then AR is the sum of the images of
∑

p∈S ιp( f (r)
p )⋆ for 1 ≤ r ≤ d .

Moreover, if R = D is a division algebra and β is D-linearly independent, then
AD is the direct sum of the images of the previous d maps. Since each of these
images is then a copy of H 1(X) (because D is a division algebra), we have

dim Lie
(
U(H 1(X \ S))

)⊥
= dim(A) ≥ dim(AD) = 2g · dimD(ker(3D))

= 2g(|S| − 1 − dimD Im(3D)).
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Taking orthogonal complements we get the desired bound.

(b) Since H 1(X) is simple, E is a division algebra. Taking D = E , by the proof of
part (b) we have

dim(A) = dim(AE) = 2g(|S| − 1 − dimE Im(3E)).

The claimed formula follows. □
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THE SIZE OF SEMIGROUP ORBITS MODULO PRIMES

WADE HINDES AND JOSEPH H. SILVERMAN

Let V be a projective variety defined over a number field K , let S be a
polarized set of endomorphisms of V all defined over K , and let P ∈ V (K ).
For each prime p of K , let mp(S, P) denote the number of points in the
orbit of P mod p for the semigroup of maps generated by S. Under suitable
hypotheses on S and P , we prove an analytic estimate for mp(S, P) and use
it to show that the set of primes for which mp(S, P) grows subexponentially
as a function of NK/Q p is a set of density zero. For V = P1 we show that this
holds for a generic set of maps S provided that at least two of the maps in S
have degree at least four.
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1. Introduction

A general expectation in arithmetic dynamics over number fields is that the dynam-
ical systems generated by “unrelated” self-maps f1, f2 : V → V should not be too
similar. For example, they should not have identical canonical heights [16], they
should not have infinitely many common preperiodic points [2; 8; 11], their orbits
should not have infinite intersection [10], and arithmetically their orbits should
not have unexpectedly large common divisors [15]. It is not always clear what
“unrelated” should mean, but in any case it includes the assumption that f1 and f2

do not share a common iterate.
Similarly, we expect that the points in semigroup orbits generated by all finite

compositions of “unrelated” maps f1 and f2 should be asymptotically large [4; 13]
when ordered by height, where now unrelated means that the semigroup is not
unexpectedly small. For example, the semigroup is small if it contains no free
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subsemigroups requiring at least 2 generators; cf. [3].
In this note, we study the size of semigroup orbits over finite fields. In particular,

we show that, under suitable hypotheses, a free semigroup of maps defined over a
number field generates many large orbits when reduced modulo primes. See [1; 6;
7; 21] for additional results in this vein.

Definition 1. We set notation that will remain in effect throughout this note.

K/Q a number field
V/K a smooth projective variety defined over K
r ≥ 1 an integer

S = { f1, . . . , fr } a set of morphisms fi : V → V defined over K
d1, . . . , dr real numbers satisfying di > 1 for i = 1, . . . , r

L ∈ PicK (V ) ⊗ R line bundles satisfying f ∗

i L ∼= L⊗di

MS the semigroup generated by S under composition
OrbS(P) the orbit { f (P) : f ∈ MS} of a point P ∈ V

The following property will play a crucial role in some of our results.

Definition 2. A point P ∈ V is called strongly S-wandering if the evaluation map

(1) MS → V, f 7→ f (P),

is injective.

Remark 3. If V = P1 and S is any sufficiently generic set of maps as described
in Section 3, then the set of points that fail to be strongly S-wandering is a set of
bounded height. In particular, it follows in this case that all infinite orbits contain
strongly wandering points, and this weaker condition is sufficient for our orbit
bounds.

Our goal is to study the number of points in the reduction of OrbS(P) modulo
primes. We set some additional notation, briefly recall a standard definition, and
then define our principal object of study.

RK the ring of integers of K
Spec(RK ) the set of prime ideals of RK

Np the norm of p ∈ Spec(RK ), that is, Np := #RK /p.

Definition 4. Let p ∈ Spec(RK ), and let Rp denote the localization of RK at p, and
let kp = Rp/pRp denote the residue field. A finite K -morphism f : V → V has
good reduction at p if there is a scheme Vp/Rp that is proper and smooth over Rp,
and there is an Rp-morphism Fp : Vp → Vp whose generic fiber is f : V → V. 1

1Intuitively, this means that we can find equations for V and for f that have coefficients in RK ,
and so that when we reduce the equations modulo p, the reduced variety Ṽ mod p is non-singular and
the reduced map f̃ : Ṽ → Ṽ is a morphism having the same degree as f . Of course, when we say
“find equations”, this needs to be done locally on an appropriately fine cover by affine neighborhoods.
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We write Ṽp = Vp ×Rp kp for the special fiber of Vp. Properness implies that each
point Q ∈ V (K ) extends to a section Qp ∈ Vp(Rp), and the reduction Q̃p ∈ Ṽp(kp)
of Q modulo p is the intersection of the image of Qp with the fiber Ṽp, i.e.,

{Q̃p} = Qp(Spec Rp) ∩Vp.

Similarly, the reduction f̃p of f modulo p is the restriction of Fp to the special
fiber Ṽp.

Remark 5. Continuing with notation from Definition 4, we note that if f has good
reduction at p, then reduction modulo p commutes with evaluation,

f̃ (Q)p = f̃p(Q̃p).

Further, composition commutes with reduction for good reduction maps. In other
words, if f and g have good reduction at p, then(

f̃ ◦ g
)
p
= f̃p ◦ g̃p.

Definition 6. Let p ∈ Spec(RK ). Continuing with notation from Definition 4,
let f1, . . . , fr : V → V be maps that have good reduction modulo p, and let P ∈

V (K ). Then the reduction of the S-orbit of P modulo p is the set

OrbS̃(P̃ mod p) :=
{

f̃p(P̃p) : f ∈ MS
}
.

We define
mp := mp(S, P) = # OrbS̃(P̃ mod p)

to be the size of the mod p reduction of OrbS(P). (If any of the maps f1, . . . , fr

has bad reduction at p, then we formally set mp = ∞.)

Our main result is an analytic formula that implies that mp is not too small on
average.

Theorem 7. Assume that MS is a free semigroup, that P ∈ V (K ) is a strongly
S-wandering point, and that r = #S ≥ 2. Then there exists a constant C1 =

C1(K , V, S, P) such that, for all ϵ > 0,

(2)
∑

p∈Spec(RK )

logNp

Np · mp(S, P)ϵ
≤ C1ϵ

−1.

Remark 8. The principal result of the paper [21] is an estimate exponentially
weaker than (2) in the case that r = #S = 1, while a principal result of the paper [17]
is an estimate that exactly mirrors (2) with mp equal to the number of points on the
mod p reduction of the multiples of a point on an abelian variety. Thus the present
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paper, as well as the papers [4; 13], suggest that the analogy(
arithmetic of points
of an abelian variety

)
⇐⇒

(
arithmetic of points in orbits
of a dynamical system

)
described in [5] and [22, §6.5] may be more accurate when the dynamical system
on the right-hand side is generated by at least two non-commuting maps, rather
than using orbits coming from iteration of a single map.

Estimate (2) can be used to show that there are few primes p for which mp(S,P)

is subexponential compared to Np. We quantify this assertion in the following
corollary.

Corollary 9. Let S, MS and P be as in Theorem 7, and let δ and δ denote the (upper)
logarithmic analytic densities on sets of primes as described in Definition 12.

(a) There is a constant C2 = C2(K , V, S, P) such that

δ
({
p ∈ Spec(RK ) : mp(S, P) ≤ Npγ

})
≤ C2γ

holds for all 0 < γ < 1.

(b) Let L(t) be a subexponential function, i.e., a function with the property that

lim
t→∞

L(t)
tµ

= 0 for all µ > 0.

Then
δ
({
p ∈ Spec(RK ) : mp(S, P) ≤ L(Np)

})
= 0.

In the special case that V = P1, we show that the conclusions of Theorem 7 and
Corollary 9 are true for generic sets of maps. In the statement of the next result, we
write Ratd for the space of rational maps of P1 of degree d ≥ 2, so in particular Ratd
is an affine variety of dimension 2d + 1; see [20, §4.3] for details.

Theorem 10. Let r ≥ 2, and let d1, . . . , dr be integers satisfying

d1, d2 ≥ 4 and d3, . . . , dr ≥ 2.

Then there is a Zariski dense subset

U = U(d1, . . . , dr ) ⊆ Ratd1 × · · · × Ratdr

such that the inequality (2) in Theorem 7 and the density estimates in Corollary 9 are
true for all number fields K/Q, all S ∈U(K ), and all P ∈P1(K ) for which OrbS(P)

is infinite.

The contents of this paper are as follows. In Section 2 we build upon prior
work [17; 21] of the second author to prove Theorem 7 and Corollary 9. Then in
Section 3 we use results from [10; 13; 23] to construct many sets of maps on P1
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for which the bounds in Section 2 apply. The key step is to construct a point in
every infinite orbit that is strongly wandering. The construction is explicit, and in
particular, Theorem 15 describes an explicit set U for which Theorem 10 is true.

2. The size of orbits modulo p

We start with a key estimate.

Proposition 11. Let S, MS and P be as in Theorem 7. For each m ≥ 2, we define
an integral ideal

(3) D(m) = D(m; K , V, S, P) :=

∏
p∈Spec(RK )
mp(S,P)≤m

p.

There are constants Ci = Ci (K , V, S, P) for i = 3, 4 such that the following hold:

(a) If r = #S = 1, then

log logND(m) ≤ C3m for all m ≥ 2.

(b) Assume that S generates a free semigroup, that P ∈ V (K ) is strongly S-
wandering, and that r = #S ≥ 2. Then

log logND(m) ≤ C4 log m for all m ≥ 2.

Proof. (a) This is [21, Proposition 10].

(b) Next, since V and S are polarized with respect to some line bundle L, we may
choose N ≥ 1 and an embedding V ⊆ PN such that the fi extend to self-morphisms
of PN . Next, for notational convenience, we write mp for mp(S, P) and use the
standard combinatorics notation [r ] = {1, 2, . . . , r}. Also to ease notation, we write

f i := fi1 ◦ fi2 ◦ · · · ◦ fik for i = (i1, . . . , ik) ∈ [r ]
k .

Let

m ≥ 1 and k = k(m) :=

⌈
log(m + 1)

log r

⌉
.

For each good reduction prime p, we consider the map that sends a function f i to
the image of P under reduction modulo p,

(4) [r ]
k
→ OS̃(P̃ mod p), i 7→ f i (P) ( mod p).

If
mp ≤ m, then r k > mp by our choice of k,

so the map (4) cannot be injective (pigeonhole principle) and there exist

i ̸= j in [r ]
k satisfying f i (P) ≡ f j (P) ( mod p).
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Sine we have assumed that P is strongly wandering, i.e., that the map

MS → V (K ), f 7→ f (P),

is injective, it follows that the global points are distinct,

f i (P) ̸= f j (P),

so the ideals generated by their “differences” are non-zero.
More formally, [21, Lemma 9] says that there is an integral ideal C = CK ⊆ RK

with the property that every point Q ∈ PN (K ) can be written with homogeneous
coordinates

Q = [α0, . . . , αN ]

satisfying2

α0, . . . , αN ∈ RK and (α0 RK + · · · αN RK )
∣∣ CK .

Applying [21, Lemma 9] to our situation, for the given P ∈ V (K ), we can write

f i (P) =
[
A0(i), . . . , AN (i)

]
with A0(i), . . . , AN (i) ∈ RK and such that the ideal

(5) A(i) := A0(i)RK + · · · + AN (i)RK divides the ideal C.

Then for p ∤ C we have

f i (P) ≡ f j (P) (mod p)

⇐⇒ Au(i)Av( j) ≡ Av(i)Au( j) (mod p) for all 0 ≤ u, v ≤ N .

We define a difference ideal

B(i, j) :=

∑
0≤u,v≤N

(
Au(i)Av( j) − Av(i)Au( j)

)
RK ,

and the product of the difference ideals

D′(m) :=

∏
i, j∈[r ]k , i ̸= j

B(i, j).

Then
p ∤ C and mp ≤ m H⇒ p | D′(m),

and hence
D(m) | C ·D′(m).

2If RK is a PID, then we can take CK = RK , so gcd(α0, . . . , αN ) = 1. Thus [21, Lemma 9]
provides a weaker version of this gcd result that holds for all RK .
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Since C depends only on K , it remains to estimate the norm of D′(m).
Let h( · ) denote the logarithmic Weil height on PN , and let A(i) for i ∈ [r ]

k be
the ideals defined by (5). Then, using [21, Proposition 7], we find for all i and j
that

1
[K : Q]

log
NB(i, j)

NA(i) ·NA( j)
≤ h( f i (P)) + h( f j (P)) + C5,

where C5 is an absolute constant. Since NA(i) and NA( j) are smaller than NC,
this implies that

1
[K : Q]

logNB(i, j) ≤ h( f i (P)) + h( f j (P)) + C6.

Next we apply the height estimate

h( f i (P)) ≤ C7 ·

k∏
u=1

diu ,

which is a weak form of [12, Lemma 2.1]. This yields

1
[K : Q]

logNB(i, j) ≤ C7 ·

k∏
u=1

diu + C7 ·

k∏
u=1

d ju + C6.

This gives

logD′(m) =

∑
i, j∈[r ]k , i ̸= j

logB(i, j)

≤

∑
i, j∈[r ]k , i ̸= j

(
C7 ·

k∏
u=1

diu + C7 ·

k∏
u=1

d ju + C6

)

≤ C8 · r k
·

∑
i∈[r ]k

k∏
u=1

diu

= C8 ·

(
r ·

∑
i∈[r ]

di

)k

≤ C9 ·

(
r ·

∑
i∈[r ]

di

)1+
log(m+1)

log r
.

Hence
log logD′(m) ≤ C10 · log(m + 1) + C11.

Since m ≥ 2, we can absorb C11 into C10, although we remark that if we leave
in C11(K , V, S, P), then we can take C10 to depend on only the degrees of the
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maps in S,

C10 = C10(d1, . . . , dr ) = 1 +
log(d1 + · · · + dr )

log r
.

This completes the proof of Proposition 11. □

Proof of Theorem 7. To ease notation, we let

g(t) =
log t

t
and G(t) =

1
tϵ

.

We start with two elementary estimates. First, the mean value theorem gives

(6) G(m) − G(m + 1) ≤ sup
m≤t≤m+1

−G ′(t) = sup
m≤t≤m+1

ϵ

t1+ϵ
=

ϵ

m1+ϵ
.

Second, an easy integral calculation gives

(7)
∑
m≥1

g(m)G(m) ≤

∫
∞

1

log x
x1+ϵ

dx =
1
ϵ2 .

We use these and our other calculations to estimate∑
p∈Spec(RK )

logNp

Np · mϵ
p

=

∑
p∈Spec(RK )

g(Np) · G(mp) (by definition of g and G)

=

∑
m≥1

G(m)
∑

p∈Spec(RK )
mp=m

g(Np)

=

∑
m≥1

(
G(m) − G(m +1)

) ∑
p∈Spec(RK )

mp≤m

g(Np) (Abel summation)

≤

∑
m≥1

ϵ

m1+ϵ

∑
p∈Spec(RK )

mp≤m

g(Np) (from (6))

=

∑
m≥1

ϵ

m1+ϵ

∑
p∈Spec(RK )

p|D(m)

g(Np) (by definition (3) of D(m))

≤

∑
m≥1

ϵ

m1+ϵ
·
(
C12 log logD(m) + C13

)
(from [17, Corollary 2.3])

≤ C14
∑
m≥1

ϵ

m1+ϵ
· log m (from Proposition 11(b))

= C14 · ϵ ·

∑
m≥1

g(m) · G(m) (by definition of g and G)

≤ C15ϵ
−1 (from (7)). □
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Definition 12. Let P ⊂ Spec(RK ) be a set of primes. The upper logarithmic
analytic density of P is

δ(P) := lim sup
s→1+

(s − 1)
∑
p∈P

logNp

Nps .

Similarly, the logarithmic analytic density of P , denoted δ(P), is given by the same
formula with a limit, instead of a lim sup.

Proof of Corollary 9. (a) For any 0 < γ < 1, we let

Pγ :=
{
p ∈ Spec(RK ) : mp ≤ Npγ

}
.

Then

(8)

C1

ϵ
≥

∑
p∈Spec(RK )

logNp

Np · mϵ
p

(from Theorem 7)

≥

∑
p∈Pγ

logNp

Np · mϵ
p

(summing over a smaller set)

≥

∑
p∈Pγ

logNp

Np1+γ ϵ
(by definition of Pγ ).

This allows us to estimate the upper logarithmic density of Pγ by

δ(Pγ ) = lim sup
s→1+

(s − 1)
∑
p∈Pγ

logNp

Nps

= lim sup
ϵ→0+

γ ϵ
∑
p∈Pγ

logNp

Np1+γ ϵ
(setting s = 1 + γ ϵ)

≤ lim sup
ϵ→0+

γ ϵ ·
C1

ϵ
(from (8))

= C1γ.

This completes the proof of Corollary 9(a).

(b) We let

PL :=
{
p ∈ Spec(RK ) : mp ≤ L(Np)

}
.

The assumption that L is subexponential means that for all µ > 0 there exists a
constant C16(L , µ) depending only on L and µ such that

L(t) ≤ tµ for all t > C16(L , µ).
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We also note that

p ∈ PL ⇐⇒ mp ≤ L(Np)

H⇒ mp ≤ (Np)µ for all Np > C16(L , µ).(9)

We now fix a µ > 0 and estimate

δ(PL) = lim sup
λ→0+

λ
∑
p∈PL

logNp

Np1+λ

= lim sup
λ→0+

λ
∑
p∈PL

Np≥C16(L ,µ)

logNp

Np1+λ
(since µ is fixed, so we can discard

finitely many terms)

≤ lim sup
λ→0+

λ
∑
p∈PL

Np≥C16(L ,µ)

logNp

Np
·

1

mλ/µ
p

(from (9))

≤ lim sup
λ→0+

λ
∑

p∈Spec RK

logNp

Np
·

1

mλ/µ
p

≤ lim sup
λ→0+

λ · C1 ·

(
λ

µ

)−1

(from Theorem 7)

= C1µ.

This estimate holds for all µ > 0, so we find that

δ(PL) ≤ inf
µ>0

C1 · µ = 0,

which completes the proof that δ(PL) = 0. □

3. Orbits of generic families of maps of P1

In this section, we show that there are many sets of endomorphisms of P1 for which
Theorem 7 holds. To make this statement precise, we need some definitions.

Definition 13. Let f be a non-constant rational map of P1 defined over Q. A
point w ∈ P1(Q) is a critical value of f if f −1(w) contains fewer than deg( f )

elements. It is a simple critical value if

# f −1(w) = deg( f ) − 1.

The map f is critically simple if all of its critical values are simple.

Definition 14. Let f and g be non-constant rational maps of P1 with respective
critical value sets CritVal f and CritValg. We say that f and g are critically separated
if

CritVal f ∩ CritValg = ∅.
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Our first result says that the conclusions of Theorem 7 and Corollary 9 hold for
certain sets S that contain a pair of critically simple and critically separated maps
and initial points P with infinite orbit.

Theorem 15. Let K/Q be a number field, let S be a set of endomorphisms of P1

defined over K containing a pair of critically simple and critically separated maps
of degree at least 4, and let P ∈ P1(K ) be a point with infinite S-orbit. Then there
is a constant C17 = C17(K , S, P) such that for all ϵ > 0,∑

p∈Spec(RK )

logNp

Np · mp(S, P)ϵ
≤ C17 · ϵ−1.

Remark 16. In particular, there is a constant C18(S) such that Theorem 15 holds
for all P ∈ P1(K ) satisfying h(P) > C18(S); see Lemma 18.

We start with a definition and some basic height estimates. In what follows, we
fix an embedding V ⊆ PN and extend the maps fi to self-morphisms of PN ; here
we use our assumption that S is polarizable with respect to some line bundle L.
Moreover, h( · ) denotes the logarithmic Weil height on PN .

Definition 17. A point P ∈ V is moderately S-preperiodic if

g ◦ f (P) = f (P) for some f, g ∈ MS with g ̸= 1.

Lemma 18. Let V/Q be a variety, and let S = { f1, . . . , fr } be a set of polarized
endomorphisms as described in Definition 1. Then there exists a constant C19 =

C19(S, V,L) such that the following statements hold for all Q ∈ V (Q):

(a) If Q is moderately S-preperiodic as described in Definition 17, then h(Q)≤C19.
In particular, this is true if OrbS(Q) is finite.

(b) If h(Q) > C19, then

h( f (Q)) ≥ h(Q) for all f ∈ MS .

Proof. These estimates are proven in [4, Lemma 2.11]. □

We combine Lemma 18 with the techniques in [13; 19] to obtain the following
result for pairs of maps that are critically simple and critically separated.

Proposition 19. Let f1 and f2 be endomorphisms of P1 of degree at least 4, let S =

{ f1, f2}, and suppose that f1 and f2 are critically simple and critically separated.
Then the following statements hold:

(a) The semigroup MS is free.

(b) Let P ∈ P1(Q) be a point whose S-orbit OrbS(P) is infinite. Then there exists
a point Q ∈ OrbS(P) such that Q is strongly S-wandering as described in
Definition 2.
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Proof. (a) See [13, Proposition 4.1].

(b) We fix a number field K over which P , f1, and f2 are defined. Letting 1 ⊂

P1
× P1 be the diagonal, we define three curves

0i := ( fi × fi )
−1(1) for i = 1, 2,

01,2 := ( f1 × f2)
−1(1).

Then the main results in [19] (see also [13, Proposition 4.6]) imply that the curves 01

and 02 are each the union of 1 and an irreducible curve of geometric genus ≥ 2,
while 01,2 is itself an irreducible curve of geometric genus ≥ 2.

More specifically, the assumption that f1 and f2 are critically simple implies
from [19, Corollary 3.6] that C1 ∖1 and C2 ∖1 are irreducible, while the assump-
tion that f1 and f2 are critically separated implies from [19, Proposition 3.1] that
C1,2 is irreducible. It then follows from [19, pages 208 and 210] that the geometric
genera of these curves are given by the formulas

genus(0i ∖1) =
(
deg( fi ) − 2

)2 for i = 1, 2,

genus(01,2 ∖1) = (deg( f1) − 1)(deg( f2) − 1).

In particular, the assumption that f1 and f2 have degree at least 4 ensures that these
genera are at least 2.

We now invoke Faltings’s theorem [9], [14, Theorem E.0.1] to deduce that the
set

6 := 01,2(K ) ∪ (01 ∖1)(K ) ∪ (02 ∖1)(K )

is finite. We note that the definition of 6 says that for all P, Q ∈ P1(K ), we have

(10)

 P ̸= Q and f1(P) = f1(Q) H⇒ (P, Q) ∈ 6

P ̸= Q and f2(P) = f2(Q) H⇒ (P, Q) ∈ 6

f1(P) = f2(Q) H⇒ (P, Q) ∈ 6

 .

Let π1, π2 : P1
× P1

→ P1 be the two projection maps, and let

C20 := max
(
{h(P) : P ∈ π1(6)} ∪ {h(P) : P ∈ π2(6)}

)
be the maximum of the heights of the coordinates of the finitely many points in 6.
We then set

C21 := max{C19, C20},

where C19 is the constant that appears in Lemma 18.
The fact that OrbS(P) ⊆ P1(K ) is infinite, combined with Northcott’s theo-

rem [18] saying that P1(K ) has only finitely many points of bounded height,
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implies that there exists a point Q ∈ OrbS(P) satisfying

(11) h(Q) > C21.

We claim that Q is strongly wandering for S. To see this, suppose that

(12) fi1 ◦ · · · ◦ fin (Q) = f j1 ◦ · · · ◦ f jm (Q),

where without loss of generality we may assume that n ≥ m. Our goal is to prove
that m = n and ik = jk for all 1 ≤ i ≤ n.

To ease notation, we let

(13) F = fi2 ◦ · · · ◦ fin and G = f j2 ◦ · · · ◦ f jm

be the compositions with the initial map omitted. Thus (12) and (13) say that

(14) fi1

(
F(Q)

)
= f j1

(
G(Q)

)
.

It follows from (14) and (10) that one of the following is true:

(i) i1 = j1 and F(Q) = G(Q).

(ii) i1 = j1 and F(Q) ̸= G(Q) and
(
F(Q), G(Q)

)
∈ 6.

(iii) i1 ̸= j1 and
(
F(Q), G(Q)

)
∈ 6.

On the other hand, we know that(
F(Q), G(Q)

)
∈ 6 H⇒ h

(
F(Q)

)
≤ C21 < h(Q)

by (11). But this contradicts Lemma 18. Hence (ii) and (iii) are false, so (i) is true.
We recall that m ≤ n, so repeating this argument, we conclude that

ik = jk for all 1 ≤ k ≤ m.

If m < n is a strict inequality, then we see that

fim+1 ◦ · · · ◦ fin (Q) = Q.

But then Lemma 18 implies that h(Q) ≤ C19 ≤ C21, and we obtain a contradiction
of (11). Thus m = n and ik = jk for all 1 ≤ k ≤ n, which completes the proof that Q
is a strongly S-wandering point. □

We now have the tools in place to prove Theorem 15.

Proof of Theorem 15. Let S be the given set of endomorphisms of P1, and let f1

and f2 be the given maps in S that have degree at least 4 and that are critically
simple and critically separated. We let

S′
= { f1, f2}.
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We are given that the point P ∈ P1(K ) has infinite S-orbit, and hence by Northcott’s
theorem [18], there are points of arbitrarily large height in OrbS(P). We choose a
point

Q′
∈ OrbS(P) satisfying h(Q′) > C19(S′),

where C19(S′) is the constant associated to the set S′ appearing in Lemma 18. In
particular, it follows from Lemma 18(b) and Northcott’s theorem that OrbS′(Q′)

must be infinite. Then Proposition 19 implies that MS′ is free and that there is a
point

Q ∈ OrbS′(Q′) ⊆ OrbS(P)

that is strongly S′-wandering. Applying Theorem 7 to the set S′ and the point Q,
we deduce that∑

p∈Spec(RK )

logNp

Np · mp(S, P)ϵ
≤

∑
p∈Spec(RK )

logNp

Np · mp(S′, Q)ϵ
≤ C17ϵ

−1

for some constant C17 depending on S, Q (and so P) and K . For this last conclusion,
we have also used the fact that

mp(S′, Q) ≤ mp(S, P),

which is immediate from the inclusion OrbS′(Q) ⊆ OrbS(P). □

Proof of Theorem 10. We recall that Ratd denotes the space of rational maps of
degree d. Then it follows from Theorems 1.1–1.4 in [19] that if d1, d2 ≥ 4, then
the set

Vd1,d2 :=

{
( f1, f2) ∈ Ratd1 × Ratd2 :

f1 and f2 are critically simple
and critically separated

}
is Zariski dense in Ratd1 × Ratd2 . Then for any d3, . . . , dr ≥ 2, the set

U(d1, . . . , dr ) := Vd1,d2 × Ratd3 × · · · × Ratdr

is Zariski dense in Ratd1 × · · · × Ratdr , and Theorem 15 gives us that the desired
inequality (2) for every S generated by a set of maps

( f1, . . . , fr ) ∈ U(d1, . . . , dr ). □

We conclude with a variant of Theorem 15 in which the maps are polynomials.
We start with a definition.

Definition 20. A polynomial f (x) ∈ Q[x] is power-like if there exist polynomi-
als R(x), C(x), L(x) ∈ Q[x] such that

f = R ◦ C ◦ L ,deg(L) = 1,deg(C) ≥ 2,

C(x) = a power map or a Chebyshev polynomial.
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Theorem 21. Let K/Q be a number field, let S be a set of endomorphisms of P1

defined over K , and let P ∈ P1(K ) be a point such that OrbS(P) is infinite. Suppose
further that S contains polynomials f1(x), f2(x) ∈ K [x] having the following
properties:

(1) Neither f1 nor f2 is power-like; see Definition 20.

(2) For all g ∈ Q[x] satisfying deg(g) ≥ 2, we have

f1 ̸= f2 ◦ g and f2 ̸= f1 ◦ g.

Then there is a constant C22 = C22(K , S, P) such that for all ϵ > 0,∑
p∈Spec(RK )

logNp

Np · mp(S, P)ϵ
≤ C22 · ϵ−1.

The proof of Theorem 21 is similar to the proof of Theorem 15, except that we
use [10; 23] instead of [13; 19]. As a first step, we need the following result, which
is a polynomial analogue of Proposition 19.

Proposition 22. Let f1 and f2 be polynomials satisfying the hypotheses of Theorem
21, and let S = { f1, f2}. Then the following statements hold:

(a) The semigroup MS is free.

(b) Let P ∈ P1(Q) be a point whose S-orbit OrbS(P) is infinite. Then there exists
a strongly S-wandering point Q ∈ OrbS(P).

Proof. (a) See [13, Proposition 4.5].

(b) The proof is very similar to the proof of Proposition 19, so we just give a brief
sketch, highlighting the differences. We note that we have picked a coordinate
function x on P1. We let ∞ ∈ P1 be the pole of x and let A1

= P1 ∖ {∞}.
Replacing P with another point in OrbS(P) if necessary, we may assume that P ̸=∞

is not the point at infinity. We choose a set S of primes of K so that the ring of S-
integers RK ,S satisfies

P ∈ A1(RK ,S) and f1(x), f2(x) ∈ RK ,S[x].

We use the map f1 × f2 : A2
→ A2 to define three affine curves,

01 := ( f1 × f1)
−1(1), 02 := ( f2 × f2)

−1(1), 01,2 := ( f1 × f2)
−1(1).

Then [13, Proposition 4.5], itself a consequence of the main results of [10; 23],
tells us that these are geometrically irreducible curves of geometric genus at least 1.
(This is where we use the assumptions (1) and (2) of Theorem 21 on f1 and f2.)
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The Siegel–Mahler theorem for integral points on affine curves [14, Theorem D.9.1]
then implies that

01(RK ,S), 02(RK ,S), and 01,2(RK ,S) are finite sets,

and hence that

6 := 01,2(RK ,S) ∪ (01 ∖1)(RK ,S) ∪ (02 ∖1)(RK ,S)

is finite.
The remainder of the proof of Proposition 22 follows the proof of Proposition 19,

starting with the three possibilities described in (10). □

Proof of Theorem 21. The proof of Theorem 21 is identical to that of Theorem 15.
We first use Lemma 18, Proposition 22, and the fact that OrbS(P) is infinite to find
a point Q ∈ OrbS(P) that is strongly wandering for S′

= { f1, f2}. We then apply
Theorem 7 to the point Q and the set S′

= { f1, f2} to deduce the desired result
for P and S. □
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TROPICAL LAGRANGIAN MULTISECTIONS
AND TORIC VECTOR BUNDLES

YAT-HIN SUEN

We introduce the notion of tropical Lagrangian multisections over a fan
and study its relation with toric vector bundles. We also introduce a “SYZ-
type” construction for toric vector bundles which gives a reinterpretation of
Kaneyama’s linear algebra data. In dimension 2, this “mirror-symmetric”
approach provides us a pure combinatorial condition for checking which
rank 2 tropical Lagrangian multisections arise from toric vector bundles.

1. Introduction

Toric geometry is an interaction between algebraic geometry and combinatorics.
Difficult problems in algebraic geometry can usually be simplified in the toric
world. Toric geometry also plays a key role in the current development of mirror
symmetry. It provides a huge source of computable examples for mathematicians
and physicists to understand mirror symmetry [1; 2; 4; 5; 6; 8; 12; 13; 14]. The
famous Gross–Siebert program [18; 19; 20] applies toric degenerations to solve
the reconstruction problem in mirror symmetry, which is often referred to as the
algebro-geometric SYZ program [27].

In this paper, we study the combinatorics of toric vector bundles. The study of
toric vector bundles can be dated back to Kaneyama’s classification [21] using linear
algebra data and also Klyachko’s classification [23] using filtrations indexed by rays
in the fan. Payne [25; 26] studied toric vector bundles and their moduli in terms
of piecewise linear functions defined on cone complexes. Motivated by the work
of Payne, the notion of tropical Lagrangian multisections was first introduced by
the author of this paper in [28] and generalized to arbitrary 2-dimensional integral
affine manifolds with singularities in a joint work with Chan and Ma [9].

We begin by recalling some elementary facts about toric varieties and toric vector
bundles in Section 2. In Section 3, we introduce the notion of tropical Lagrangian
multisections over a complete fan 6 on NR

∼=Rn . A tropical Lagrangian multisection
L over 6 is a branched covering map π : (L , 6L , µ) → (NR, 6) of connected cone
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complexes1 (µ : 6L → Z>0 is the weight or multiplicity map) together with a
piecewise linear function ϕ : L → R. We will introduce three more concepts,
namely, combinatorial union, combinatorial indecomposability and combinatorial
equivalence. These concepts allow us to break down a tropical Lagrangian multisec-
tion into “indecomposable” components. Moreover, these components enjoy some
nice properties, for instance, the ramification locus of a combinatorially indecom-
posable tropical Lagrangian multisection lies in the codimension 2 strata of (L , 6L )
(Proposition 3.23). Such indecomposability is also related to indecomposability of
toric vector bundles as we will see in Section 4 (Theorem 4.7).

In Section 3A, we follow [26] to associate a tropical Lagrangian multisection LE
to a toric vector bundle E on X6 . Section 4 will be devoted to the converse. Namely,
given a tropical Lagrangian multisection L over a complete fan 6, we would like
to construct a toric vector bundle on X6 . We call this the reconstruction problem.
One should not expect L to completely determine a toric vector bundle due to its
discrete nature, and Payne has already proved in [26] that LE only determines the
total equivariant Chern class of E . Therefore, we need to introduce some continuous
data (Definition 4.1), which are the linear algebra data given by Kaneyama [21].
The set of all such data on L modulo gauge equivalence will be denoted by K(L).

A fundamental question that this paper would like to answer is: When is
K(L) ̸= ∅? In Section 4B, we give a “SYZ-mirror-symmetric” approach to solve
this problem. First of all, SYZ mirror symmetry [27] suggests that if a symplec-
tic manifold admits a Lagrangian torus fibration, its complex mirror is obtained
by taking the dual torus fibration. Furthermore, the SYZ program also suggests
that holomorphic vector bundles are mirror to Lagrangian multisections. Given a
Lagrangian multisection whose underlying covering map is unbranched, its SYZ
transform was defined in [7; 24]. However, the covering map can be branched over
the base of the SYZ fibration. The SYZ program then suggests we first construct
the semiflat bundle, which is obtained by the usual SYZ transform with the branch
locus removed. However, the semiflat bundle would receive nontrivial monodromies
around those fibers above the branch locus and thus cannot be extended to the whole
mirror space. To perform extension, we need to cancel these monodromies by
remembering the ramification locus. The SYZ program suggests that the ramification
locus should be remembered by the holomorphic disks bounded by the multisection
and certain SYZ fibers. The exponentiation of the generating function of these
holomorphic disks is the so-called wall-crossing automorphism. A good local
example was given by Fukaya [15, Example 4.4]. Moreover, he also pointed out in
[15, Section 6.4] that, when the rank is 2, the semiflat bundle needs to be twisted by
a nontrivial local system in order to carry out the monodromy cancellation process.

1In [28], we assume the domain L is a topological manifold. We extend the definition here by
allowing L to be a cone complex, which is not necessarily a manifold.
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Going back to our tropical world, we restrict our attention to combinatorially
indecomposable tropical Lagrangian multisections. This assumption implies the
ramification locus is contained in the codimension 2 stratum L(n−2) of (L , 6L)

(Proposition 3.23). Following the idea of the SYZ program and Fukaya’s proposal,
the reconstruction program should consist of two steps. The first step is to equip
L\L(n−2) with a suitable C×-local system L. Then we construct in Section 4B1
the semiflat mirror bundle Esf(L,L) of (L,L), which is a rank r toric vector bundle
defined on the 1-skeleton

X (1)
6 :=

⋃
τ∈6(n−1)

Xτ

of X6 . In general, the semiflat mirror bundle cannot be extended to X6 due to
the presence of monodromies of π : L → NR around the branch locus S ⊂ NR.
In order to cancel these monodromies, we will introduce a set of local automor-
phisms 2 := {2τ (ω

′)}τ∈6(n−1),ω′⊂S in Section 4B2 to correct the transition maps
of Esf(L,L) so that it can be extended to X6 . If there exists a C×-local system L
on L\L(n−2) and a collection of factors 2 that satisfy the consistency condition
(Definition 4.15), the tropical Lagrangian multisection is called unobstructed
(Definition 4.17 and see Remark 4.18 for the terminology). Being unobstructed
allows us to define a 1-cocycle {Gσ1σ2}σ1,σ2∈6(n) and gives a toric vector bundle
E(L,L, 2) over X6 . It turns out that all Kaneyama data arise from this construction.

Theorem 4.21. Suppose L is combinatorially indecomposable and admits a
Kaneyama data g. Then there exists a C×-local system L on L\L(n−2) and
consistent 2 such that E(L,L, 2) = E(L, g).

The factors {2τ (ω
′)} should be thought of as wall-crossing automorphisms as

described above, which are responsible for Maslov index 0 holomorphic disks
bounded by a Lagrangian multisection and certain fibers of the torus fibration
T ∗NR/M → NR. Hence our reconstruction program can be regarded as a “tropical
SYZ transform”.

In the last section, Section 5, we apply our “SYZ construction” to study the
unobstructedness of combinatorially indecomposable tropical Lagrangian multi-
sections of rank 2 over a complete fan on NR

∼= R2. First of all, not all such
objects are unobstructed (Example 5.1). Therefore, we need extra conditions to
guarantee unobstructedness. We will define a slope condition (Definition 5.8), which
is completely determined by the combinatorics of the piecewise linear function
ϕ : L → R of L. It turns out this combinatorial condition completely determines
the obstruction of L.

Theorem 5.9. A combinatorially indecomposable rank 2 tropical Lagrangian multi-
section L over a 2-dimensional complete fan 6 is unobstructed if and only if it
satisfies the slope condition.
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From the proof of Theorem 5.9, we can deduce an interesting inequality, bounding
the dimension of moduli spaces of toric vector bundles with fixed equivariant Chern
classes by the number of rays in 6.

Corollary 5.10. If L is a combinatorially indecomposable rank 2 tropical La-
grangian multisection, then we have the inequality dimC(K(L)) ≤ #6(1) − 1.

2. Toric varieties and toric vector bundles

We first recall some basics in toric geometry. Standard references are [10; 11; 17].
Throughout, we denote by N a rank n lattice and M := HomZ(N , Z) the dual lattice.
We also set NR := N ⊗Z R and MR := M ⊗Z R. A fan 6 in NR is a collection of
rational strictly convex cones in NR such that

(1) if σ ∈ 6 and τ ⊂ σ is a face, then τ ∈ 6 and

(2) if σ1, σ2 ∈ 6, then σ1 ∩ σ2 ∈ 6.

Denote by 6(k) the collection of all k-dimensional cones in 6. For each cone
σ ∈6, one can associate the corresponding dual cone σ∨ in MR, which is defined by

σ∨
:= {x ∈ MR : ⟨x, ξ⟩ ≥ 0 ∀ξ ∈ σ }.

It is also a strictly convex rational cone. For τ ⊂ σ , we have σ∨
⊂ τ∨. Define

U (σ ) := Spec(C[σ∨
∩ M]).

There is a (C×)n-action on U (σ ), given by

λ · zm
:= λmzm,

for m ∈ σ∨
∩ M . For τ ⊂ σ , we have an open embedding U (τ ) → U (σ ). The toric

variety X6 associated to 6 is defined to be the direct limit

X6 := lim
−−→

U (σ ).

The (C×)n-actions on affine charts agree and so induce a (C×)n-action on X6 .

Definition 2.1. Let X6 be an n-dimensional toric variety. A vector bundle E on X6

is called toric if the (C×)n-action on X6 lifts to an action on E which is linear
on fibers. Equivalently (see [21]), for each λ ∈ (C×)n , there is a vector bundle
isomorphism λ∗E ∼= E covering the identity of X6 .

Given a toric vector bundle E on X6 , the (C×)n-action constrains the transition
maps of E . Let Gσ : E|U (σ ) → U (σ ) × Cr be an equivariant trivialization and

Gσ1σ2 := Gσ2 ◦ G−1
σ1

: U (σ1 ∩ σ2) × Cr
→ U (σ1 ∩ σ2) × Cr
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be the transition map from the affine chart U (σ1) to the chart U (σ2). We can always
choose the trivialization Gσ : E|U (σ ) → U (σ ) × Cr so that (C×)n acts diagonally
on fibers, that is, the action on C[σ∨

∩ M] ⊗C C[t1, . . . , tr ] is of form

λ · (zm, t1, . . . , tr ) = (λmzm, λm(1)(σ )t1, . . . , λm(r)(σ )tr )

for some m(1)(σ ), . . . , m(r)(σ ) ∈ M . Since this action extends to X6 , we must have

G(αβ)
σ1σ2

(z) = g(αβ)
σ1σ2

zm(α)(σ1)−m(β)(σ2)

for some g(αβ)
σ1σ2 ∈ C so that g(αβ)

σ1σ2 ̸= 0 only if m(α)(σ1)− m(β)(σ2) ∈ (σ1 ∩σ2)
∨

∩ M .

3. Tropical Lagrangian multisections

In this section, we introduce the notion of tropical Lagrangian multisections. We
begin by reviewing some basics about cone complexes. We follow [26] with some
small notational changes.

Definition 3.1 [26, Definition 2.1]. A cone complex consists of a topological
space X together with a finite collection 6 of closed subsets of X and for each
σ ∈ 6, a finitely generated subgroup M(σ ) of the group of continuous functions
on σ , satisfying the following conditions:

(1) The natural map φσ : σ → (M(σ ) ⊗Z R)∨ given by

x 7→ (u 7→ u(x))

maps σ homeomorphically onto a convex rational polyhedral cone.

(2) The preimage of any face of φσ (σ ) is an element of 6 and

M(τ ) = {m|τ | m ∈ M(σ )}.

(3) The topological space X admits the decomposition

X =
⊔

σ∈6

Int(σ ),

where Int(σ ) denotes the relative interior of σ .

A cone complex (X, 6) is said to be connected if the topological space X is
connected. The space of piecewise linear functions on (X, 6) is defined to be

PL(X, 6) := {ϕ : X → R | ϕ|σ ∈ M(σ ) ∀σ ∈ 6}.

Remark 3.2. The connected components of X are parametrized by minimal cones
in 6. See [26, Remark 2.6].
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Definition 3.3 [26, Definition 2.9]. A morphism of cone complexes f : (X ′, 6X ′)→

(X, 6X ) is a continuous map f : X ′
→ X such that for any σ ′

∈ 6X ′ , there exists
σ ∈ 6 such that f (σ ′) ⊂ σ and f ∗M(σ ) ⊂ M(σ ′).

Definition 3.4 [26, Definition 2.16]. A weighted cone complex consists of a cone
complex (X, 6) together with a function µ : X → Z>0 such that for any σ ∈ 6,
µ|Int(σ ) is constant. We simply write µ(σ) for µ|Int(σ ).

If (X ′, 6X ′) is weighted by µ, for a surjective morphism f : (X ′, 6X ′)→ (X, 6X ),
we can define Tr f (µ) : X → Z>0 by

Tr f (µ)(x) :=
∑

x ′∈ f −1(x)

µ(x ′),

called the trace of µ by f .

Definition 3.5 [26, Definition 2.17]. Let (B, 6) be a connected cone complex and
(L , 6L , µ) be a connected weighted cone complex. A branched covering map
π : (L , 6L , µ) → (B, 6) is a surjective morphism of cone complexes such that

(1) for each σ ′
∈ 6L , π maps σ homeomorphically to π(σ) ∈ 6,

(2) for any connected open set U ⊂ B and connected V ⊂ π−1(U ), the function
Trπ |V (µ) : U → Z>0 is constant.

The morphism π : (L , 6L , µ) → (B, 6) is said to be ramified along τ ′
∈ 6L if

µ(τ ′) > 1. The number Trπ (µ) is called the degree of π : (L , 6L , µ) → (B, 6).
The subset

S′
:= S′(L) :=

⋃
τ ′∈6L :µ(τ ′)>1

τ ′
⊂ L

is called the ramification locus of π and S := S(L) := π(S′) is called the branch
locus of π .

Definition 3.6. Let π1 : (L1, 6L1, µ1) → (B, 6), π2 : (L2, 6L2, µ2) → (B, 6)

be branched covering maps of the same degree. We write π1 ≤ π2 if there exists
a surjective morphism of cone complexes f : (L2, 6L2) → (L1, 6L1) such that
π1 ◦ f = π2 and Tr f (µ2) = µ1.

Definition 3.7 [26, Definition 2.26]. A branched covering map π : (L , 6L , µ) →

(B, 6) is called maximal if it is maximal with respective to the partial ordering
given in Definition 3.6.

Given a cone complex (L , 6L), we define

L(n−k)
:=

⋃
τ ′∈6L :codim(τ ′)=k

τ ′
⊂ L ,

the codimension k stratum of (L , 6L). Payne showed in [26, Proposition 2.30]
that if 6 is a complete fan in NR, the ramification locus of any maximal branched
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covering map π : (L , 6L , µ) → (NR, 6) lies in the codimension 2 stratum L(n−2)

of (L , 6L). Now we focus on B = NR
∼= Rn and 6 is a complete fan on NR. In this

case, B carries a natural affine structure and 6 turns (B, 6) into a cone complex.
If π : (L , 6L , µ) → (B, 6) is a branched covering map, then for any σ ′

∈ 6L(n),
we have π∗M = π∗M(σ ) = M(σ ′) as π |σ ′ : σ ′

→ σ is an isomorphism. Hence we
can identity M(σ ′) with M via π∗ naturally. We can then define

Lin(L) := { f ∈ C0(L , R) : ∃m ∈ M such that f |σ ′ = m ∀σ ′
∈ 6L},

to be the space of linear function on L . It is clear that Lin(L) ⊂ PL(L , 6L).
Moreover, as L is assumed to be connected, it is clear that Lin(L) = Lin(B) = M .

Definition 3.8. Let 6 be a complete fan on NR. A tropical Lagrangian multisection
of rank r over 6 is a quintuple L := (L , 6L , µ, π, ϕ), where

(1) (L , 6L) is a connected cone complex weighted by µ,

(2) π : (L , 6L , µ) → (NR, 6) is a branched covering map such that Trπ (µ) = r ,

(3) ϕ is a piecewise linear function on (L , 6L).

The number r is called the rank of L and is denoted by rk(L). The underlying
branched covering map of L is denoted by L. A tropical Lagrangian multisection L

is said to be maximal if L is maximal.

Remark 3.9. In [28], the author provided a definition of tropical Lagrangian
multisections over integral affine manifolds with singularities whose domain of
the branched covering map is a topological manifold. While in [9], the authors
gave a definition of tropical Lagrangian multisections over 2-dimensional integral
affine manifolds with singularities equipped with polyhedral decomposition, where
they also assumed the domain is also a topological manifold equipped with a
polyhedral decomposition that is compatible with the covering map. Of course, if
we restrict our attention to the case where the affine manifold is R2 with polyhedral
decomposition being a fan 6, Definition 3.8 extends Definition 3.6 in [9] because
we don’t assume L is a topological manifold here.

Remark 3.10. In [2], Abouzaid used the terminology “tropical Lagrangian section”
to stand for an honest Lagrangian section of the torus fibration Log : (C×)n

→ Rn .
The term “tropical” in this paper stands for a combinatorial/discrete replacement
for Lagrangian multisections, which are supposed to be mirror to vector bundles
on X6 . However, it is not hard to show that a tropical Lagrangian section (r = 1)
in our combinatorial sense always produces a tropical Lagrangian section in the
sense of Abouzaid by smoothing the piecewise linear function ϕ : |6| → R suitably.
Thus our definition is somehow a generalization of Abouzaid’s one. Nevertheless,
we apologize for any possible confusion with the use of the terminology here.
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Definition 3.11. Let L1, L2 be tropical Lagrangian multisections of the same rank.
We write L1 ≤ L2 if L1 ≤ L2 via some f such that f ∗ϕ1 = ϕ2.

Definition 3.12. Let L1, L2 be tropical Lagrangian multisections over a fan 6. We
write L2 ∼c L1 if rk(L1)= rk(L2) and there exists a tropical Lagrangian multisection L

over 6 such that L ≤ Li for all i = 1, 2. We say L1 is combinatorially equivalent
to L2 if there exists a sequence of tropical Lagrangian multisections L′

1, L′

2, . . . , L′

k
such that L′

1 = L1, L′

k = L2 and L′

i+1 ∼c L′

i for all i = 1, . . . , k − 1.

Remark 3.13. The relation ∼c is only reflexive and symmetric. The notion of combi-
natorial equivalence is the transitive closure of ∼c and hence, an equivalence relation.

Now we define an important class of tropical Lagrangian multisections.

Definition 3.14. A tropical Lagrangian multisection L = (L , 6L , µ, π, ϕ) is said to
be k-separated if it satisfies the following condition: For any τ ∈ 6(k) and distinct
lifts τ (α), τ (β)

∈ 6L(k) of τ , we have ϕ|τ (α) ̸= ϕ|τ (β) . Note that k-separability
implies K -separability for all K ≥ k. A tropical Lagrangian multisection is said to
be separated if it is 1-separated.

Remark 3.15. Definition 3.14 holds vacuously for all rank 1 tropical Lagrangian
multisections.

We can always “separate” a tropical Lagrangian multisection in the following
sense.

Proposition 3.16. For any tropical Lagrangian multisection L over 6, there exists
a separated tropical Lagrangian multisection Lsep over 6 such that Lsep ≤ L. In
particular, every tropical Lagrangian multisection is combinatorially equivalent to
a separated one.

Proof. We define a cone complex (Lsep, 6
′
sep) as follows. Let σ ∈ 6. Two

lifts σ (α), σ (β)
∈ 6 of σ are identified if and only if ϕ|σ (α) = ϕ|σ (β) . We denote the

quotient map L → Lsep by q . The set of cones is given by

6′

sep := {q(σ ′) | σ ′
∈ 6L}.

The projection map π : L → NR factors through q and hence descends to a projection
πsep : Lsep → NR. Define µsep := Trq(µ). It is clear that πsep : (Lsep, 6

′
sep, µsep) →

(NR, 6) is a branched covering map. We define ϕsep : Lsep → R by

ϕsep|q(σ ′) = ϕ|σ ′ .

It is clear that ϕsep|q(σ ′) is independent of the choice of σ ′
∈6L and ϕsep is continuous.

It also follows from construction that q∗ϕsep = ϕ. Hence Lsep ≤ L. □

Example 3.17. Given a tropical Lagrangian multisection L as shown in Figure 1,
its canonical separation Lsep is given by gluing σ

(1)
0 , σ

(2)
0 over σ0.
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Figure 1. The canonical separation Lsep of L.

Definition 3.18. The tropical Lagrangian multisection Lsep constructed in the proof
of Proposition 3.16 is called the canonical separation of L.

Construction 3.19. There are three natural operations on tropical Lagrangian
multisections. As we will see in Proposition 3.26, they correspond to algebraic
operations of toric vector bundles.

(1) Given L = (L , 6L , µ, π, ϕ), we put −L := (L , 6L , µ, π, −ϕ), called the dual
of L.

(2) Given two tropical Lagrangian multisections L1, L2 with rank r1, r2, respec-
tively, we can construct another tropical Lagrangian multisection L1 ∪c L2 by
gluing τ ′

∈6′

1, τ
′′
∈6′

2 whenever π1(τ
′)=π(τ ′′)=τ and ϕ1|τ ′ =ϕ1|τ ′′ . The do-

main of L1∪cL2 is denoted by L1∪c L2 and the quotient map L1⊔L2 → L1∪c L2

is denoted by q . The set of cones is given by

6′

1 ∪c 6′

2 := {q(σ ′) | σ ′
∈ 6′

1 ⊔ 6′

2}

and the multiplicity map is given by

(µ1 ∪c µ2)(σ
′) :=

∑
σ ′

1∈6′

1:q(σ ′

1)=σ ′

µ1(σ
′

1) +
∑

σ ′

2∈6′

2:q(σ ′

2)=σ ′

µ2(σ
′

2).
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In particular, the rank of L1 ∪c L2 is r1 + r2. Finally, the piecewise linear
function is given by

(ϕ1 ∪c ϕ2)|σ ′ =

{
ϕ1|σ ′

1
if q(σ ′

1) = σ ′
∈ q(6′

1),

ϕ2|σ ′ if q(σ ′

2) = σ ′
∈ q(6′

2).

It follows from the definition of q that ϕ1 ∪c ϕ2 is well-defined and continuous.
We call the tropical Lagrangian multisection L1 ∪c L2 the combinatorial union
of L1, L2.

(3) We define the tropical Lagrangian multisection L1 ×6 L2 of rank r1r2 with
domain L1 ×|6| L2, the set of cones 6′

1 ×6 6′

2, the multiplicity map

σ ′

1 × σ ′

2 7→ µ1(σ1)µ2(σ2)

and the projection σ1 ×σ σ2 7→ σ . The piecewise linear function is given by

(x1, x2) 7→ ϕ1(x1) + ϕ2(x2).

Finally, denote the canonical separation of L1 ×|6| L2 by L1 ×c L2, called the
combinatorial fiber product of L1, L2.

Note that L1 ∪c L2, L1 ×c L2 are always separated by construction.

Definition 3.20. Let L, L1, L2 be tropical Lagrangian multisections over 6. We
say L is combinatorially decomposable by L1, L2 if L is combinatorially equivalent
to L1 ∪c L2. A tropical Lagrangian multisection is said to be combinatorially
indecomposable if it is not combinatorially decomposable for all pairs of L1, L2.

Every tropical Lagrangian multisection can be combinatorially decomposed into
a union of indecomposable ones. However, such decomposition is not unique most
of the time.

Example 3.21. Figure 2 shows a combinatorial indecomposable tropical multi-
section over the fan of P2. It is also separated as the piecewise linear function
has different slopes along distinct lifts of every ray. This tropical Lagrangian
multisection is in fact the associated branched covering map of cone complexes
of TP2 . See [26].

Example 3.22. Figure 3 shows a combinatorial indecomposable tropical Lagrangian
multisection over the fan 6F1 of the Hirzebruch surface F1. The notation ∪0 stands
for gluing the two cone complexes (both are (R2, 6F1), but decorated by two
different piecewise linear functions) on the left at the origin 0 ∈ NR. Again, it is
easy to see that this tropical Lagrangian multisection is also separated.

As Example 3.21 suggests, there is a relation between combinatorial indecom-
posability and separability.
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multisection over the fan of P2

i

¾2

(0; 1)

¾1

¾0

¼

¼

¼

¾2

¾1

¾
(1)
0

¾0

¡»1

(0; 1)

¡»1

¾
(1)
1

¾
(1)
2

»1

(1; 1)

»2

(1; 1)
»2¡ »1

(¡1; 0)

¾
(2)
0

(0;¡1)

¾
(2)
1

¡»2

§F1

¾
(2)
2

»1

(¡1; 0)

§P2

L

(0;¡1)

»1¡ »2

(¡1; 0)

¡»1

»1

»2

¡»2

¾
(1)
0

¾
(1)
1

¾
(1)
2

¾
(2)
0

¾
(2)
1

¾
(2)
2

(0;¡1)

[0

(1; 1)

¡c»2

a»2

a»1

¡b»1

»2¡ »1

c(»1¡ »2)

»1¡ »2

c(»2¡ »1)

La;b;c §P2

LTP 2

(0; 1)

Figure 3. A combinatorially decomposable tropical Lagrangian
multisection over the fan of F1

Proposition 3.23. Suppose L is combinatorially indecomposable. Then L is (n−1)-
separated and the ramification locus of π : L → NR lies in the codimension 2
strata L(n−2) of (L , 6L). When dim(NR) = 2, the converse is true with the stronger
assumption that L is maximal.

Proof. We first prove combinatorial indecomposability implies (n−1)-separability
under the assumption S′(L) ⊂ L(n−2). Suppose L is not (n−1)-separated, that is,
there exists τ ∈ 6(n − 1) and distinct lifts τ (α), τ (β)

∈ 6L such that ϕ|τ (α) = ϕ|τ (β) .
Choose a loop γ : [0, 1] → NR\S(L) so that γ (0) = γ (1) ∈ Int(τ ) and it goes into
the interior of each maximal cone once and transverse to the codimension 1 strata.
By concatenating γ with itself and using the path lifting lemma, we obtain a lift
γ ′

: [0, 1] → L\S′(L) of γ so that γ ′(0) ∈ Int(τ (α)) and γ ′(1) ∈ Int(τ (β)). Let

6
(1)
γ ′ := {σ ′

∈ 6L : Int(σ ′) ∩ γ ′
̸= ∅}, L̃(1)

γ ′ :=
⋃

σ ′∈6γ ′ (n)

σ ′
⊂ L .
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Then there is a cone complex (L(1)
γ ′ , 6L(1)

γ ′
) obtained by gluing τ (α), τ (β). Denote

the quotient map by q1 : L̃(1)
γ ′ → L(1)

γ ′ . By considering

6
(2)
γ ′ = (6L\6

(1)
γ ′ ) ∪ {τ (α), τ (β)

}

and gluing τ (α), τ (β), we obtain another cone complex (L(2)
γ ′ , 6L(2)

γ ′
) and a quotient

map q2. There are two obvious projections

π
(i)
γ ′ : L(i)

γ ′ → NR.

We take µL(i)
γ ′

:= Trqi (µ|L̃(i)
γ ′

) to make π
(i)
γ ′ ’s into branch covering maps. The function

ϕ|L̃(i)
γ ′

descends to L(i)
γ ′ and turn them into two tropical Lagrangian multisections L

(1)
γ ′

and L
(2)
γ ′ . It is then clear that L = L

(1)
γ ′ ∪c L

(2)
γ ′ .

Now we handle the general case. Suppose S′(L) ̸⊂ L(n−2). Then there is a
codimension 1 cone τ ∈ 6(n − 1) such that τ ⊂ S(L). Pass to a cover f : L′

→ L

such that S′(L′) lies in the codimension 2 strata of (L ′, 6L ′). Then τ has two distinct
lifts τ (α), τ (β)

∈ 6L ′(n − 1) such that f ∗ϕ|τ (α) = f ∗ϕ|τ (β) . Hence L′ is not (n−1)-
separated and hence combinatorially decomposable. But L′ is combinatorially
equivalent to L and so L is also combinatorially decomposable.

For the converse, note that 1-separability of L implies any covering morphism
of the form L → L′ is an isomorphism. Indeed, if f : L → L′ is not injective,
there exists distinct τ (α), τ (β)

∈ 6L(1) so that f (σ (α)) = f (σ (β)). This implies
ϕ|τ (α) = ϕ|τ (β) . As τ (α)

̸= τ (β), this contradicts separability. However, maximality
of L also implies all covering morphism of the form L′

→ L is an isomorphism.
Therefore, if L is combinatorially decomposable, say by L1, L2, then L ∼= L1 ∪c L2,
which violate maximality. □

Remark 3.24. The converse of Proposition 3.23 is not true without the maximality
assumption. For example, let 6 be the fan of P2 and ϕ0, ϕ1 be the piecewise
linear functions correspond to OP2,OP2(D1 + D2 − 2D0), where D0, D1, D2 are
invariant divisors. Then Li := (NR, 6, 1, idNR

, ϕi ), i = 0, 1 are tropical Lagrangian
multisections. Then it is easy to see that L0 ∪c L1 is separated with the zero cone
being the only ramification point. It is obvious that L0 ∪c L1 is combinatorially
decomposable by L0, L1.

3A. From toric vector bundles to tropical Lagrangian multisections. Let X6 be
the associated toric variety of 6. Given a rank r toric vector bundle E on X6 , we
can associate a rank r tropical Lagrangian multisection LE over 6 by following the
construction in [26].

Let σ ∈ 6 and U (σ ) be the affine toric variety corresponding to σ . The toric
vector bundle splits equivariantly on U (σ ) as

E|U (σ )
∼=

⊕
m(σ )∈m(σ )

Lm(σ ),
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where m(σ ) ⊂ M(σ ) := M/(σ⊥
∩ M) is a multiset and Lm(σ ) is the line bundle

corresponds to the linear function m(σ ) ∈ M(σ ). We define LE as follows. Let
|6| → 6 be the map given by mapping x ∈ |6| to the unique cone σ ∈ 6 such that
x ∈ Int(σ ). Equip 6 with the quotient topology. Define

6E := {(σ, m(σ )) | σ ∈ 6, m(σ ) ∈ m(σ )}

and let 6E → 6 be the projection

(σ, m(σ )) 7→ σ.

We emphasize that although m(σ ) is a multiset, 6E is not. Equip 6E a poset
structure

(σ1, m(σ1)) ≤ (σ2, m(σ2)) ⇐⇒ σ1 ⊂ σ2 and m(σ2)|σ1 = m(σ1)

and equip it with the poset topology, namely, a subset K ⊂6L is closed if and only if

{(σ1, m(σ1)) | (σ1, m(σ1)) ≤ (σ2, m(σ2))} ⊂ K

for all (σ2, m(σ2)) ∈ K . Define

LE := |6| ×6 6E .

Let the set of cones on LE be 6 ×6 6E ∼= 6E . The multiplicity µE : LE → Z>0 is
defined by

µE(σ, m(σ )) := number of times that m(σ ) appears in m(σ ).

The projection map πE : LE → |6| then induces a rank r branched covering map
of cone complexes πE : (LE , 6E , µE) → (NR, 6). The piecewise linear function
ϕE : LE → R is tautologically given by

ϕE |(σ,m(σ )) := π∗

Em(σ ).

This gives a tropical Lagrangian multisection LE := (LE , 6E , µE , πE , ϕE).

Proposition 3.25. The tropical Lagrangian multisection LE is separated.

Proof. By construction, if ω(α), ω(β)
∈ 6E are distinct lifts of some ω ∈ 6, then

ϕE |ω(α) ̸=ϕE |ω(α) . In particular, slopes on different codimension 1 cones are different.
□

Proposition 3.26. Let E, E1, E2 be toric vector bundles on X6 . Then

(1) LE∗ = −LE ,

(2) LE1⊕E2 = LE1 ∪c LE2 ,

(3) LE1⊗E2 = LE1 ×c LE2 .
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Proof. They follow from the induced equivariant structure

λ · f := f (λ−1
· v),

λ · (v1 ⊕ v2) := (λ · v1) ⊕ (λ · v2),

λ · (v1 ⊗ v2) := (λ · v1) ⊗ (λ · v2),

where f ∈ E∗, v ∈ E, v1 ∈ E1, v2 ∈ E2. □

The assignment E 7→ LE is not injective as the following example shows.

Example 3.27. Consider the toric vector bundles

E1 :=

2⊕
i=1

OP2(Di ) and E2 := TP2 ⊕OP2 .

Via the Euler sequence

0 → OP2 →

2⊕
i=1

OP2(Di ) → TP2 → 0,

E1, E2 share the same equivariant Chern class and hence LE1 = LE2 by Proposition 3.4
of [26]. This example also shows that combinatorially indecomposable components
are not unique. Indeed, LE1 = LO

P2 (D0) ∪c LO
P2 (D1) ∪c LO

P2 (D2), LE2 = LO
P2 ∪c LT

P2 ,
and it is easy to see that LT

P2 is maximal and separated, hence combinatorially
indecomposable.

4. Kaneyama’s classification via SYZ-type construction

4A. Kaneyama’s classification. We first rewrite Kaneyama’s classification result
in terms of the language of tropical Lagrangian multisections. By doing so, some
properties of toric vector bundles can be read off from the tropical Lagrangian
multisections.

In [21], Kaneyama classified toric vector bundles by both combinatorial and linear
algebra data. We can rewrite and refine these data in terms of the language of tropical
Lagrangian multisections. Let L = (L , 6L , µ, π, ϕ) be a tropical Lagrangian multi-
section over 6. For a maximal cone σ ′

∈ 6L , we use the notation m(σ ′) to denote
the slope of ϕ on σ ′, which is an element in M . We also count lifts of a maximal
cone with multiplicities (recall that each cone σ ′

∈ 6L has a multiplicity µ(σ ′)).

Definition 4.1. Let L be a tropical Lagrangian multisection of rank r over 6. A
Kaneyama data of L is a collection g := {gσ1σ2}σ1,σ2∈6L (n) ⊂ GL(r, C) such that

(G1) for any σ ∈ 6(n), we have gσσ = Id,
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(G2) for any σ1, σ2 ∈ 6(n), the (α, β)-entry g
σ

(α)
1 σ

(β)

2
of gσ1σ2 is nonzero only if

σ
(α)
1 ∩ σ

(β)

2 ̸= ∅ and

m(σ
(α)
1 ) − m(σ

(β)

2 ) ∈ (σ1 ∩ σ2)
∨

∩ M,

(G3) for any σ1, σ2, σ3 ∈ 6(n), we have

gσ1σ2 gσ2σ3 = gσ1σ3 .

We denote by K̃(L) the set of Kaneyama data on L. Two Kaneyama data
g, g′

∈ K̃(L) are said to be equivalent if for any σ ∈ 6(n), there exists hσ :=

(hσ (α)σ (β)) ∈ GL(r, C) such that

(H1) hσ (α)σ (β) ̸= 0 only if

m(σ (α)) − m(σ (β)) ∈ σ∨
∩ M,

(H2) for any σ1, σ2 ∈ 6(n),

hσ2 gσ1σ2 = g′

σ1σ2
hσ1 .

We denote by K(L) the set of equivalence classes of Kaneyama data on L.

Remark 4.2. In Kaneyama’s work [21, pages 74–75], conditions (i) and (i’) there
are equivalent to continuity of ϕ, condition (ii) is equivalent to (G1), (G2), (G3)
and condition (iii) is equivalent to (H1), (H2).

Theorem 4.3 (a reformulation of [21, Theorem 4.2]). Let L be a tropical Lagrangian
multisection over 6. If L admits a Kaneyama data g, then there is a toric vector
bundle E(L, g) over X6 such that LE(L,g) ≤ L. Two Kaneyama data g, g′

∈ K̃(L)

are equivalent if and only if E(L, g) ∼= E(L, g′) as toric vector bundles.

Proof. The (C×)n-action on the toric vector bundle Eσ =
⊕r

α=1 Lm(σ (α)) on U (σ )

is given by

(1) λ · (p, 1(σ (α))) := (λ · p, λm(σ (α))1(σ (α))),

where p ∈ U (σ ) and 1(σ (α)) is an equivariant holomorphic frame of Lm(σ (α)). It is
straightforward to check that this action is compatible with the transition maps

Gσ1σ2 : 1(σ
(α)
1 ) 7→

r∑
β=1

g
σ

(α)
1 σ

(β)

2
zm(σ

(α)
1 )−m(σ

(β)

2 )1(σ
(β)

2 ).

To prove that LE(L,g) ≤ L, we define

fσ ′ : σ ′
→ π(σ ′) × {m(σ ′)}.
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By continuity of ϕ, { fσ ′}σ ′∈6L can be glued to a continuous map f : L → LE(L,g)

which maps cones in 6L to cones in 6E(L,g) homeomorphically. By definition,
f ∗ϕE(L,g) = ϕ and for any σ × {m(σ )}, we have

Tr f (µ)(σ × {m(σ )}) =
∑

σ ′:ϕ|σ ′=m(σ )

µ(σ ′) = #{m ∈ m(σ ) : m = m(σ )}

= µE(L,g)(σ × {m(σ )}).

Hence LE(L,g) ≤ L via f . The last assertion follows from condition (iii) in [21]. □

Suppose L admits a Kaneyama data g. The composition

L 7→ E(L, g) 7→ LE(L,g)

may not be the identity map. For instance, suppose π : L → NR is a 2-fold cover
conjugate to the square map z 7→ z2 on C. Let 6 be the fan of P2. Then there
is a natural collection of cones 6′ on L . Equip L with the 0 function. Then, the
Kaneyama data g there gives a rank 2 toric vector bundle, which is just O⊕2

P2 with the
trivial equivariant structure. But it is clear that the associated tropical Lagrangian
multisection of O⊕2

P2 is given by (NR, 6,µ, idNR
, 0), with µ(σ) = 2. Nevertheless,

the map π : L → NR gives a branched covering of cone complexes that preserve
the function. More generally, we have the following:

Theorem 4.4. Let L1, L2 be tropical Lagrangian multisections of the same rank r.
If L1, L2 are combinatorially equivalent, then there exists a bijection f∗ : K(L1) →

K(L2) such that E(L1, g1) ∼= E(L2, f∗(g1)) as toric vector bundles. Conversely,
if E(L1, g1) ∼= E(L2, g2) for some Kaneyama data, then L1 is combinatorially
equivalent to L2.

Proof. It suffices to prove that if L2 ≤ L1 via some f , then any Kaneyama data of L1

gives a Kaneyama data of L2 such that their associated toric vector bundles are the
same and vice versa. Let σ ′

1, σ
′

2 ∈ 6′

1(n) be maximal cones. By the assumption
f ∗ϕ2 = ϕ1, we have

m( f (σ ′

1)) − m( f (σ ′

2)) = m(σ ′

1) − m(σ ′

2).

Moreover, counting with multiplicity, f induces a permutation of the index set
{1, . . . , r}, which parametrizes lifts of a maximal cell. Thus if g is a Kaneyama
data of L1, then we can simply define

( f∗g) f (σ
(α)
1 ) f (σ

(β)

2 )
:= g

σ
(α)
1 σ

(β)

2
,

where σ
(α)
1 , σ

(β)

2 are preimages of f (σ
(α)
1 ), f (σ

(β)

2 ) such that

m( f (σ
(α)
1 )) = m(σ

(α)
1 ), m( f (σ

(β)

2 )) = m(σ
(β)

2 ).
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Although the lifts σ
(α)
1 , σ

(β)

2 are not unique, the slopes are and hence f∗g is well-
defined. It is straightforward to check that f∗(g) := {( f∗g)σ1σ2} is a Kaneyama
data for L2 and any two choices of preimages above differ by a permutation of
the equivariant frame {1(σ (α))}r

α=1 and the torus action is preserved. It is then
easy to see that there is an isomorphism E(L1, g) ∼= E(L2, f∗(g)) of toric vector
bundles. By pulling back, Kaneyama data on L2 induces a Kaneyama data on L1.
Modulo equivalence, we obtain the desired bijection. The converse follows from
Theorem 4.3. □

Remark 4.5. Theorem 4.4 has the following analog in mirror symmetry. Non-
Hamiltonian equivalent Lagrangian branes in a symplectic manifold may give rise
to the same mirror object as they can still be isomorphic in the derived Fukaya
category. For example, in [7, Example 5.5] gives a Lagrangian immersion and a
Lagrangian embedding in a symplectic 2-torus that shares the same mirror sheaf.

Proposition 4.6. Suppose that L = L1 ∪c L2. Then there exists an embedding
K(L1) ×K(L2) → K(L).

Proof. The embedding is given by taking the direct sum of matrices. □

Every tropical Lagrangian multisection can be combinatorially decomposed into
combinatorially indecomposable ones. By Proposition 4.6, to obtain Kaneyama
data on a general tropical Lagrangian multisection, it suffices to consider its combi-
natorially indecomposable components.

Theorem 4.7. If L is combinatorially indecomposable, then E(L, g) is indecom-
posable for any Kaneyama data g of L. The converse is also true if L can be
decomposed into a combinatorial union of two tropical Lagrangian multisections
L1, L2 that admits Kaneyama data.

Proof. If E(L, g) is decomposable for some g, say by E1, E2, then LE(L,g) =

LE1 ∪c LE2 . Since LE(L,g) ≤ L by Theorem 4.3, L is also combinatorially de-
composable. Conversely, suppose L = L1 ∪c L2 for some unobstructed L1, L2.
Let g1, g2 be some Kaneyama data of L1, L2, respectively. Denote the image
of (g1, g2) under the embedding K(L1) × K(L2) → K(L) by g. Then we have
E(L, g) = E(L1, g1) ⊕ E(L2, g2). □

Since sections (r = 1) always admit Kaneyama data, we have the following:

Corollary 4.8. A rank 2 tropical Lagrangian multisection L is combinatorially
indecomposable if and only if E(L, g) is indecomposable for any Kaneyama data g
of L.

Remark 4.9. The converse of Theorem 4.7 or Corollary 4.8 is not true if we
just ask for E(L, g) to be indecomposable for some g. For instance, take any
indecomposable toric vector bundle E that contains a toric subbundle. Then LE is
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combinatorially decomposable since E fits into an exact sequence of toric vector
bundles. A concrete example is given by the tangent bundle of the Hirzebruch
surface F1, which is indecomposable. But it contains a line bundle as a toric
subbundle. See Corollary 4.1.2 of [22].

4B. A mirror symmetric approach. Now we go into one of the main themes
of this paper. We would like to interpret Kaneyama’s result in terms of mirror
symmetry. We assume from now on all tropical Lagrangian multisections are
combinatorially indecomposable and hence by Proposition 3.23, they are separated
and the ramification locus S′ always lies in the codimension 2 strata of (L , 6L).

4B1. The semiflat bundle. For a tropical multisection L = (L , 6L , µ, π, ϕ), we
have denoted the ramification locus by S′ and the branch locus by S. Both of them
are assumed to be contained in the codimension 2 strata. We define the 1-skeleton
of X6:

X (1)
6 :=

⋃
τ∈6(n−1)

Xτ = X6

∖ ⋃
dim(ω)≤n−1

U (ω).

The semiflat bundle is a locally free sheaf on X (1)
6 . To construct it, we first provide a

good open cover for L\L(n−2). For each σ ′
∈ 6L(n), choose a small neighborhood

Vσ ′ ⊂ L\L(n−2) contains σ ′
\L(n−2) such that Vσ ′

1
∩ Vσ ′

2
̸=∅ if and only if σ ′

1 ∩σ ′

2 ∈

6L(n − 1). See Figure 4. Choose any C×-local system L on L\L(n−2). Denote the
transition map on Vσ ′

1
∩ Vσ ′

2
by

1σ ′

1
7→ gsf

σ ′

1σ
′

2
1σ ′

2
,

where σ ′

2 ∈ 6L(n) is the unique lift of σ2 such that σ ′

1 ∩ σ ′

2 ∈ 6L(n − 1). For
a cone σ ∈ 6, let V (σ ) := U (σ ) ∩ X (1)

6 . If ω ⊂ S, then V (ω) = ∅. Thus,
{V (σ )}σ∈6(n) forms an open cover of X (1)

6 such that if σ1 ∩σ2 ∈ 6(n −1), we have
∅ ̸= V (σ1 ∩ σ2) ⊂ X (1)

6 . For a maximal cone σ ∈ 6(n), we put

Eσ :=

r⊕
α=1

Lm(σ (α)),

which is a toric vector bundle defined on U (σ ). For σ1, σ2 ∈ 6(n) such that
σ1 ∩ σ2 ∈ 6(n − 1), we define Gsf

σ1σ2
: Eσ1 |V (σ1∩σ2) → Eσ2 |V (σ1∩σ2) by

Gsf
σ1σ2

: 1(σ
(α)
1 ) 7→ gsf

σ
(α)
1 σ

(β)

2
zm(σ

(α)
1 )−m(σ

(β)

2 )1(σ
(β)

2 ),

where σ
(β)

2 is uniquely determined by the conditions ∅ ̸= σ
(α)
1 ∩ σ

(β)

2 ∈ 6L(n − 1)

and π(σ
(β)

2 ) = σ2. Since we have no triple intersections, {gsf
σ ′

1σ
′

2
} immediately

satisfies the cocycle condition.
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2
.

Definition 4.10. Let L = (L , 6′, µ, π, ϕ) be a tropical Lagrangian multisection
over 6. Equip L\L(n−2) with a C×-local system L. The vector bundle Esf(L,L) is
called the semiflat bundle of (L,L).

4B2. Wall-crossing factors. After constructing the semiflat bundle Esf(L,L) of
(L,L), we would like to extend Esf(L,L) to the whole space X6 . To do this, we
may need to correct Gsf

σ1σ2
by certain factors. Let τ ∈ 6(n − 1) and σ1, σ2 ∈ 6(n)

be the unique maximal cones so that σ1 ∩ σ2 = τ . For each ω′
∈ 6L , we define

a bundle map Nτ (ω
′) : Eσ1 |U (τ ) → Eσ1 |U (τ ) so that with respective to the frame

{1(σ
(α)
1 )}, the (α, β)-entry is given by

N (αβ)
τ,σ1

(ω′) :=


n(αβ)

τ,σ1 (ω′)zm(σ
(α)
1 )−m(σ

(β)

1 ) if ω′
⊂ σ

(α)
1 ∩ σ

(β)

1 , α ̸= β

and m(σ
(α)
1 ) − m(σ

(β)

1 ) ∈ τ∨
∩ M,

0 otherwise

for some n(αβ)
τ,σ1 (ω′) ∈ C. Note that Nτ,σ1(ω

′) = 0 if ω′
̸⊂ S′. Put

S′

τ (σ1) := {σ
(α)
1 ∩ σ

(β)

1 | m(σ
(α)
1 ) − m(σ

(β)

1 ) ∈ (σ1 ∩ σ2)
∨

∩ M}.

By assumption, cones in S′
τ are of codimension ≥ 2. Furthermore, there is a

natural bijection S′
τ (σ1) ∼= S′

τ (σ2). Indeed, for σ (α)
1 ∩ σ (β)

1 ∈ S′
τ , there exists unique

σ (α′)
2 , σ (β ′)

2 ∈ 6L(n) such that σ (α)
1 ∩ σ (α′)

2 , σ (β)
1 ∩ σ (β ′)

2 ∈ 6L(n − 1). Then

m(σ
(α′)
2 ) − m(σ

(β ′)

2 )

= (m(σ
(α′)
2 ) − m(σ

(α)
1 )) − (m(σ

(β ′)

2 ) − m(σ
(β)

1 )) + (m(σ
(α)
1 ) − m(σ

(β)

1 )).

The first two terms of the right-hand side are in τ⊥
∩ M by continuity and the last

term is in τ∨
∩M by definition. Hence σ

(α′)
2 ∩σ

(β ′)
2 ∈ S′

τ . As σ
(α′)
2 , σ

(β ′)
2 are uniquely

determined by σ
(α)
1 , σ

(β)
1 and vice versa, the assignment σ

(α)
1 ∩σ

(β)
1 7→ σ

(α′)
2 ∩σ

(β ′)
2
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gives the desired bijection. Now we define

Nτ,σ1 :=
∑

ω′∈S′
τ (σ1)

Nτ,σ1(ω
′).

Remark 4.11. Note that the change of frame from {1(σ
(α)
1 )} to {1(σ

(α)
2 )} is com-

patible with the bijection S′
τ (σ1) ∼= S′

τ (σ2), namely, by choosing suitable n(αβ)
τ,σ2 (ω′),

we have Gsf
σ1σ2

◦ Nτ,σ1(ω
′) ◦ Gsf

σ2σ1
= Nτ,σ2 . As Nτ,σ1, Nτ,σ2 are related by a change

of frame, to simplify our notation, we simply write Nτ (ω
′) for Nτ,σ1(ω

′) and Nτ

for Nτ,σ1 . We will also write Nσ1σ2 for Nτ when we want to emphasize the maximal
cones σ1, σ2 so that σ1 ∩ σ2 = τ .

Lemma 4.12. For any τ ∈ 6(n − 1) and ω′
∈ 6L , Nτ (ω

′) is nilpotent and
for any distinct lifts ω′, ω′′

∈ 6L of ω ∈ 6, Nτ (ω
′)Nτ (ω

′′) = 0. In particular,
[Nτ (ω

′), Nτ (ω
′′)] = 0 for any lifts ω′, ω′′

∈ 6L of ω.

Proof. We show that Nτ (ω
′)k

= 0 has zero diagonal entries, for all k ≥ 1. The case
k = 1 is by definition. Assume Nτ (ω

′)k has zero diagonal entries for some k ≥ 1.
If there exists α such that

r∑
β=1

(Nτ (ω
′)k)(αβ)N (βα)

τ (ω′) ̸= 0,

there must exist β ̸= α such that

(Nτ (ω
′)k)(αβ)N (βα)

τ (ω′) ̸= 0,

as both Nτ (ω
′)k, Nτ(ω

′) have zero diagonal entries. This implies both zm(σ
(α)
1 )−m(σ

(β)

1 )

and zm(σ
(β)

1 )−m(σ
(α)
1 ) are regular functions on the affine chart U (τ ). Therefore

zm(σ
(α)
1 )−m(σ

(β)

1 ) must be invertible on U (τ ) and so m(σ
(α)
1 )− m(σ

(β)

1 ) ∈ τ⊥, which
means m(σ

(α)
1 )|τ = m(σ

(β)

1 )|τ . This violates (n−1)-separability. Hence Nτ (ω
′)k+1

has zero diagonal entries too. By induction, we are done.
For the last part, we have

r∑
β=1

n(αβ)
τ (ω′)n(βγ )

τ (ω′′)zm(σ
(α)
1 )−m(σ

(γ )

1 ).

This sum is nonzero only if ω′
⊂ σ

(α)
1 ∩σ

(β)

1 and ω′′
⊂ σ

(β)

1 ∩σ
(γ )

1 for some β. Then
we must have ω′′

= ω′ as σ
(β)

1 can only contain one lift of ω. □

Once a choice of {n(αβ)
τ,σ (ω′)} is fixed, Lemma 4.12 allows us to define the product

of matrices

(2) 2τ :=
∏

ω′∈S′
τ

2τ (ω
′) :=

∏
ω′∈S′

τ

exp(Nτ (ω
′))
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unambiguously. Moreover, we have det(2τ ) = 1 and so 2τ is invertible over
C[τ∨

∩ M].

Definition 4.13. For ω′
∈6L , the factors {2τ (ω

′)}τ∈6(n−1) are called wall-crossing
automorphisms associated to ω′.

Remark 4.14. Similar to the notation Nσ1σ2 , we write 2σ1σ2 for 2τ when we want
to emphasize the unique maximal cones σ1, σ2 so that σ1 ∩ σ2 = τ .

Now for τ ∈ 6(n − 1), put

Gσ1σ2 := Gsf
σ1σ2

◦ 2σ1σ2,

where σ1, σ2 ∈ 6(n) are uniquely determined by τ = σ1 ∩ σ2. If we express Gσ1σ2

in terms of the frames {1(σ
(α)
1 )}, {1(σ

(γ )

2 )}, we have

Gσ1σ2 : 1(σ
(α)
1 ) 7→

r∑
β=1

θ (αβ)
τ gsf

σ
(β)

1 σ
(γ )

2
zm(σ

(α)
1 )−m(σ

(γ )

2 )1(σ
(γ )

2 ).

In particular, it is easy to choose n(αβ)
σ1σ2’s such that

Gσ2σ1 = G−1
σ1σ2

.

We haven’t defined Gσ1σ2 for general σ1, σ2 ∈ 6(n). To do this, given any σ1, σ2 ∈

6(n) such that τ := σ1 ∩ σ2, we consider a sequence of maximal cones σ1 =

σ1′, σ2′, . . . , σl ′ = σ2 ∈ 6(n) such that τ ⊂ σi ′ and σi ′ ∩σ(i+1)′ ∈ 6(n − 1) for all i .
Such a sequence always exists since the branch locus S is of codimension at least 2.
Then we put

Gσ1σ2 := Gσ(l−1)′σl′
|U (τ ) ◦ · · · ◦ Gσ1′σ2′ |U (τ ),

which is defined on U (τ ). We need to ensure Gσ1σ2 is independent of the choice of
such a sequence of maximal cones.

Definition 4.15. Given a combinatorially indecomposable tropical Lagrangian
multisection L and a C×-local system L on L\L(n−2), a collection of wall-crossing
automorphisms 2 :={2τ (ω

′)}τ∈6(n−1),ω′⊂S′ defined by (2) is said to be ω-consistent
if for any cycle of maximal cones

σ1, σ2, . . . , σl, σl+1 = σ1

such that ω ⊂ σi and σi ∩ σi+1 ∈ 6(n − 1) for all i , the composition

(3) Gσlσl+1 |U (ω) ◦ · · · ◦ Gσ1σ2 |U (ω) : Eσ1 |U (ω) → Eσ1 |U (ω)

equals to the identity map on Eσ1 |U (ω). A collection of automorphisms 2 is said to
be consistent if it is ω-consistent for all ω ∈ 6.

Proposition 4.16. A collection of wall-crossing automorphisms 2 is consistent if
and only if it is ω-consistent for all ω ∈ 6(n − 2).
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Proof. Fix ω ∈ 6. For each cycle of maximal cones

σ1, σ2, . . . , σl, σl+1 = σ1

that satisfy the condition in Definition 4.15, there is a loop γ : [0, 1]→ NR\|6(n−2)|

such that γ (0)=γ(1) ∈ Int(σ1), intersecting the codimension 1 cones Int(σi ∩ σi+1)

transversely for all i . Note that the corresponding composition defined by (3)
only depends on the homotopy class of γ . As π1(NR\|6(n − 2)|) is generated by
loops around codimension 2 strata of (NR, 6), we may write γ in terms of these
generators

γ = γ1 ∗ · · · ∗ γk .

By choosing sufficiently generic γi ’s, each of them determines a cycle of maximal
cones that satisfies the condition stated in Definition 4.15. As the compositions
correspond to γi ’s equal to the identity, the composition corresponds to γ also equal
to the identity. Hence codimension 2 consistency implies consistency. The converse
is trivial. □

It is clear that if 2 is consistent, then Gσ1σ2 is well-defined for all σ1, σ2 ∈ 6(n)

and the cocycle condition holds on arbitrary triple intersections. Let’s make the
following definition.

Definition 4.17. A combinatorially indecomposable tropical Lagrangian multi-
section L is called unobstructed if there exists a C×-local system L on L\L(n−2)

and a collection of consistent wall-crossing automorphisms 2. If L is unobstructed,
we denote by E(L,L, 2) the vector bundle associated to the data (L,L, 2).

Remark 4.18. The notion of (weakly) unobstructed Lagrangian submanifolds
was introduced in [16] and [3] for the immersed case. The main feature of an
unobstructed Lagrangian submanifolds is that its Floer cohomology is well-defined
and hence defines an object in the Fukaya category. In particular, unobstructed
Lagrangian submanifolds should have the corresponding mirror objects. As the
existence of Kaneyama’s data or the data (L, 2) are equivalent to the existence of
toric vector bundles, we should think of the tropical Lagrangian multisection can be
“realized” by an unobstructed Lagrangian. Thus, we borrow the terminology here.

In defining Gsf
σ1σ2

, we have chosen a 1-cocycle to represent the local system L.
When L is unobstructed, E(L,L, 2) is independent of such choice as the following
proposition shows.

Proposition 4.19. For any isomorphism L′ ∼= L of local system on L\L(n−2), there
is an isomorphism E(L,L, 2) ∼= E(L,L′, 2′) of toric vector bundles, for some
consistent 2′.
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Proof. Let f : L → L′ be an isomorphism of local systems. It induces an iso-
morphism F : π∗L → π∗L′ of rank r local systems. Locally, F is given by a
constant matrix and thus can be regarded as a toric automorphism on a chart
U (σ ) ⊂ X6 . We also have

Fσ2 ◦ Gsf
σ1σ2

= G ′sf
σ1σ2

◦ Fσ1 .

If 2 is a consistent data, we simply define 2′ by conjugation by F , that is,

2′

σ1σ2
:= Fσ1 ◦ 2σ1σ2 ◦ F−1

σ1
.

Then it is by definition that

Fσ2 ◦ Gσ1σ2 = G ′

σ1σ2
◦ Fσ1,

which means E(L,L, 2) ∼= E(L,L′, 2′) as toric vector bundles. □

Combinatorial indecomposability implies the following relation between Esf(L,L)

and E(L,L, 2).

Theorem 4.20. If L is combinatorially indecomposable, then 2σ1σ2 |X (1)
6

= Id, for
any σ1, σ2 ∈ 6(n) so that σ1 ∩ σ2 ̸⊂ S. In particular, if L is unobstructed, then
E(L,L, 2)|X (1)

6
= Esf(L,L).

Proof. Let τ := σ1 ∩ σ2 ∈ 6(n − 1). For m(σ
(α)
1 ) − m(σ

(β)

1 ) ∈ τ∨
∩ M , (n−1)-

separability implies that there exists a ray ρ ⊂ τ so that

(m(σ
(α)
1 ) − m(σ

(β)

1 ))(vρ) > 0,

where vρ is a generator of ρ. Hence zm(σ
(α)
1 )−m(σ

(β)

1 ) vanishes along the divisor
U (τ ) ∩ Xρ and in particular, vanishes on U (τ ) ∩ Xτ . Hence 2τ |U (τ )∩Xτ

= Id and
this proves E(L,L, 2)|X (1)

6
= Esf(L,L). □

By definition, unobstructedness implies the existence of Kaneyama data. It turns
out all Kaneyama data arise from our construction.

Theorem 4.21. Suppose L is combinatorially indecomposable and admits a
Kaneyama data g. Then there exists a C×-local system L on L\L(n−2) and
consistent 2 such that E(L,L, 2) = E(L, g).

Proof. The transition maps of E(L, g) are of form

1(σ
(α)
1 ) 7→

r∑
β=1

g
σ

(α)
1 σ

(β)

2
zm(σ

(α)
1 )−m(σ

(β)

2 )1(σ
(β)

2 ).
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Consider two distinct maximal cones σ1, σ2 ∈6(n) such that τ :=σ1∩σ2 ∈6(n−1).
For each lift σ

(β)

2 of σ2, let σ
(α′)
1 be the unique lift of σ1 such that σ

(α′)
1 ∩ σ

(β)

2 ∈

6L(n − 1). If σ
(α)
1 ∩ σ

(β)

2 ⊂ S′ then α ̸= α′ and

zm(σ
(α)
1 )−m(σ

(α′)
1 )

= zm(σ
(α)
1 )−m(σ

(β)

2 )zm(σ
(β)

2 )−m(σ
(α′)
1 )

is a regular function since zm(σ
(β)

2 )−m(σ
(α′)
1 ) is nowhere vanishing on U (τ ). As be-

fore (n−1)-separability implies the monomial zm(σ
(α)
1 )−m(σ

(α′)
1 ) vanishes completely

on V (τ ). Hence the transition map of E(L, g)|X (1)
6

on V (τ ) is given by

Gsf
σ1σ2

:= Gσ1σ2 |V (τ ) : 1(σ
(α)
1 ) 7→ g

σ
(α)
1 σ

(β)

2
zm(σ

(α)
1 )−m(σ

(β)

2 )1(σ
(β)

2 ),

where β is determined by α as before. Then with respect to the cover {Vσ ′}σ ′∈6L (n)

of L\L(n−2), {g
σ

(α)
1 σ

(β)

2
} gives a C×-local system L on L\L(n−2). For σ1 ∩ σ2 ̸⊂ S,

we define
2σ1σ2 := (Gsf

σ1σ2
)−1

◦ Gσ1σ2 .

The diagonal entries of 2σ1σ2 are all equal to 1 and (n − 1)-separability implies
2σ1σ2 − Id is nilpotent (see Lemma 4.12). This allows us to define

Nσ1σ2 := log(2σ1σ2) = log(Id +(2σ1σ2 − Id)) =

∞∑
k=1

(−1)k−1 (2σ1σ2 − Id)k

k
.

With respect to the frame {1(σ
(α)
1 )}, the (α, β)-entry of Nσ1σ2 is given by

N (αβ)
σ1σ2

=

{
n(αβ)

σ1σ2 zm(σ
(α)
1 )−m(σ

(β)

1 ) if α ̸= β and m(σ
(α)
1 )−m(σ

(β)

1 ) ∈ (σ1∩σ2)
∨
∩M,

0 otherwise,

which can be decomposed as

Nσ1σ2 =
∑

ω′∈S′
σ1σ2

Nσ1σ2(ω
′).

The collection {2σ1σ2} is obviously consistent so that E(L,L, 2) = E(L, g). □

Example 4.22. We look at the 2-fold tropical Lagrangian multisection La,b,c over
the fan of P2. Here a, b, c > 0. See Figure 5. Choose L to be the local system
on L\π−1(0) ∼= R2

\{0} that has monodromy −1 around the minimal cone. Let
zi

j := Zi/Z j be the inhomogeneous coordinates on U (σi )∩U (σ j )⊂P2. The semiflat
mirror bundle E0(La,b,c,L) on the P1-skeleton of P2 is given by the transition maps

τ sf
01 :=

−
1

(z1
0)

a+b 0

0 1
(z1

0)
c

, τ sf
12 :=

 1
(z2

1)
a 0

0 −
1

(z2
1)

b+c

, τ sf
20 :=

 0 1
(z0

2)
b

−
1

(z0
2)

a+c 0

.
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Figure 5. The tropical Lagrangian multisection La,b,c over 6P2 .

We choose the wall-crossing factors to be

201 :=

 1 0

−
(z2

0)
c

(z1
0)

b 1

, 212 :=

1 −
(z0

1)
a

(z2
1)

c

0 1

, 220 :=

 1 0

−
(z1

2)
b

(z0
2)

a 1

.

One can see that the resulting toric vector bundle E(La,b,c,L, 2) is actually isomor-
phic to Ea,b,c, the toric vector bundle introduced by Kaneyama in [21] using the
exact sequence

0 → OP2 → O(aD0) ⊕O(bD1) ⊕O(cD2) → Ea,b,c → 0.

Remark 4.23. From the symplectic point of view, we may think of 2τ (ω
′) as the

exponentiation of the generating function of holomorphic disks emitted from the
ramification locus ω′, bounded by the Lagrangian multisection and certain SYZ
fibers of p : T ∗NR/M → NR. The exponent m(σ

(α)
1 ) − m(σ

(β)

1 ) in 2τ (ω
′) should

be regarded as the direction of a wall if we use the polytope picture in MR. See [28]
for a more detailed discussion in dimension 2.

5. Unobstructedness in dimension 2

In this final section, we would like to determine when L is unobstructed when L

is a combinatorially indecomposable tropical Lagrangian multisection over a 2-
dimensional complete fan. In this case, the ramification locus S′

= L(0)
= π−1(0) is

a singleton and L\π−1(0) ∼= R2
\{0} topologically. First of all, not all such tropical

Lagrangian multisections are unobstructed.

Example 5.1. Consider the tropical Lagrangian multisection L depicted as in
Figure 6. It is easy to see that L is maximal and separated, which implies combina-
torial indecomposability by Proposition 3.23. However, one checks easily that the
matrices Gσ0σ1, Gσ1σ2 are all upper-triangular while Gσ2σ0 must have two nonzero
off-diagonal entries. Thus L must be obstructed.
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Figure 6. The tropical Lagrangian multisection L over 6P2 .

Therefore, we need an extra assumption on the piecewise linear function ϕ to
ensure unobstructedness. We begin with two lemmas.

Lemma 5.2. Suppose L is a combinatorially indecomposable rank r tropical
Lagrangian multisection over a complete 2-dimensional fan 6. Let σ ∈ 6(2)

and ρ ⊂ σ be a ray. Then for α ̸= β, either m(σ (α)) − m(σ (β)) ∈ ρ∨
∩ M or

m(σ (β)) − m(σ (α)) ∈ ρ∨
∩ M.

Proof. Since ρ ̸⊂ S, by separability, m(σ (α))|ρ ̸= m(σ (β))|ρ if α ̸= β. In par-
ticular, m(σ (α)) − m(σ (β)) ̸= 0. Note that ρ∨ is a half plane in MR, we have
m(σ (α)) − m(σ (β)) or m(σ (β)) − m(σ (α)) lies in ρ∨. Separability implies neither
can lie in ρ⊥. Hence only one of them can lie in ρ∨. □

Being unobstructed also restricts the choice of the local system L.

Lemma 5.3. If L is an unobstructed combinatorially indecomposable rank r trop-
ical Lagrangian multisection over a complete 2-dimensional fan 6, then L is the
unique local system on L\S′ that has monodromy (−1)r+1 around the unique
ramification point of π : L → NR.

Proof. Since Gsf
σ1σ2

, . . . , Gsf
σk−1σk

are all diagonal, by taking the determinant of (3),
we have

(−1)r+1
r∏

α=1
gsf

σ
(α)
k σ

(α+1)
1

k−1∏
i=1

r∏
α=1

gsf
σ

(α)
i σ

(α)
i+1

= 1.

Hence the monodromy of L, which is given by the cyclic product of all g
σ

(α)
i σ

(β)

i+1
’s,

is equal to (−1)r+1. As we are in dimension 2, the monodromy around the ramifi-
cation point uniquely determines the local system. □

Remark 5.4. When r = 2, the choice of the local system L has appeared in the
construction of the semiflat bundle in [15, Section 6.1]. Fukaya pointed out in [15,
Remark 6.4] that there should be a Floer theoretic explanation of this local system
based on the orientation problem of holomorphic disks. Believing the monomial
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term n(αβ)
τσ zm(σ (α))−m(σ (β)) corresponds to holomorphic disks, our calculation in

Lemma 5.3 suggests that the present of L is due to the fact that a holomorphic disk
only propagates in only one direction; m(σ (α)) − m(σ (β)) or m(σ (β)) − m(σ (α))

but not both. The number n(αβ)
τσ will then be the weighted count of holomorphic

disks (with extra boundary deformations if necessary, see Remark 5.6).

Therefore, to obtain unobstructedness, it is necessary for us to choose L to be
the unique local system on L\S′ that has monodromy (−1)r+1. In particular, by
Proposition 4.19, we may choose the transition maps of L to be

gsf
σ

(α)
i σ

(α)
i+1

= 1 for all i < k, α = 1, . . . , r

and

gsf
σ

(r)
k σ

(1)
1

= (−1)r+1, gsf
σ

(α)
k σ

(α+1)
1

= 1 for α < r .

We put

gsf
σkσ1

:=


0 · · · 0 (−1)r+1

1 · · · 0 0
...

. . .
...

...

0 · · · 1 0

,

which is the monodromy of the rank r local system π∗L on NR\{0}. The consistency
condition then becomes

θσkσ1 ◦ θσk−1σk ◦ · · · ◦ θσ1σ2 = gsf
σ1σk

,

where θσi σi+1 is obtained by deleting the monomial part of 2σi σi+1 . Recalling that
2σi σi+1 is of the form Id +Nσi σi+1 , we may write the above equation as

(4)
k∏

i=1
(Id +nσi σi+1) = gsf

σ1σk
.

Thus unobstructedness of L is equivalent to solving nσi σi+1’s subordinated to the
conditions

(N1) n(αα)
σi σi+1 = 0,

(N2) n(αβ)
σi σi+1 ̸= 0 only if m(σ

(α)
i ) − m(σ

(β)

i ) ∈ (σi ∩ σi+1)
∨

∩ M .

Note that (N2) gives a combinatorial constraint on ϕ for solving (4) as expected
by Example 5.1. Although (4) is not easy to solve for general r , it has the following
interesting consequence.
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Theorem 5.5. Let L be combinatorially indecomposable rank r tropical Lagrangian
multisection over a complete 2-dimensional fan 6. Then

dimC(K(L)) ≤
1
2r(r − 1) · #6(1),

where K(L) is the moduli space of toric vector bundles with equivariant Chern
classes determined by L.

Proof. The number of nσi σi+1’s is exactly the number of rays in 6 and each nσi σi+1

has at most 1
2r(r − 1) free variables. By Theorem 4.21, our construction extracts

all the possible Kaneyama data up to equivalence. The inequality follows. □

Remark 5.6. The moduli space K(L) is parametrized, up to the equivalence defined
in Definition 4.1, by the variables n(αβ)

σi σi+1 , which only depend on Nσi σi+1 or 2σi σi+1 .
As was discussed in Remark 4.23, these parameters are related to holomorphic disks
bounded by a Lagrangian multisection and some SYZ fibers. One should expect that
these variables are actually mirror to the moduli parameters of A∞-deformations of
the Lagrangian multisection.

Finally, we give an explicit description of the combinatorial obstruction for
solving (4) in the case r =2. This condition is particularly easy to check. Let’s recall
Lemma 5.2. In the rank 2 case, it means for any σ1, σ2 ∈ 6(2) that intersect along
an edge, we are always allowed to put 3 nonzero entries in the 2×2 matrices Gσ1σ2 .
Without loss of generality, we may arrange σ

(1)
1 , σ

(1)
2 , . . . , σ

(1)
k , σ

(2)
1 , σ

(2)
2 , . . . , σ

(2)
k

in an anticlockwise manner such that the matrix Gσkσ1 is of form(
zm(σ

(1)
k )−m(σ

(1)
1 )

−zm(σ
(2)
k )−m(σ

(1)
1 )

zm(σ
(1)
k )−m(σ

(2)
1 ) 0

)
and all the remaining Gσi σi+1 are either upper-triangular or lower-triangular.

Definition 5.7. Let L be a tropical Lagrangian multisection over a complete fan 6.
The slope matrix Mσ1σ2 associated to σ1, σ2 ∈ 6(n) is the matrix given by

M (αβ)
σ1σ2

:=

{
m(σ

(α)
1 ) − m(σ

(β)

2 ) if m(σ
(α)
1 ) − m(σ

(β)

2 ) ∈ (σ1 ∩ σ2)
∨

∩ M,

∞ otherwise.

One associates to the slope matrix Mσ1σ2 the monomial matrix

Z (αβ)
σ1σ2

:=

{
zm(σ

(α)
1 )−m(σ

(β)

2 ) if m(σ
(α)
1 ) − m(σ

(β)

2 ) ∈ (σ1 ∩ σ2)
∨

∩ M,

0 otherwise.

We call a slope matrix upper-triangular (resp. lower-triangular) if the associated
monomial matrix is upper-triangular (resp. lower-triangular).
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By Lemma 5.3, the local system L needs to be chosen to have monodromy −1
around the ramification point. With the above choice of arrangement convention,
it is necessary that the coefficient matrix of the composition Gσk−1σk ◦ · · · ◦ Gσ1σ2

takes the form

(5)
(

0 −1
1 1

)
.

Definition 5.8. A combinatorially indecomposable rank 2 tropical Lagrangian
multisection L over a complete 2-dimensional fan 6 is said to be satisfying the
slope condition if under the above arrangement convention, one of the following
conditions is satisfied:

(1) If Mσk−1σk is upper-triangular, there is at least one i < k − 1 such that Mσi σi+1

is lower-triangular.

(2) If Mσk−1σk is lower-triangular, there exists some i, j with 1 ≤ i < j < k − 1,
such that Mσ j σ j+1 is upper-triangular and Mσi σi+1 is lower-triangular.

Theorem 5.9. A combinatorially indecomposable rank 2 tropical Lagrangian multi-
section L over a 2-dimensional complete fan 6 is unobstructed if and only if it
satisfies the slope condition.

Proof. If L is unobstructed and Gσk−1σk is of upper-triangular type, then it is clear
that we need a lower-triangular type matrix to bring it into the required form (5).
Suppose Gσk−1σk is of lower-triangular type. There must be some j < k − 1 so that
Gσ j σ j+1 is of upper-triangular type. If there are no i < j for which Gσi σi+1 is of
lower triangular type, the composition Gσk−1σk ◦ · · · ◦ Gσ1σ2 will then take the form(

1 0
∗ 1

)(
1 ∗

0 1

)
=

(
1 ∗

∗ ∗

)
,

which can never have the required form (5). It remains to prove the converse.
In the upper-triangular case, let i < k − 1 be the first index for which Mσi σi+1 is
lower-triangular. Then

(Gσk−1σk ◦ Gσk−1σk−2 ◦ · · · ◦ Gσi+1σi+2) ◦ Gσi σi+1 =

(
1 a
0 1

)(
1 0
b 1

)
=

(
1 + ab a

b 1

)
,

and by choosing a = −1, b = 1, we obtain (5). Then we simply choose the
remaining matrices to be the identity to obtain Gσk−1σk ◦ · · · ◦ Gσ1σ2 = G−1

σkσ1
. For

the lower-triangular case, let i < j < k − 1 be the first index for which Mσ j σ j+1 is
upper-triangular and Mσi σi+1 is lower-triangular. Then we have

Gσk−1σk ◦· · ·◦Gσ j σ j+1 ◦· · ·◦Gσi σi+1 =

(
1 0
a 1

)(
1 b
0 1

)(
1 0
c 1

)
=

(
1 + bc b

a + c + abc 1

)
.
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Choose b = −1, c = 1 and let a be arbitrary. Then the triple product is equal
to (5). Again, by choosing the remaining matrices to be the identity, we obtain
Gσk−1σk ◦ · · · ◦ Gσ1σ2 = G−1

σkσ1
. □

The proof of Theorem 5.9 also sharpens the inequality in Theorem 5.5.

Corollary 5.10. Suppose that L is a combinatorially indecomposable rank 2 tropical
Lagrangian multisection over a complete 2-dimensional fan 6. Then we have
dimC(K(L)) ≤ #6(1) − 1.

Proof. In the proof of Theorem 5.9, the equation 1 + ab = 0 in the upper-triangular
case or 1 + bc = 0 in the lower-triangular case cut down the dimension by 1. By
Theorem 4.21, our construction extracts all the possible toric structures with fixed
equivariant Chern class, which is determined by L. Hence dimC(K(L))≤ #6(1)−1.

□
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SOME EFFECTIVITY RESULTS FOR PRIMITIVE DIVISORS
OF ELLIPTIC DIVISIBILITY SEQUENCES

MATTEO VERZOBIO

Let P be a nontorsion point on an elliptic curve defined over a number
field K and consider the sequence {Bn}n∈N of the denominators of x(nP).
We prove that every term of the sequence of the Bn has a primitive divisor
for n greater than an effectively computable constant that we will explicitly
compute. This constant will depend only on the model defining the curve.

1. Introduction

Let E be an elliptic curve defined by the equation

y2
+ a1xy + a3 y = x3

+ a2x2
+ a4x + a6,

with coefficients in a number field K . Let P ∈ E(K ) be a nontorsion point and
let OK be the ring of integers of K . Let us define the fractional ideal

(1) (x(nP))OK =
An

Bn

with An and Bn two relatively prime integral OK -ideals. We want to study the
sequence of integral OK -ideals {Bn}n∈N. These are the so-called elliptic divisibility
sequences. In particular, we want to study when a term Bn has a primitive divisor,
i.e., when there exists a prime ideal P such that

P ∤ B1 B2 · · · Bn−1 but P | Bn.

Silverman [1988, Proposition 10] proved that, if E is defined over Q, then Bn has a
primitive divisor for n large enough. This result was generalized for every number
field K in [Cheon and Hahn 1999], where the following theorem is proved.

Theorem 1.1 [Cheon and Hahn 1999, main theorem]. Let E be an elliptic curve
defined over a number field K and let P be a nontorsion point in E(K ). Consider
the sequence {Bn}n∈N of integral OK -ideals as defined in (1). Then Bn has a
primitive divisor for all but finitely many n ∈ N.
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The previous theorem is not effective. Indeed, the proof relies on Siegel’s
ineffective theorem about integral points on elliptic curves. The aim of this paper is
to make the work of [Cheon and Hahn 1999] effective. Indeed, we will explicitly
compute a constant C so that Bn has always a primitive divisor for n > C .

Theorem 1.2. Let E be an elliptic curve defined over a number field K and let P be
a nontorsion point in E(K ). Consider the sequence {Bn}n∈N of integral OK -ideals
as defined in (1). There exists a constant C(E/K ,M) > 0, effectively computable
and depending only on the curve E over the field K equipped with a model M also
defined over K , such that Bn has a primitive divisor for

n > C(E/K ,M).

In Section 8, we explicitly compute such a constant C(E/K ,M) (see (13)).

Remark 1.3. The dependence on the model M is necessary. Indeed, given a nontor-
sion point P on an elliptic curve E and a positive constant C , it is easy to show that
we can find a model of E such that Bn does not have a primitive divisor for all n ≤ C .

Remark 1.4. It is conjectured that, in the case when M is minimal, the constant
C(E/K ,M) should depend only on the field K . In [Ingram and Silverman 2012,
Theorem 1] it is proved that the number of terms without a primitive divisor of an
elliptic divisibility sequence can be bounded by a constant that does not depend
on E and P , in the case when E is given by a minimal model, K = Q, and assuming
the abc-conjecture.

Remark 1.5. We believe that the techniques used in this paper can be applied also
to a generalization of elliptic divisibility sequences. Let O be the endomorphism
ring of E and, given α ∈ O, define Bα as the denominator of (x(αP))OK . The
sequence {Bα}α∈O is a sequence of ideals and one can give a definition of primitive
divisors also for these sequences (see [Streng 2008, Section 1]). It has been shown
in [Streng 2008, main theorem] that also in this case there are only finitely many
terms that do not have a primitive divisor (see also [Verzobio 2021b]). In the
case when End(E) = Z this is a trivial corollary of Theorem 1.1, but in the case
End(E) ̸= Z (i.e., when E has complex multiplication) this is far from being easy.
We believe that using the techniques of this paper one can find an explicit upper
bound for the degree of α such that Bα does not have a primitive divisor, in the
case when End(E) is a maximal order and it is a principal ideal domain.

2. Notation

The curve E is defined by the equation

y2
+ a1xy + a3 y = x3

+ a2x2
+ a4x + a6

with coefficients in the number field K .



PRIMITIVE DIVISORS OF ELLIPTIC DIVISIBILITY SEQUENCES 333

The following notation will be used during the paper:

1 is the discriminant of the equation defining the curve.

1E/K is the minimal discriminant of the elliptic curve.

j (E) is the j-invariant of the curve.

D = [K : Q] is the degree of the number field K .

OK is the ring of integers of K .

1K is the discriminant of the field K .

fE/K is the conductor of the curve.

σE/K = log|NK/Q(1E/K )|/log|NK/Q(fE/K )|, where NK/Q is the norm of the
field extension, is the Szpiro quotient; if E/K has everywhere good reduction
(and then fE/K = 1), we put σE/K = 1.

If x ∈ OK is nonzero, then gpf(x) is the greatest rational prime p so that
ordp(NK/Q(x)) > 0.

If n ∈ N is nonzero, then ω(n) is the number of rational prime divisors of n.

If x ∈ K ∗, define m(x) = maxP{ordP(x)}, where the maximum runs over all
primes in OK .

3. Preliminaries

Let MK be the set of all places of K , take ν ∈ MK , and let | · |ν be the absolute value
associated with ν. Let nν be the degree of the local extension Kν/Qν . We normalize
the absolute values as in [Silverman 2009, Section VIII.5, after Example VIII.5.1].
If ν is finite, then |p|ν = p−1, where p is the rational prime associated to ν. If ν is
infinite, then |x |ν = max{x, −x} for every x ∈ Q. Thanks to this choice, we have
the usual product formula, i.e., ∏

ν∈MK

|x |
nν
ν = 1

for every x ∈ K ∗. Define M∞

K as the set of infinite places of K and M0
K as the set

of finite places.
Now, we define the height of a point on the curve; more details can be found in

[Silverman 2009, Chapter VIII]. Given x ∈ K ∗, define

hν(x) := max{0, log|x |ν}

and

h(x) :=
1

[K : Q]

∑
ν∈MK

nνhν(x).
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For every point R ̸= O of E(K ), define

hν(R) := hν(x(R))

and the height of the point as

h(R) := h(x(R)).

So, for every R ∈ E(K ) \ {O},

h(R) =
1

[K : Q]

∑
ν∈MK

nνhν(R).

Finally, put
h(O) = 0,

where O is the identity of the curve.
Given a point R in E(K ), define the canonical height as in [Silverman 2009,

Proposition VIII.9.1], i.e.,

ĥ(R) =
1
2

lim
N→∞

h(2N R)

4N .

We recall the properties of the height and of the canonical height that will be
necessary for this paper.

• It is known that the difference between the height and the canonical height can
be bounded by an explicit constant. In particular, we will use the following
result. Let

CE =
h( j (E))

4
+

h(1)

6
+ 2.14.

If E is defined by a Weierstrass equation in short form and with integer
coefficients, then, for every R ∈ E(K ),

|h(R) − 2ĥ(R)| ≤ CE .

This is proved in [Silverman 1990, equation 3].

• The canonical height is quadratic, i.e.,

ĥ(n R) = n2ĥ(R)

for every R in E(K ) and n ∈ N.

• For every nontorsion point R ∈ E(K ),

ĥ(R) > 0.
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There exists a positive constant JE , effectively computable and depending only
on E and K , such that

JE ≤ ĥ(P)

for every nontorsion point P ∈ E(K ). Thanks to [Petsche 2006, Theorem 2],
we can take

JE =
log|NK/Q(1E/K )|

1015 D3σ 6
E/K log2(104613Dσ 2

E/K )

where NK/Q is the norm of the field extension, D = [K : Q], and

σE/K =
log|NK/Q(1E/K )|

log|NK/Q(fE/K )|
.

If fE/K = 1, we put σE/K = 1. The conductor fE/K is defined in [Silverman
2009, beginning of Section VIII.11].

In order to prove that Bn has a primitive divisor for all but finitely many terms,
Silverman [1988] and Cheon and Hahn [1999] used a theorem of Siegel that says

lim
n→∞

hν(nP)

h(nP)
= 0

for every ν ∈ MK , as is proved in [Silverman 2009, Theorem IX.3.1]. This result
is not effective and hence their results are not effective. We will use some results
that tell us effectively how this limit goes to 0. As we will show later, for the finite
places we will use some results on the formal group of the elliptic curve, and for the
infinite places we will use the work in [David 1995]. The idea of using the result of
David to study primitive divisors of elliptic divisibility sequences was introduced,
as far as we know, by Streng [2008, Section 3].

We conclude this section by showing that we can focus only on the case when E
is defined by a Weierstrass equation in short form and with integer coefficients. We
will do that in Lemma 3.2. In order to prove that lemma, we need the following.

Lemma 3.1. Let E be an elliptic curve defined over K by a Weierstrass equation
with integer coefficients and let P ∈ E(K ). Let ν ∈ M0

K , P be the associated prime,
and p be the associated rational prime. There exists

k ≤ p
ν(1(E))

12 (2NK/Q(P) + 1) max{4, ordP( j (E)−1)}

such that ν(x(k P)) < 0.

Proof. Let EP be a minimal model for the elliptic curve over KP and let PP be the
image of P under the change of variables from E to EP . So, x(P) = u2

Px(PP)+rP
for some uP , rP ∈ KP . By [Silverman 2009, Proposition VII.1.3.d], ν(uP) ≥ 0
and ν(rP) ≥ 0. Note that 12ν(uP) = ν(1(E)) − ν(1(EP)) ≤ ν(1(E)) and so
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ν(uP)≤ν(1(E))/12. There exists a multiple k PP with k≤max{4,ordP( j (EP)−1)}

such that k PP is not a singular point in EP(FP) (see [Silverman 2009, Corol-
lary C.15.2.1]). Observe that FP has NK/Q(P) elements and then the group of
nonsingular points in EP(FP) has at most 2NK/Q(P)+ 1 elements. So, the order
of k PP in the group of nonsingular points modulo P is at most 2NK/Q(P) + 1.
Hence, there exists

nP(PP) ≤ (2NK/Q(P) + 1) max{4, ordP( j (EP)−1)}

such that nP(PP)PP reduces to the identity modulo P . Given a point Q in E(K ), it
is easy to show that Q reduces to the identity modulo P if and only if ν(x(Q)) < 0.
Therefore, ν(x(nP(PP)PP)) < 0.

From a classic result on formal groups,

ν
(
x(pν(uP )nP(PP)PP)

)
< −2ν(uP).

For more details on formal groups, see Lemma 5.2 or [Silverman 2009, Corol-
lary IV.4.4]. Using that ν(uP) ≥ 0 and ν(rP) ≥ 0, we have

ν
(
x(pν(uP )nP(PP)P)

)
= ν

(
u2
Px(pν(uP )nP(PP)PP) + rP

)
= ν

(
x(pν(uP )nP(PP)PP)

)
+ 2ν(uP)

< 0.

We conclude recalling that ν(uP) ≤ ν(1(E))/12. □

Lemma 3.2. Let E/K be an elliptic curve defined over K by a Weierstrass model M.
Then, there exists an elliptic curve E ′ defined over K by a short Weierstrass
model M′ with integer coefficients that is isomorphic over K to E , and a positive
rational integer s(E/K ,M) such that: if Theorem 1.2 holds with C(E ′/K ,M′)

for E ′,M′, then it holds with

C(E/K ,M) = max{C(E ′/K ,M′), s(E/K ,M)}

for E,M. The constant s(E/K ,M) is effectively computable and will be defined
during the proof (see (2)). It depends only on E and M.

Proof. Recall that E is defined by the equation

y2
+ a1xy + a3 y = x3

+ a2x2
+ a4x + a6.

Let u be the smallest positive rational integer such that, after the change of variables,

(x, y) → (x ′, y′) =

(
u2

(
x +

a2
1

12
+

a2

3

)
, u3

(
y +

a1

2
x +

a3

2

))
we have that E is isomorphic to a curve E ′ of the form y′2

= x ′3
+ ax ′

+ b with a
and b in OK . Let P ′ be the image of P under this isomorphism. So, x ′

= u2x + r
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for u ∈ Z ̸=0 and r ∈ K . Let q be the integral OK -ideal such that, for every ν ∈ M0
K ,

ν(q) = max{|ν(u2)|, −ν(r)}.

If r = 0, we take q such that ν(q) = |ν(u2)| for every ν ∈ M0
K . Note that q depends

only on E and M. Let B ′
n be the elliptic divisibility sequence associated with E ′

and P ′.
Let ν be the absolute value associated with a prime P coprime with q . We have

ν(u2) = 0 and ν(r) ≥ 0. If P divides Bn , then ν(x(nP)) < 0 and

ν(u2x(nP) + r) = ν(u2x(nP)) = ν(x(nP)) = −ν(Bn) < 0.

Therefore,
ν(B ′

n) = ν(Bn) > 0.

In the same way, if P divides B ′
n , then

ν(B ′

n) = ν(Bn) > 0.

So, if P is coprime with q, then P divides Bn if and only if it divides B ′
n .

Let

(2) s = max
P|q

{
p(12νP (u)+νP (1(E)))/12(2NK/Q(P) + 1)(max{4, ordP( j (E ′)−1)})

}
,

where p is the rational prime associated with P .
Assume n > s. We will show that, if P is a primitive divisor of B ′

n , then P is a
primitive divisor also for Bn .

Let P be a primitive divisor of B ′
n . Suppose that P divides q. By Lemma 3.1,

there exists

k ≤ p(ν(1(E ′)))/12(2NK/Q(P) + 1)(max{4, ordP( j (E ′)−1)})

= p(12ν(u)+ν(1(E)))/12(2NK/Q(P) + 1)(max{4, ordP( j (E ′)−1)})

≤ s

such that ν(B ′

k) > 0. But, since P is a primitive divisor of B ′
n we know that k ≥ n.

Hence, n ≤ s and this is absurd since we assumed n > s. So, P does not divide q.
Since P is a primitive divisor of B ′

n and P is coprime with q, then P divides Bn

and does not divide Bk for k < n. Therefore, it is a primitive divisor for Bn .
In conclusion, if n > max{C(E ′/K ,M′), s}, then B ′

n has a primitive divisor P .
As we showed, P is also a primitive divisor for Bn . Therefore, Bn has a primitive
divisor for all n > max{C(E ′/K ,M′), s}.

Observe that s depends on j (E ′), 1(E), u, r , and q . It is easy to show these five
values depend only on E and the model defining the curve. So, we are done. □
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From now on, we will assume that E is defined by a short Weierstrass equation
with coefficients in OK of the form

y2
= x3

− (g2/4)x − (g3/4).

Once we prove Theorem 1.2 under this assumption, then we can prove it in general
using Lemma 3.2. It is useful to have E in this form in order to apply the work in
[David 1995], as we will do in Section 6.

4. Structure of the proof

We start by recalling the structure of the proof of Cheon and Hahn of Theorem 1.1.

(1) If P is a nonprimitive divisor of Bn , then P divides Bn/q for q a prime divisor
of n. Moreover, if ν is the place associated to P , then hν(nP) and hν

( n
q P

)
are

roughly the same.

(2) If Bn does not have a primitive divisor, then, for every ν ∈ M0
K , we have

hν(nP) ≤

∑
q|n

hν

(n
q

P
)

+ O(log n),

using Step (1). Therefore,∑
ν∈M0

K

hν(nP) ≤

∑
ν∈M0

K

( ∑
q|n

hν

(n
q

P
)

+ O(log n)

)
.

(3) For every ν infinite, hν(nP) is negligible compared to h(nP). In particular,∑
ν∈M∞

K

hν(nP) = o(n2).

(4) Putting together the inequalities of (2) and (3), we obtain

2n2ĥ(P) = 2ĥ(nP)

= h(nP) + O(1)

=
1
D

∑
ν∈M0

K

nνhν(nP) +
1
D

∑
ν∈M∞

K

nνhν(nP) + O(1)

≤

∑
q|n

h
(n

q
P

)
+ o(n2)

= 2ĥ(P)
∑
q|n

n2

q2 + o(n2)

= 2n2ĥ(P)

(( ∑
q|n

1
q2

)
+ o(1)

)
.
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Note that one can use even sharper arguments using a complete inclusion-
exclusion to find better inequalities (see for example [Streng 2008, Proof of
the main theorem]).

(5) For every n we have
∑

q|n q−2 < 1 and then the inequality of (4) does not hold
for n large enough. So, Bn does not have a primitive divisor only for finitely
many n ∈ N.

In order to make this proof effective, we need to make Steps (1) and (3) effective.
In Section 5, we bound hν(nP)−hν((n/q)P) as in Step (1). In Section 6, we make
effective Step (3).

5. Finite places

Take P a prime over a valuation ν ∈ M0
K . Let p be the rational prime under P .

Recall that E is defined by a Weierstrass equation with integer coefficients. The
group of points of E(KP) that reduce to the identity modulo P is a group that is
isomorphic to a formal group, as proved in [Silverman 2009, Proposition VII.2.2].
Observe that, in the hypotheses of this proposition, there is the requirement that E is
in minimal form. Anyway, the proof works in the exact same way only requiring that
the coefficients of E are integers in KP , that is our case. Let Q ∈ E(KP) and, using
the equation defining the elliptic curve, it is easy to show that 3ν(x(Q))= 2ν(y(Q))

and therefore

(3) 2ν

(
x(Q)

y(Q)

)
= −ν(x(Q)) > 0.

Define

z(Q) =
x(Q)

y(Q)
∈ KP .

Lemma 5.1. Take ν ∈ M0
K and let P be the associated prime. Define nP as the

smallest integer such that nP P reduces to the identity modulo P . Then, k P reduces
to the identity modulo P if and only if k is a multiple of nP . Moreover, ν(x(k P))< 0
if and only if k is a multiple of nP .

Proof. Let Ens(FP) be the group of nonsingular points of the curve E reduced (with
respect to the given model) modulo P . Suppose by contradiction that k P reduces
to the identity but k is not a multiple of nP . Take q and r the quotient and the
remainder of the division of k by nP . Since nP does not divide k, we have that
0 < r < nP . So,

r P ≡ nP − kq P ≡ O − O ≡ O mod P
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and this is absurd since nP is the smallest positive integer such that nP P ≡ O mod P .
Vice versa, if k = qnP , then

k P ≡ q(nP P) ≡ q O ≡ O mod P.

Now, we conclude by observing that a point Q reduces to the identity modulo P if
and only if ν(x(Q)) < 0. □

Lemma 5.2. Let Q ∈ E(K ) be such that ν(z(Q)) > 0. Recall that p is the rational
prime such that ν(p) > 0. Then ν(z(pe Q)) ≥ e + ν(z(Q)). In particular, if pe

| n,
then ν(z(nQ)) > e.

Proof. By [Silverman 2009, Corollary IV.4.4], ν(z(pQ)) ≥ 1 + ν(z(Q)). Now,
we proceed by induction. The case e = 0 is trivial. Assume that we know that
ν(z(pe−1 Q)) ≥ e − 1 + ν(z(Q)). Put Q′

= pe−1 Q and for the observation at the
beginning of the proof we know ν(z(pQ′)) ≥ 1 + ν(z(Q′)). Therefore,

ν(z(pe Q)) = ν(z(pQ′)) ≥ 1 + ν(z(Q′)) = 1 + ν(z(pe−1 Q)) ≥ e + ν(z(Q)).

Now, we deal with the second part of the lemma. Let n = pen′ and, by Lemma 5.1,
ν(z(n′Q)) > 0. For the first part of the lemma, ν(z(nQ)) ≥ e + ν(z(n′Q)) > e. □

Lemma 5.3. Let Q ∈ E(K ) be such that ν(z(Q)) > ν(p)/(p − 1). Then,

ν(z(nQ)) = ν(z(Q)) + ν(n)

for all n ≥ 1.

Proof. This follows by [Silverman 1988, Theorem IV.6.4, Proposition VII.2.2]. □

Definition 5.4. Let S be the set of finite places of K such that ν | 2 or ν ramifies
over Q. Observe that this set is finite.

Corollary 5.5. Let Q ∈ E(K ) be such that ν(z(Q)) > 0. If ν /∈ S, then

ν(z(nQ)) = ν(z(Q)) + ν(n)

for all n ≥ 1.

Proof. Since ν /∈ S, we have ν(p)=1 and p−1≥2. So, ν(z(Q))≥1>ν(p)/(p−1)

and we apply Lemma 5.3. □

Proposition 5.6. Let E be an elliptic curve defined over a number field K and let
P ∈ E(K ) be a nontorsion point. Take ν ∈ M0

K , let P be the associated prime, and
p be the rational prime under P . Recall that nP is the smallest positive integer such
that nP P reduces to the identity modulo P . Assume that nP | n and nP ̸= n. Then,
one of the following hold:

• There exists a prime q | n such that ν(z((n/q)P)) > 0 and

ν(z(nP)) = ν
(

z
(n

q
P

))
+ ν(q).
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• ν ∈ S and

n < nP p
ν(p)

p−1 +1
.

Proof. Assume ν /∈ S and let Q = nP P . Since n/nP is an integer greater than 1,
there is a prime q that divides it. By Corollary 5.5,

ν(z(nP)) − ν
(

z
(n

q
P

))
= ν

(
z
( n

nP
Q

))
− ν

(
z
( n

qnP
Q

))
= ν

( n
nP

)
− ν

( n
qnP

)
= ν(q).

So, we focus on the case ν ∈ S. Assume that there exists q ̸= p such that q | n/nP .
Then,

ν(z(nP)) = ν
(

z
(n

q
P

))
by [Silverman 1988, Corollary IV.4.4] and we are done since ν(q) = 0. Assume
now that there is no q ̸= p such that q | n/nP . So, n = penP with e ≥ 1 (since
n ̸= nP ) and recall that we defined Q = nP P .

Assume that e−1 ≥ ν(p)/(p−1). Then, by Lemma 5.2, ν(z(pe−1 Q)) > e−1 ≥

ν(p)/(p − 1). Therefore, by Lemma 5.3,

ν(z(nP)) = ν(z(pe Q)) = ν(z(pe−1 Q)) + ν(p) = ν
(

z
( n

p
P

))
+ ν(p).

It remains the case e − 1 < ν(p)/(p − 1). In this case,

n = nP pe < nP p
ν(p)

p−1 +1
. □

Remark 5.7. To explicitly compute ν(z(nP)) in the second case of the previous
proposition one can use [Stange 2016, Lemma 5.1].

Lemma 5.8. Let ν ∈ S, P be the associated prime, and p be the associated rational
prime. It holds that

nP p
ν(p)

p−1 +1
≤gpf(21K )

m(1E )

12 max{4,m( j (E)−1)}(2gpf(21K )D
+1)gpf(21K )D+1.

See Section 2 for the definition of the constants involved.

Proof. Recall that we are working with an elliptic curve E defined by a Weierstrass
equation with integer coefficients. By Lemma 3.1,

nP ≤ p
ν(1(E))

12 (2NK/Q(P) + 1) max{4, ordP( j (E)−1)}.

Since P is a prime over a place in S and the primes that ramify divide the discriminant
of the field 1K , we have NK/Q(P) ≤ gpf(21K )D . Therefore,

nP ≤ gpf(21K )
ν(1(E))

12 max{4,m( j (E)−1)}(2 gpf(21K )D
+ 1).

Moreover, p ≤ gpf(21K ) and ν(p)/(p − 1) ≤ ν(p) ≤ D. □
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Definition 5.9. Define

C1 = gpf(21K )
m(1E )

12 max{4,m( j (E)−1)}(2 gpf(21K )D
+ 1) gpf(21K )D+1.

Proposition 5.10. Let E be an elliptic curve defined over a number field K and let
P ∈ E(K ) be a nontorsion point. Take ν ∈ M0

K and let P be the associated prime.
Assume that nP | n, that nP ̸= n, and that n ≥ C1. Then, there exists a prime q | n
such that

hν(nP) = hν

(n
q

P
)

+ 2hν(q−1).

Proof. Observe that we are in the hypotheses of Proposition 5.6. By Lemma 5.8
we know that, since n ≥ C1, we cannot be in the second case of Proposition 5.6.
Therefore, there exists a prime q | n such that

ν(z(nP)) = ν
(

z
(n

q
P

))
+ ν(q).

Observe that, given Q ∈ E(K ) with ν(x(Q)) < 0, then by (3),

hν(x(Q)) = log|x(Q)|ν = −2 log
∣∣∣∣ x(Q)

y(Q)

∣∣∣∣
ν

= −2 log|z(Q)|ν .

Therefore,

hν(nP) = −2 log|z(nP)|ν = −2 log
∣∣∣∣qz

(n
q

P
)∣∣∣∣

ν

= hν

(n
q

P
)

+ 2hν(q−1). □

6. Infinite places

We know that 2n2ĥ(P) is close to h(nP) and that

h(nP) =
1
D

∑
ν∈M0

K

hν(nP) +
1
D

∑
ν∈M∞

K

hν(nP).

Thanks to the previous section, we know how to bound hν(nP) for ν finite in the case
when Bn does not have a primitive divisor. Now, we need to bound hν(nP) for ν

infinite. We show that, for n large enough, hν(nP) is negligible compared to n2ĥ(P).
Recall that we are working with an elliptic curve E defined by the equation

y2
= x3

− (g2/4)x − (g3/4) with g2, g3 ∈ OK . Fix an embedding K ↪→ C and
consider the group of complex points E(C). We briefly recall the properties of E(C).
For the details see [Silverman 2009, Chapter VI]. There is a unique lattice 3 ⊆ C

such that C/3 is isomorphic to E(C) via the map φ : z → (℘ (z), ℘ ′(z)/2, 1) (see
[Silverman 2009, Theorem VI.5.1]). Thanks to [Silverman 1994, Proposition 1.1.5],
we can take ω1 and ω2 two generators of 3 such that τ = ω2/ω1 ∈ C is in the
fundamental domain. In particular, ℑτ ≥

√
3/2, where ℑτ is the imaginary part

of τ . We need to make this choice in order to use [David 1995, Theorem 2.1].



PRIMITIVE DIVISORS OF ELLIPTIC DIVISIBILITY SEQUENCES 343

Before proceeding, we need to define some constants. Let

h = max{1, h(1 : g2 : g3), h( j (E))},

where h(1 : g2 : g3) is the usual height on P2 (for a definition see [Silverman 2009,
Section VIII.5]). Let

log V1 = max{h, (3π)/(D · ℑτ)},

log V2 = max
{
h, (3π |ω2|

2)/(|ω1|
2
· D · ℑτ)

}
.

Let c1 := 3.6 · 1041, that is the constant c1 of [David 1995, Theorem 2.1] evaluated
in k = 2. Define

C3 = max{30, eh, log V1/D, log V2/D, D},(4)

C2 = 54 · c1 · D6 log V1 log V2.(5)

Proposition 6.1. Let E be an elliptic curve defined by the equation

y2
= x3

− (g2/4)x − (g3/4)

for g2, g3 ∈ K and take P ∈ E(K ). Let z ∈ C be so that φ(z) = P and suppose
log n > C3. If 0 ≤ m1, n1, m2, n2 ≤ n with n1, n2 ̸= 0, then

log
∣∣∣∣z −

m1
n1

ω1 −
m2
n2

ω2

∣∣∣∣ > −C2n1/2.

Proof. David [1995, Theorem 2.1] proved that, for all integers 0≤m1, n1, m2, n2 ≤n
with n1, n2 ̸= 0, we have

log
∣∣∣∣z−m1

n1
ω1−

m2
n2

ω2

∣∣∣∣>−c1 D6(log B D)(log log B+1+log D+h)3 log V1 log V2,

where
log B := max{eh, log n, log V1/D, log V2/D}.

Since log n > C3, we have log n > D, log n > eh > h+1, and log n = log B. Hence,

c1 D6(log B D)(log log B + 1 + log D + h)3 log V1 log V2 < C2 log4 n.

Moreover, since log n > 30, we have

log4 n < n1/2

and then

log
∣∣∣∣z −

m1
n1

ω1 −
m2
n2

ω2

∣∣∣∣ > −C2n1/2. □
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7. Proof of Theorem 1.2

Define

ρ(n) =

∑
p|n

1
p2

and ω(n) as the number of prime divisors of n. It is easy to prove, by direct
computation, that

ρ(n) <
∑

p prime

1
p2 <

1
2
.

Recall that C1 is defined in Definition 5.9.

Lemma 7.1. Let n ≥ C1. If Bn does not have a primitive divisor, then there exists
an embedding K ↪→ C such that

max{log|x(nP)|, 0} ≥ 2ĥ(P)n2(1 − ρ(n)) − 2 log n − CE(ω(n) + 1),

where with |x(nP)| we mean the absolute value in the embedding and CE is defined
in Section 2.

Proof. Suppose that Bn does not have a primitive divisor and take ν finite. Let P
be the associated prime and assume ν(Bn) > 0. Hence, nP | n but n ̸= nP since Bn

does not have a primitive divisor. So, using Proposition 5.10, there is a prime qν | n
such that

hν(nP) = hν

( n
qν

P
)

+ 2hν(q−1
ν ).

Let M0,n
K be the set of finite places ν such that hν(nP) > 0. Therefore,∑

ν∈M0
K

nνhν(nP) =

∑
ν∈M0,n

K

nνhν(nP)

≤

∑
ν∈M0,n

K

nνhν

( n
qν

P
)

+ 2nνhν(q−1
ν )

≤

(∑
q|n

Dh
(n

q
P

)
+ 2Dh(q−1)

)
.

Here we are using that hν(k P) ≥ 0 for all ν ∈ MK and all k ≥ 1. Thus,

1
D

∑
ν∈M∞

K

nνhν(nP) = h(nP) −
1
D

∑
ν∈M0

K

nνhν(nP)

≥ 2ĥ(nP) − CE −

∑
q|n

(
h
(n

q
P

)
+ 2 log q

)
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≥ 2ĥ(nP) − CE − 2 log n −

∑
q|n

(
2ĥ

(n
q

P
)

+ CE

)
= 2ĥ(P)n2

(
1 −

∑
q|n

1
q2

)
− 2 log n − CE(ω(n) + 1)

= 2ĥ(P)n2(1 − ρ(n)) − 2 log n − CE(ω(n) + 1).

Since hν(nP) ≥ 0 for all ν ∈ MK and
∑

ν∈M∞

K
nν = D, at least one of the hν(nP),

for ν ∈ M∞

K , is larger than the right-hand side. Recalling that

hν(x(P)) = max{log|x(nP)|ν, 0}

we conclude that

max{log|x(nP)|, 0} ≥ 2ĥ(P)n2(1 − ρ(n)) − 2 log n − CE(ω(n) + 1). □

We briefly recall the hypotheses that we are assuming. As we said in the previous
section, we are assuming that E(C) ∼= C/3 with the lattice 3 generated by the
complex numbers ω1 and ω2. Moreover, we are working with an elliptic curve
defined by a Weierstrass equation with integer coefficients and in short form. Recall
that C2 is defined in (5) and define

C4 = 2 max
ν∈M∞

K

{max{|x(T )|ν | T ∈ E(K )[2] \ {O}}}.

Proposition 7.2. Assume that

(6) 2ĥ(P)n2(1 − ρ(n)) − 2 log n − CE(ω(n) + 1) > 0,

that n ≥ C1, and that log n ≥ C3, as defined in (4). If Bn does not have a primitive
divisor, then

(7) ĥ(P)n2
≤ n1/2(2C2 + 4 + 2CE + log C4).

Proof. Fix the embedding K ↪→ C of Lemma 7.1. Since Bn does not have a
primitive divisor, we have

(8) log|x(nP)| ≥ 2ĥ(P)n2(1 − ρ(n)) − 2 log n − CE(ω(n) + 1)

thanks to Lemma 7.1 and the assumption in (6). Consider the isomorphism
C/3 ∼= E(C) as in Section 6 and take z ∈ C in the fundamental parallelogram
of the period lattice of E such that φ(z) = P . Assume

|x(nP)| ≥ C4
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and let δ be the n-torsion point of C/3 closest to z (if it is not unique, we choose
one of them). Then,

(9) log|x(nP)| ≤ −2 log|nz − nδ| + log 8

thanks to [Ingram 2009, Lemma 8] (here we are using the assumption |x(nP)|≥ C4).
This lemma is stated for K = Q, but the proof works in the exact same way for K
number field. Since δ is an n-torsion point, we have

δ =
m1
n

ω1 +
m2
n

ω2

for 0 ≤ m1, m2 ≤ n. Using Proposition 6.1 and the assumption that log n > C3,
we have

log|z − δ| = log
∣∣∣∣z −

m1
n

ω1 −
m2
n

ω2

∣∣∣∣ ≥ −C2n1/2.

Applying inequalities (8) and (9) we have

(10) log 8 + 2C2n1/2
≥ −2 log|z − δ| + log 8

= 2 log|n| − 2 log|nz − nδ| + log 8

≥ −2 log|nz − nδ| + log 8

≥ log|x(nP)|

≥ 2ĥ(P)n2(1 − ρ(n)) − 2 log n − CE(ω(n) + 1).

Observe that ω(n) ≤ log2 n and (1 − ρ(n)) > 0.5. Thus, rearranging (10), we have

ĥ(P)n2
≤ 2ĥ(P)n2(1 − ρ(n))

≤ 2 log n + CE(ω(n) + 1) + log 8 + 2C2n1/2

≤ n1/2(2C2 + 4 + 2CE).

Here we are using that n1/2 > log n thanks to the hypothesis log n > C3. Recall
that we obtained this inequality assuming |x(nP)| ≥ C4. If |x(nP)| < C4, applying
again (8), we have

log C4 ≥ log|x(nP)|

≥2ĥ(P)n2(1 − ρ(n)) − 2 log n − CE(ω(n) + 1).

Therefore, one can easily show that, both in the case |x(nP)| < C4 and in the case
|x(nP)| ≥ C4, we have

ĥ(P)n2
≤ n1/2(2C2 + 4 + 2CE + log C4). □

We are now ready to prove our main theorem. We will show that (7) does not
hold if n is large enough.
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Proof of Theorem 1.2. Define

C5 = J−1
E (2C2 + 4 + 2CE + log C4)

and take

(11) n > max
{
C1, C2/3

5 , V1, V2, exp(D), (exp(eh)), e30}.
We want to show that Bn has a primitive divisor.

Observe that, thanks to the assumption in (11) and the definition of C3 in (4),
we have log n > C3. Moreover,

n3/2 > C5 = J−1
E (2C2 + 4 + 2CE + log C4) > ĥ(P)−1(4 + 2CE)

and then
n2 > log n · ĥ(P)−1(4 + 2CE).

Therefore, equation (6) holds. Finally, n ≥ C1. Hence, we are in the hypotheses of
Proposition 7.2.

We assume that Bn does not have a primitive divisor and we find a contradic-
tion. Since Bn does not have a primitive divisor, we know that we can apply
Proposition 7.2 and (7) must hold. But

n3/2
≥ J−1

E (2C2 + 4 + 2CE + log C4)

≥
2C2 + 4 + 2CE + log C4

ĥ(P)
.

and then (7) does not hold. Therefore, we find a contradiction and then Bn must
have a primitive divisor.

In conclusion, define

(12) C6(E/K ,M) = max
{
C1, V1, V2, exp(D), exp(eh), e30, C2/3

5

}
and Bn has a primitive divisor for n > C6(E/K ,M). Observe that every constant
involved in the definition of C6(E/K ,M) does not depend on P and it is effectively
computable (we will give more details in the next section). So, we are done.

Recall that we are working under the assumption that E is defined by a short
Weierstrass equation with integer coefficients. In order to conclude for the general
case, one has to use Lemma 3.2. □

8. Explicit computation

Now, we explicitly write a constant C(E/K ,M) such that Theorem 1.2 holds. We
assume that E is defined by a short Weierstrass equation with integer coefficients,
the general case can be done using Lemma 3.2. Recall that we defined many
constants in Section 2.
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First of all, we show how to bound |τ |, as defined at the beginning of Section 6.
Recall that we are working under the assumption that τ is in the fundamental
domain. Hence, we know |ℜτ | ≤ 1/2 and then we study ℑτ , the imaginary part of
τ . Put q = e2π iτ and then

|q| = e−2πℑτ .

So,
log|q| = −2πℑτ.

Thanks to [Silverman 1990, Lemma 5.2.b], we have∣∣log|q|
∣∣ ≤ 5.7 + max{log| j (E)|, 0}.

Therefore,

|ℑτ | =

∣∣log|q|
∣∣

2π
≤

5.7 + max{log| j (E)|, 0}

2π
.

We obtain

|τ |
2
= |ℜτ |

2
+ |ℑτ |

2
≤

1
4

+

(
5.7 + max{log| j (E)|, 0}

2π

)2

.

Let

log V ′

1 = max{h, (2
√

3π)/D},

log V ′

2 = max
{

h,

(
2
√

3π

(
1
4

+

(
5.7 + max{log| j (E)|, 0}

2π

)2 ))
/D

}
,

C ′

2 = 54 · c1 · D6 log V ′

1 log V ′

2.

By the definitions of V1, V2, and C2 given at the beginning of Section 6, we have
V ′

1 ≥ V1, V ′

2 ≥ V2, and C ′

2 ≥ C2. Hence, by (12), Theorem 1.2 holds for

(13) C(E/K ,M)

= max
{

C1, V ′

1, V ′

2, exp(D), exp(eh), e30,

(
2C ′

2 + 4 + 2CE + log C4

JE

)2/3}
where

h = max{1, h(1 : g2 : g3), h( j (E))}, c1 = 3.6 · 1041,

C1 = gpf(21K )
m(1E )

12 max{4,m( j (E)−1)}(2 gpf(21K )D
+ 1) gpf(21K )D+1,

log V ′

1 = max{h, (2
√

3π)/D},

log V ′

2 = max
{

h,

(
2
√

3π

(
1
4

+

(
5.7 + max{log| j (E)|, 0}

2π

)2 ))
/D

}
,
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C ′

2 = 54 · c1 · D6 log V ′

1 log V ′

2,

CE =
h( j (E))

4
+

h(1)

6
+ 2.14,

C4 = 2 max
{
|x(T )| | T ∈ E(Q)[2] \ {O}

}
,

JE =
log|NK/Q(1E/K )|

1015 D3σ 6
E/K log2(104613Dσ 2

E/K )
.

9. Examples

We apply our main theorem to a couple of examples.

Example 9.1. Let E be the rational elliptic curve defined by the equation y2
=

x3
− 4x + 4. In this case, D = 1K = 1, h ≈ 10.23, j (E) = −27648/11,

1E/K = −2816, σE/K ≈ 1.78, and C4 ≈ 4.76. Using (13), we have

C(E/K ,M) ≈ 5.88 · 1042 < 6 · 1042.

With our methods, even if we optimize all the estimates in the proof, we cannot
hope to find a constant for Theorem 1.2 much smaller than the one of Example 9.1.
Indeed, in the definition of c1 and of JE appear constants that are very large
(namely 1041 and 1015) and so, even if the other constants involved are small, we
cannot find a constant much smaller than 1038. In order to find better constants,
one would need to have better constants in the bound of canonical height and in
logarithmic approximation.

Now, we present another example where we show the techniques that one can
use to find the terms without a primitive divisor.

Example 9.2. We focus on the elliptic curve y2
= x3

− 2x and P = (2, 2) ∈ E(Q).
The first terms of the sequence are B1 = 1, B2 = 22, B3 = 1, B4 = (24)(32)(72),
and B5 = (17)2(19)2. Hence, B1 and B3 do not have a primitive divisor. For
the terms that have very large indexes, we can use Theorem 1.2. So, we apply
Theorem 1.2 with C(E/K ,M) as defined in (13). In the definition of C(E/K ,M)

we substitute JE with 0.3. Indeed, for every rational nontorsion point of E , we
have ĥ(P) > 0.3 and JE is a constant such that JE < ĥ(P). The minimum of the
canonical height of the rational nontorsion points of E is computed in [LMFDB],
where the canonical height is defined as the double of our canonical height. By
Theorem 1.2 we have that, for n ≥ 2 · 1031, Bn has a primitive divisor.

To deal with the terms with indexes smaller than 2·1031, we can use the following
techniques. By [Voutier and Yabuta 2012, Theorem 1.3] and [Verzobio 2021a], Bn

has a primitive divisor for n even. So, we focus on the terms with odd indexes. As
an easy corollary of [Voutier and Yabuta 2012, Lemma 3.4], we have that if Bn

does not have a primitive divisor, then log Bn ≤ 0.18n2. So, we can compute the
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values of Bn and check if the inequality holds (this is much faster than computing
the factorization of the terms). As far as we know, the faster way to compute Bn is
to use [Verzobio 2022, Theorem 1.9], where it is proved that, for k ≥ 9,

(14) bk =
bk−2bk−6b2

4 − b2
k−4b6b2

bk−8b2
2

where bk = ±
√

Bk for an appropriate choice of the sign (for more details, see
[Verzobio 2022, Definition B]). One can check that log Bn > 0.18n2 for 4 ≤ n ≤ 105

using PARI/GP [2018] and then Bn has a primitive divisor for 4 ≤ n ≤ 105. So, our
bound is too large to be computationally useful and then new methods are needed
to bridge the gap.
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POISSON MANIFOLDS OF
STRONG COMPACT TYPE OVER 2-TORI

LUKA ZWAAN

We construct a new class of examples of Poisson manifolds of strong compact
type. In particular, we show that all strongly integral affine circles and
two-dimensional tori appear as the leaf space of a Poisson manifold of strong
compact type.

1. Introduction

Like symplectic geometry, Poisson geometry started from the mathematical formal-
isation of classical mechanics. Roughly speaking, a Poisson manifold is a smooth
manifold equipped with a Poisson bracket on its space of smooth functions, which
allows one to formulate Hamiltonian dynamics. Examples of Poisson manifolds
include symplectic manifolds and duals of Lie algebras, an early glimpse into
the deep connection with symplectic geometry and Lie theory. Unlike symplectic
manifolds, Poisson manifolds are very flexible in nature. For instance, every
manifold admits a Poisson structure and there is no local classification of Poisson
structures. For this reason it is common to restrict one’s attention to specific
classes of Poisson manifolds, where one can formulate deep results about their
geometry. In this paper we are concerned with Poisson manifolds of compact
type (PMCTs). PMCTs are the “compact objects” in Poisson geometry. They
were first introduced in [Crainic and Fernandes 2005] and their role in the theory
is analogous to the one played by compact Lie algebras in Lie theory. Just as
there is the special class of compact semisimple Lie algebras among compact
Lie algebras, there is an important distinguished class among PMCTs, namely
that of Poisson manifolds of strong compact type (PMSCTs). A simple class
of examples of PMSCTs is given by compact symplectic manifolds with finite
fundamental group, but it is difficult to construct examples that are not symplectic.
The first such example was given in [Martínez Torres 2014], building on work of
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[Kotschick 2006]. There a regular PMSCT is constructed whose symplectic leaves
are all diffeomorphic to a K3 surface and whose leaf space is diffeomorphic to a
circle. One can form new PMSCTs by taking products of the aforementioned
examples, but apart from these no other examples are known. In this paper
we use the construction of [Martínez Torres 2014] to obtain new examples of
PMSCTs. It is known that the leaf space of a PMSCT must be a compact integral
affine orbifold and in the example of [Martínez Torres 2014] this is the “standard”
integral affine structure on the circle. In this work we show that all strongly
integral affine circles and two-dimensional tori can appear as the leaf space of
a PMSCT.

In order to explain our main result, recall that a Poisson structure on a manifold M
is a Lie bracket on C∞(M) which is a derivation in each entry. Equivalently, a
Poisson structure is a bivector π ∈X2(M) satisfying [π, π]=0. This is the definition
we work with in this paper. Every Poisson manifold has a partition into symplectic
manifolds. This symplectic foliation can be viewed as a singular foliation integrating
the (singular) distribution π#(T ∗M)⊂ T M . If π has constant rank, this is actually
a regular foliation. In this case the Poisson manifold is called regular.

The “global” objects in Poisson geometry are the so-called symplectic groupoids.
A symplectic groupoid is a Lie groupoid G⇒ M carrying a multiplicative symplectic
form�∈�2(G). A Poisson manifold (M, π) is called integrable if there exists some
symplectic groupoid (G ⇒ M, �) for which the target map t : (G, �)→ (M, π)
is a Poisson map (see [Crainic et al. 2021]). PMCTs are defined as those Poisson
manifolds that are integrated by a source connected, Hausdorff symplectic groupoid
having a certain compactness property. Contrary to the case of Lie groups and Lie
algebras, there are multiple notions of compactness for Lie groupoids, namely a
Lie groupoid G ⇒ M is called

• proper if the anchor map (s, t) : G → M × M is proper;

• source proper, or s-proper, if the source map is proper;

• compact if the space of arrows G is compact.

Accordingly, we say that (M, π) is of proper/source proper/compact type if it admits
a source connected, Hausdorff symplectic groupoid of proper/source proper/compact
type, respectively.

The types just defined depend on the choice of integration of (M, π). However,
just like for Lie groups, there is a unique “largest” integration, namely the one with
1-connected source fibres. This is often called the Weinstein groupoid. We say that
an integrable Poisson manifold has strong proper/source proper/compact type if its
Weinstein groupoid is Hausdorff and has the corresponding type. As mentioned
above, we will focus here on Poisson manifolds of strong compact type.
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Unlike general Poisson manifolds, PMCTs have a rich geometry transverse to
their associated symplectic foliation. For example, the leaf space of a regular PMCT
inherits the structure of an integral affine orbifold. Roughly speaking this means
that the leaf space has an orbifold atlas where the transitions are integral affine
maps. The precise statement can be found in [Crainic et al. 2019a; 2019b], where
many other properties of PMCTs are discussed.

As mentioned above, the first example of a PMSCT that is not symplectic was
given in [Martínez Torres 2014]. The construction there is inspired by [Kotschick
2006], where nontrivial results on the geometry of K3 surfaces are used to construct
a free symplectic circle action with contractible orbits. The orbit space of such
an action is a PMSCT with smooth leaf space a circle endowed with its standard
integral affine structure (that is, the one it inherits as a quotient of R by Z acting
by translations). In general, it is not known whether any compact integral affine
orbifold can appear as the leaf space of a PMSCT. On the one hand constructing
strong PMCTs is a difficult problem on its own, and on the other not much is
known about the classification of compact integral affine manifolds in dimension
greater than two. The integral affine structures on a circle are easily classified, and
the classification of integral affine structures on compact 2-dimensional manifolds
was obtained in [Mishachev 1996; Sepe 2010]. The main result of this paper is
the following.

Main theorem. Any strongly integral affine circle or two-dimensional torus can be
realised as the leaf space of a PMSCT.

Here by a strongly integral affine structure we mean an integral affine structure
with integral translational part (see [Sepe 2013, Remark 5.10] and Remark 4.2).

Our strategy to prove this result is as follows. Using the geometry of K3 surfaces
one constructs a universal family of marked Kähler K3 surfaces (see Section 3) to
which one can apply a general method from [Crainic et al. 2019b] to obtain PMSCTs.
Using this construction together with the classification of integral affine 2-tori from
[Mishachev 1996], one obtains examples of PMSCTs for all isomorphism classes
of strongly integral affine 2-tori.

This paper is organised as follows. In Section 2, we provide some background
on PMCTs and we recall the general method of constructing regular PMSCTs from
[Crainic et al. 2019b]. In Section 3 we recall the relevant results on K3 surfaces
that are needed for our construction. The resulting examples of PMSCTs have
symplectic foliation a fibration over S1 or T2 with typical fibre the smooth manifold
underlying a K3 surface. The symplectic structures on the fibres vary in a controlled
fashion which ensures that the Weinstein groupoid is a compact symplectic groupoid.
Finally, Section 4 is dedicated to the actual constructions, which includes some
lengthy computations. We treat the circle case first and this includes the original
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example from [Martínez Torres 2014]. Lastly, we construct the PMSCTs with leaf
space the strongly integral affine 2-tori.

2. Background & general construction of PMSCTs

The construction we give below is based on two results on PMCTs:

(a) The leaf space carries an integral affine orbifold structure (see [Crainic et al.
2019b, Section 3]).

(b) The linear variation theorem (see [Crainic et al. 2019b, Sections 4–5]).

We briefly recall these results before giving the general construction. Here we
only need to consider the case of 1-connected leaves. In this case the leaf space
is smooth, since this assumption implies that the monodromy groupoid of the
symplectic foliation is proper and has trivial isotropy groups. Then both (a) and (b)
above simplify significantly.

2A. The integral affine structure on the leaf space. Recall that an integral affine
structure on a manifold B is given by an atlas whose transition functions are integral
affine maps. Equivalently, it is specified by a lattice 3⊂ T ∗B locally spanned by
closed 1-forms.

Consider a regular, s-connected, proper symplectic groupoid (G, �)⇒ (M, π).
As mentioned above, we assume that the associated symplectic foliation Fπ has
1-connected leaves so that the leaf space B is a smooth manifold. We obtain a
lattice 3̃⊂ ν∗(Fπ ) as follows:

(1) For each x ∈ M , the kernel of the exponential map gx →Gx gives a lattice in gx .

(2) The isomorphism gx ∼= ν∗
x (Fπ ) induced by � allows us to transport it to the

conormal space.

This lattice descends to an integral affine structure 3⊂ T ∗B on B.

2B. The linear variation theorem. We assume now in addition that (G, �) ⇒
(M, π) is source proper. Denoting the symplectic leaf corresponding to b ∈ B by
(Sb, ωb), we form the vector bundle

H2
:=

⊔
b∈B

H 2(Sb,R)→ B

and the lattice
H2

Z :=
⊔

b∈B
im

(
H 2(Sb,Z)→ H 2(Sb,R)

)
inside it. Associated to this we have the Gauss–Manin connection ∇ on H2, uniquely
determined by requiring the sections of H2

Z to be parallel. Note that π gives us a
section ϖ ∈ 0(H2), b 7→ [ωb].
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The Gauss–Manin connection allows us to study the variation of ϖ : parallel
transport makes H2 into a 51(B)-representation and we define the variation map
varϖ :51(B)→ H2 to be

[γ ] 7→ γ∗(ϖγ (0)) ∈ H2
γ (1).

On the other hand, we also have the linear variation map varlin
ϖ : TB →H2 given by

v 7→ ∇vϖ

and the affine variation map varaff
ϖ :=ϖ + varlin

ϖ .
The linear variation theorem relates the variation and affine variation maps by

means of the developing map associated to the integral affine manifold (B,3).
Associated to the lattice 3∗

⊂ TB we have a canonical flat connection on TB (not
to be confused with ∇ above). This makes TB into a TB-representation, and since
the connection is torsion-free the identity map TB → TB is an algebroid cocycle.
The developing map is defined to be the groupoid cocycle dev : 51(B) → TB
integrating it.

Remark 2.1. One can show that after fixing b ∈ B and a basis of 3b this boils
down to the classical notion of developing map defined on the universal covering
space (see [Crainic et al. 2019b, Section 4.2]):

devb : B̃ → Tb B ≃ Rq .

We can now state the linear variation theorem as follows.

Theorem 2.2 [Crainic et al. 2019b, Theorem 4.4.2]. One has a commutative diagram

51(B) H2

TB

varϖ

dev varaff
ϖ

This rather abstract formulation can locally be made explicit. Let b0 ∈ B and
choose an integral affine chart (U, ϕ) centered at b0 such that ϕ(U ) is convex and
such that M → B trivialises over U . This induces a trivialisation 8 : H2

|U ∼=

U × H 2(Sb0,R). The chart induces an identification Tb0 B ∼= Rq and allows us to
consider “straight line” paths from b ∈ U to b0. Restricting to such paths the above
diagram becomes

U H 2(Sb0,R)

Rq

b 7→8([ωb])

ϕ
v 7→ [ωb0 ] +

∑
i vi ci
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where ci ∈ H 2(Sb0,Z) are the Chern classes of the torus bundle s−1(x) → Sb0 ,
where x ∈ Sb0 (see [Crainic et al. 2019b, Corollary 4.4.4]). This local formulation
is reminiscent of the linear variation theorem from [Duistermaat and Heckman
1982]. In other words, Theorem 2.2 can be viewed as a global formulation and
generalisation of the classical Duistermaat–Heckman theorem.

2C. The construction. The construction we describe in this section yields a PMSCT
with 1-connected symplectic leaves, whose leaf space is a complete integral affine
manifold. This means that the leaf space is a quotient of Rq by a free and proper
action of a discrete group of integral affine transformations. Note that if the Markus
conjecture holds true, then in fact every compact integral affine manifold is of
this type (see [Goldman 2022, Section 8.6]). This allows us to give an explicit
formulation of the linear variation, similar to the discussion following Theorem 2.2.
The setup is as follows.

Let E → Rq be a fibre bundle with typical fibre S, a compact 1-connected
manifold, and assume that E admits a Poisson structure πE whose symplectic
leaves are precisely the fibres of this bundle. As in Section 2B we have

(i) the vector bundle H2
→ Rq whose fibres are the degree two cohomology

groups of the symplectic leaves,

(ii) the lattice H2
Z ⊂ H2 of integral cohomology,

(iii) the associated Gauss–Manin connection ∇ and

(iv) the section ϖ ∈ 0(H2) induced by πE .

Next, let 0⊂AffZ(R
q)={x 7→ Ax+v | A∈GL(q,Z), v∈Rq

} be a discrete group
of integral affine transformations acting freely and properly on Rq , and assume
that there is a Poisson action of 0 on (E, πE) making the projection E → Rq

equivariant. Then setting M := E/0 and B := Rq/0, we get a (smooth) fibre
bundle p : M → B, again with typical fibre S, and a Poisson structure π on M whose
leaves are the fibres of p. In other words, (M, π) is a regular Poisson manifold
with leaf space B. Note also that B, being a quotient Rq/0, naturally inherits an
integral affine structure.

We can now state the general method of constructing PMSCTs. It is a reformula-
tion of [Crainic et al. 2019b, Proposition 4.4.6].

Proposition 2.3. Let (M = E/0, π) be constructed as above. Assume that there
exists a ∇-flat section s ∈ 0(H2) and linearly independent sections c1, . . . , cq ∈

0(H2
Z) such that

(2-1) ϖ = s +

q∑
i=1

pri
· ci ,

where pri
: Rq

→ R denotes projection onto the i-th coordinate. Then (M, π) is of
strong s-proper type and the induced integral affine structure on B agrees with the
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one coming from the quotient Rq/0. In particular, if B is compact then (M, π) is
a PMSCT.

Proof. Pulling back the integral affine structure on B along p : M → B yields a
transverse integral affine structure on the symplectic foliation Fπ , i.e., a lattice in
its conormal bundle. We denote this lattice by 3̃⊂ ν∗(Fπ ). The main point is that
for all x ∈ M , the monodromy group Nx(M, π) is equal to the lattice 3̃x . In fact,
using the description of the monodromy groups for regular Poisson manifolds as
the variation of symplectic areas (see [Crainic and Fernandes 2004, Section 6]) this
follows directly from (2-1). The integrability criteria for Poisson manifolds then
imply that (M, π) is integrable. Furthermore, since S has trivial fundamental group,
the isotropy groups of the Weinstein groupoid 6(M, π) fit into the exact sequence

· · · → π2(S, x) ∂x
−→ ν∗

x (Fπ )→6x(M, π)→ 0,

where ∂x is the monodromy map at x . Therefore, from our previous discussion, it
follows that 6x(M, π)≃ ν∗

x (Fπ )/3̃x , i.e., that the isotropy group at x is compact.
Since this holds for all x ∈ M and since S is also compact, this shows that the
Weinstein groupoid is s-proper.

Finally, since 3̃⊂ ν∗(Fπ ) is closed, Hausdorffness of the Weinstein groupoid
follows from [Alcalde-Cuesta and Hector 1995, Theorem 1.1]. □

3. Background on K3 surfaces and the Poisson structure
on the universal family

We start by listing some definitions and results concerning K3 surfaces, after which
we describe the moduli spaces and universal families for K3 surfaces. These results
can be found in [Barth et al. 1984]. Finally, following [Martínez Torres 2014], we
use the Calabi–Yau theorem to turn the universal family into a Poisson manifold
and the strong Torelli theorem to establish a Poisson action on it, setting us up to
apply our construction.

Definition 3.1. A K3 surface is a compact, 1-connected complex surface with trivial
canonical bundle.

Every K3 surface is Kähler (see [Siu 1983]). All K3 surfaces have the same
underlying smooth manifold S (see [Barth et al. 1984, Corollary VIII.8.6]); this
will be the model fibre used in Proposition 2.3. The intersection form on H 2(S,Z)

turns it into a lattice and this lattice is isomorphic to the aptly named K3 lattice,
which we denote by (L , ( ·, ·)). It is the unique even, unimodular lattice of signa-
ture (3, 19) (see [Barth et al. 1984, Proposition VIII.3.2(ii)]). Explicitly, we have
L = U⊕3

⊕ (−E8)
⊕2, where U = Z⊕2 with form given by

( 0
1

1
0

)
and E8 = Z⊕8

with form given by the Cartan matrix of E8; it is important for us that this form is
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positive definite. We also set LR := L ⊗ R and LC := L ⊗ C; note that these are
models for the real and complex cohomology, respectively.

3A. The Torelli theorem.

Definition 3.2. Let X, X ′ be K3 surfaces. A Z-module isomorphism H 2(X ′,Z)→

H 2(X,Z) is a Hodge isometry if

(i) it preserves the intersection form;

(ii) its C-linear extension preserves the Hodge decomposition.

A Hodge isometry is called effective if its R-linear extension maps some Kähler
class of X ′ to one of X .

Effectiveness of a Hodge isometry is equivalent to requiring it to map the Kähler
cone of X ′ to that of X (see [Barth et al. 1984, Proposition VIII.3.10]).

Theorem 3.3 (Torelli [Barth et al. 1984, Corollary VIII.11.4]). Let X, X ′ be K3
surfaces. Then for any effective Hodge isometry ϕ : H 2(X ′,Z)→ H 2(X,Z) there
exists a unique biholomorphism f : X → X ′ such that f ∗

= ϕ.

This result is ultimately used to obtain the action in Proposition 2.3.

3B. Moduli spaces and universal families. There are two moduli spaces and
corresponding families for K3 surfaces: one takes into account the Kähler structure
and the other only considers the complex structure. We start now with the latter.

Definition 3.4. A marked K3 surface is a pair (X, ϕ) consisting of a K3 surface X
and a marking ϕ, i.e., an isometry ϕ : H 2(X,Z)→ L . Two marked K3 surfaces are
equivalent if there is a bihomolorphism between them intertwining the markings.
The moduli space of marked K3 surfaces is the set of equivalence classes:

M1 := {(X, ϕ)}/∼ .

It follows immediately from the definition that any K3 surface admits, up to
scalar multiplication, a unique nowhere vanishing holomorphic 2-form. In fact, one
can show that, again up to scalar multiplication, there is a bijection between complex
structures on S and closed, complex 2-forms σ ∈ �2(S,C) satisfying σ ∧ σ = 0
and σ ∧ σ̄ > 0. This motivates the following definitions. We will use the same letter
to denote a marking ϕ : H 2(X,Z)→ L and the induced maps ϕ : H 2(X,R)→ LR

and ϕ : H 2(X,C)→ LC.

Definition 3.5. The period domain is given by

� := {[σ ] ∈ P(LC) | (σ, σ )= 0, (σ, σ̄ ) > 0}.

We define the period map τ1 : M1 →� by

[(X, ϕ)] 7→ [ϕ(σX )],

where σX is a nowhere vanishing holomorphic 2-form on X .



POISSON MANIFOLDS OF STRONG COMPACT TYPE OVER 2-TORI 361

Theorem 3.6 [Barth et al. 1984, Theorem VIII.12.1]. The moduli space M1 admits
the structure of a 20-dimensional complex manifold such that the period map
τ1 : M1 →� becomes a surjective local biholomorphism. Furthermore, there exists
a universal family U → M1 of marked K3 surfaces.

Remark 3.7. Recall that a family is universal if any other family is locally the
pullback of it by a unique map (see [Barth et al. 1984, Section I.10]). The fibre
of the universal family U → M1 over any t ∈ M1 is a marked K3 surface (X t , ϕt)

such that [(X t , ϕt)] = t . Furthermore, these markings vary smoothly in the sense
that they induce local trivialisations of the bundle

⋃
t∈M1

H 2(X t ,R).

There are still some inconveniences present here. It can be shown that M1 is
not Hausdorff, and that the period map τ1 is not injective (see [Barth et al. 1984,
Remark VIII.12.2]). These problems disappear when taking into account the Kähler
structure.

Definition 3.8. We define M2 to be the subset of the bundle⊔
t∈M1

H 2(X t ,C)

consisting of all Kähler classes.

It can be shown that M2 is a real-analytic manifold of dimension 60 (see [Barth
et al. 1984, Lemma VIII.9.3] and its proof). One should think of a point in M2 as
an equivalence class of marked K3 surfaces together with a specified Kähler class.
Note that there is a projection map pr : M2 → M1.

Inspired by some analysis of the Kähler cone of K3 surfaces (see [Barth et al.
1984, Sections VIII.3 and VIII.9]) one makes the following definitions.

Definition 3.9. Set

K� := {(k, [σ ]) ∈ LR ×� | (k, k) > 0, (k, σ )= 0}.

The refined period domain is then given by

K�0
:={(k, [σ ])∈ K� |(k, d) ̸=0 for all d ∈ L such that (d, d)=−2, (d, σ )=0}.

The refined period map τ2 : M2 → K�0 is defined as

(t, k) 7→ (ϕt(k), τ1(t)).

Theorem 3.10 [Barth et al. 1984, Theorems VIII.12.3 and VIII.14.1]. The refined
period map is a diffeomorphism.

We set K U := (pr◦τ−1
2 )∗U . This is a real-analytic family (i.e., fibre bundle) over

K�0 with extra data attached: the fibre over (k, [σ ]) is a triple (X, ϕ, ω) consisting
of a K3 surface X , a marking ϕ : H 2(X,Z)→ L and a Kähler class ω ∈ H 2(X,R)
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such that ϕ(ω) = k. These markings vary smoothly in the same sense as before,
and hence so do the Kähler classes.

The family K U → K�0 is universal for real-analytic “marked Kähler K3 fam-
ilies”, i.e., real-analytic families of K3 surfaces equipped with smoothly varying
markings and Kähler classes.

3C. The Poisson structure. Recall the following special version of the Calabi–Yau
theorem (see, e.g., [Barth et al. 1984, Theorem I.15.1]).

Theorem 3.11. Let X be a compact complex manifold with vanishing first Chern
class. Then for any Kähler class ω ∈ H 2(X,R) there exists a unique Ricci flat
Kähler metric whose Kähler form belongs to ω.

This theorem applies in particular to K3 surfaces, and thus we can use it to endow
the fibres of K U → K�0 with smoothly varying Kähler forms, turning it into a
Poisson manifold (see also [Martínez Torres 2014, Section 2.1.3]).

Corollary 3.12. The family K U admits a regular Poisson structure πK U whose
symplectic leaves are the fibres of K U → K�0. Moreover the symplectic form on
the fibre X over (k, [σ ]) with marking ϕ is the Kähler form associated to the unique
Ricci flat Kähler metric on X with Kähler class ϕ−1(k).

3D. The action. We will construct an action on K U by the group O(L) of isometries
of the K3 lattice. Note that there is an obvious induced action of O(L) on K�0.

Proposition 3.13. There is a Poisson action of O(L) on (K U, πKU ) with respect
to which the projection K U → K�0 is equivariant.

Proof. Fix γ ∈ O(L) and p ∈ K�0. Using the notation from above, denote the
triple over p by (X p, ϕp, ωp) and similarly for γ (p). It is easy to see that

ϕ−1
p ◦ γ−1

◦ϕγ (p) : H 2(Xγ (p),Z)→ H 2(X p,Z)

is an effective Hodge isometry, so that by Theorem 3.3 we obtain a biholomorphism
f p
γ : X p → Xγ (p). The universality of the family then gives neighbourhoods U

and V of p and of γ (p) respectively and an isomorphism (9,ψ) : K U |U → K U |V

extending f p
γ : through the biholomorphism f p

γ , K U becomes a deformation of X p

at two basepoints, p and γ (p). Since K U is universal, these two deformations
are locally isomorphic. Writing 9q : Xq → Xψ(q) for the fiberwise maps, it then
follows that for all q ∈ U we have that

9∗

q = ϕ−1
q ◦ γ−1

◦ϕψ(q) : H 2(Xψ(q),Z)→ H 2(Xq ,Z).

This implies first of all that ψ = γ |U , from which it follows that 9q = f q
γ , since

biholomorphisms of K3 surfaces are uniquely determined by their induced maps on
degree 2 integral cohomology (see [Barth et al. 1984, Proposition VIII.11.3]). Thus



POISSON MANIFOLDS OF STRONG COMPACT TYPE OVER 2-TORI 363

these fibrewise biholomorphisms f p
γ , p ∈ K�0, together form an automorphism

Fγ : K U → K U . It is immediate from the above construction that Fid = id, and
from the uniqueness part of Theorem 3.3 it follows that Fγ ◦γ ′ = Fγ ◦ Fγ ′ for
all γ, γ ′

∈ O(L), meaning that we have an action of O(L) on K U . This action
makes K U → K�0 equivariant by construction. Finally, from the uniqueness part
of the Calabi–Yau theorem it follows that each f p

γ preserves the symplectic forms
on the fibres, meaning that the action is by Poisson maps. □

4. The examples

From our work in Section 3 we have a Poisson manifold (K U, πKU ) with leaf
space K�0 such that

(i) the cohomology classes of the symplectic forms on the leaves are described in
terms of the leaf space K�0 (Corollary 3.12);

(ii) the natural action of O(L) on K�0 lifts to a Poisson action on (K U, πKU )

(Proposition 3.13).

In order to apply the construction described in Section 2, we need to find a suit-
able embedding Rq ↪→ K�0 and a suitable subgroup 0 ⊂ O(L). We rephrase
Proposition 2.3 in the current setting in order to make this more precise. For a
different version of this result see also [Martínez Torres 2014, Theorem 1].

Corollary 4.1. Assume that we have an embedding f : Rq
→ K�0 and a subgroup

0 ⊂ O(L) such that

(i) there exist a ∈ LR and linearly independent a1, . . . , aq ∈ L such that the
LR-component of f has the form

(x1, . . . , xq) 7→ a +

q∑
i=1

xi ai ;

(ii) the action of 0 on K�0 preserves the image of f ;

(iii) the induced action on Rq is free, proper and by integral affine maps.

Then M := f ∗K U/0 with the Poisson structure induced from πK U is a Poisson
manifold of strong s-proper type with leaf space B := Rq/0. If B is compact, M is
a PMSCT.

Remark 4.2. We can now explain why our construction leads to PMSCTs with
strongly integral affine leaf spaces. On the one hand, because of Theorem 2.2, we
are forced to consider embeddings with integral variation, i.e., the ai must lie in the
integral lattice L . On the other hand, to apply Theorem 3.3 we need to consider
isometries of integral cohomology, i.e., we need to act by elements of O(L). These
two technical limitations together only allow for strongly integral affine leaf spaces
in the examples.
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Remark 4.3. At the level of the symplectic groupoid, one can see that the leaf
space being strongly integral affine implies that the restriction of the symplectic
form to the identity component of the isotropy (a torus bundle) lies in the integral
cohomology. See [Sepe 2013, Remark 5.10].

We now recall the classification of strongly integral affine structures for S1 and T2.

Theorem 4.4. The strongly integral affine circles are, up to isomorphism, the
quotients R/Z where the Z-action is generated by x 7→ x + p, for a fixed p ∈ Z≥1.

Proof. It is easy to see that all integral affine circles are complete. Hence, it suffices
to classify, up to conjugation, embeddings Z → AffZ(R) inducing free and proper
actions. These are precisely the actions generated by x 7→ x + a with a > 0.
Restricting to strongly integral affine circles yields the result. □

Theorem 4.5. The strongly integral affine 2-tori, up to isomorphism, are quotients
R2/Z2, where the Z2-actions fall into one of the following types:

(I) An action generated by (x, y) 7→ (x + p, y) and (x, y) 7→ (x, y + q), where
p, q ∈ Z≥1 and p|q.

(II) An action generated by (x, y) 7→ (x + p, y) and (x, y) 7→ (x + ny, y + q),
where n, p, q ∈ Z≥1.

Proof. The classification of all integral affine structures on 2-tori is given in
[Mishachev 1996, Theorem A]. Restricting to strongly integral affine structures
and using the Smith normal form for matrices with integer entries to simplify the
possibilities from type (I) yields the above classification. □

Remark 4.6. The integral affine 2-tori of type (I) are (isomorphic to) products of
integral affine circles. Thus to find examples of PMSCTs with leaf space of this
type one can simply take products of PMSCTs with leaf space S1, constructed
in Section 4A. This yields Poisson manifolds of dimension 10 whose leaves are
products of K3 surfaces. However, the examples we construct in Section 4B are
six-dimensional Poisson manifolds with K3 surfaces as symplectic leaves and thus
result in “smaller” examples.

Remark 4.7. Continuing the previous remark, note that by taking products we
can also realise some higher-dimensional integral affine tori as the leaf space of
a PMSCT, namely those that are isomorphic to a product of some of the integral
affine circles and 2-tori classified above.

Before we move on to the examples, we establish some notation. Recall that
L = U⊕3

⊕ (−E8)
⊕2. We denote the standard bases of the three copies of U

by {u, v}, {x, y} and {z, t}, so that (u, v) = (x, y) = (z, t) = 1 with all other
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combinations yielding zero. Recall also that −E8 is even and negative definite.
Finally, let {e1, . . . , e8} be a set of real numbers such that the set

{1, e1, . . . , e8, e2
1, e1e2, . . . , e2

7, e7e8, e2
8}

consisting of 1, e1, . . . , e8 and their pairwise products is linearly independent over
the integers, or equivalently the rationals. The existence of such a set is guaranteed
by [Mordell 1953]. We then set e := (e1, . . . , e8) ∈ (−E8)R, scaling if necessary
such that |(e, e)| ≤

1
2 , and we set a := (0, e), b := (e, 0) ∈ (−E8)

⊕2
R ⊂ LR.

Let us outline the strategy for the examples below. In each case, we start by defin-
ing f and0. It is fairly straightforward to check items (ii) and (iii) from Corollary 4.1
and that the image of f is contained in K�. It then remains to show that it is
actually contained in K�0. This is the more involved part of the computations.

4A. The PMSCTs with leaf space the circle. We will construct a PMSCT whose
leaf space is a strongly integral affine circle, i.e., we want the action of Z on R

generated by x 7→ x + p with p ∈ Z≥1. The case p = 1 is the one treated in
[Martínez Torres 2014] and the computations carried out below for general p are
an obvious generalisation of the computations there.

Consider the map f : R → LR × P(LC) defined by

s 7→
(
2u + v+ sy, [x − su + 2y + a + i(z + 2t + b)]

)
and the map ϕ : L → L defined by u 7→ u, v 7→ v+ py, x 7→ x − pu, y 7→ y on the
first two copies of U and as the identity on the other summands of L . It is easily
checked that ϕ is an isometry and that

ϕ · f (s)= f (s + p).

This implies that the image of f is invariant under the action of 0 := ⟨ϕ⟩, and also
that the induced action on R is the one we need.

To show that the image of f is contained in K�, let s ∈ R. Setting f1(s) =

2u + v+ sy, f2(s)= x − su + 2y + a and f3(s)= z + 2t + b, we see that

( f2(s), f2(s))= (x − su + 2y + a, x − su + 2y + a)

= 4(x, y)+ (a, a)

= 4 + (e, e)≥
7
2 > 0,

( f3(s), f3(s))= (z + 2t + b, z + 2t + b)

= 4(z, t)+ (b, b)

= 4 + (e, e)≥
7
2 > 0,

( f2(s), f3(s))= (x − su + 2y + a, z + 2t + b)

= 0.
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These computations imply that [ f2(s)+ i f3(s)] ∈�. Since

( f1(s), f1(s))= (2u + v+ sy, 2u + v+ sy)= (2u, v)+ (v, 2u)= 4> 0,

( f1(s), f2(s))= (2u + v+ sy, x − su + 2y + a)

= −s(v, u)+ s(y, x)= −s + s = 0,

( f1(s), f3(s))= (2u + v+ sy, z + 2t + b)= 0,

we see that f (s) ∈ K�.
It remains to check that f (s) ∈ K�0 for all s ∈ R.

Proof. Assume that we have d ∈ L such that (d, d) = −2 and (d, f1(s)) =

(d, f2(s))= (d, f3(s))= 0. We need to find a contradiction. Let us write

d = Au + Bv+ Cx + Dy + Ez + Ft + d1 + d2,

with A, . . . , F ∈ Z and di in the i-th copy of −E8. Since E8 is even and positive
definite, we can write (di , di ) = −2ni , for ni ∈ Z≥0. The above conditions then
translate into three equations:

AB + C D + E F = n1 + n2 − 1,(4-1)

2B + A + Cs = 0,(4-2)

D − Bs + 2C + (d2, e)= 0,(4-3)

F + 2E + (d1, e)= 0.(4-4)

This is where the seemingly strange choice of e comes in. There exist k1, . . . , k8 ∈

Z such that (d1, e)=
∑

i ki ei and since {1, e1, . . . , e8} is linearly independent over
the integers by choice of e, it follows from (4-4) that we must have F + 2E = k1 =

· · · = k8 = 0. Since the bilinear form on −E8 is nondegenerate, it follows that
d1 = 0 and thus that n1 = 0.

Case C = 0: Equation (4-2) yields 2B + A = 0, and (4-1) becomes

2B2
+ 2E2

= 1 − n2.

This implies that B = E = 0 and n2 = 1. But then d2 ̸= 0 and (4-3) becomes

D + (d2, e)= 0,

which together with d2 ̸= 0 contradicts the “linear independence” assumption on e.

Case C ̸= 0: From (4-2) we get

s = −
2B + A

C
,

and substituting this into (4-3) yields

AB + C D = −2C2
− 2B2

− (d2, e).
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Combining this with (4-1) gives

2B2
+ 2C2

+ 2E2
+ C(d2, e)= 1 − n2.

From the properties of e we get Cd2 = 0, implying that d2 = 0 and thus also that
n2 = 0, so that we are left with

2B2
+ 2C2

+ 2E2
= 1,

which is absurd since B,C, E ∈ Z. □

4B. The PMSCTs with leaf space a torus of type (I). Here we construct a PMSCT
with leaf space the torus T2 with an integral affine structure of type (I). This
means that we want the action of Z2 on R2 generated by (x, y) 7→ (x + p, y) and
(x, y) 7→ (x, y + q), with p, q ∈ Z≥1.

Consider the map f : R2
→ LR × P(LC) defined by

(s, r) 7→
(
2u + v+ sy + r t, [x − su + 2y + a + i(z − ru + 2t + b)]

)
,

the map ϕ : L → L as in the previous example and the map ψ : L → L defined
by u 7→ u, v 7→ v + qt , x 7→ x , y 7→ y, z 7→ z − qu, t 7→ t on two copies of U
and as the identity on the other summands of L . It is easily checked that these are
isometries and that

ϕ · f (s, r)= f (s + p, r),

ψ · f (s, r)= f (s, r + q).

This implies that the image of f is invariant under the action of 0 := ⟨ϕ,ψ⟩, and
also that the induced action on R2 is as desired.

To show that the image of f is contained in K�, let f1, f2, f3 be the three
“components” of f , as before, and let (s, r) ∈ R2. We compute

( f2(s, r), f2(s, r))= (x − su + 2y + a, x − su + 2y + a)

= 4(x, y)+ (a, a)

= 4 + (e, e)≥
7
2 > 0,

( f3(s, r), f3(s, r))= (z − ru + 2t + b, z − ru + 2t + b)

= 4(z, t)+ (b, b)

= 4 + (e, e)≥
7
2 > 0,

( f2(s, r), f3(s, r))= (x − su + 2y + a, z − ru + 2t + b)

= 0
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and conclude that [ f2(s, r)+ i f3(s, r)] ∈�. Also,

( f1(s, r), f1(s, r))= (2u + v+ sy + r t, 2u + v+ sy + r t)

= (2u, v)+ (v, 2u)= 4> 0,

( f1(s, r), f2(s, r))= (2u + v+ sy + r t, x − su + 2y + a)

= −s(u, v)+ s(x, y)= −s + s = 0,

( f1(s, r), f3(s, r))= (2u + v+ sy + r t, z − ru + 2t + b)

= −r(u, v)+ r(z, t)= −r + r = 0

implies that f (s, r) ∈ K�.
It remains to check that f (s, r) ∈ K�0 for all (s, r) ∈ R2.

Proof. Let d ∈ L such that (d, d) = −2 and (d, f1(s, r)) = (d, f2(s, r)) =

(d, f3(s, r))= 0 and as before write

d = Au + Bv+ Cx + Dy + Ez + Ft + d1 + d2,

and (di , di ) = −2ni for ni ∈ Z≥0. We need to find a contradiction. The relevant
equations now become

AB + C D + E F = n1 + n2 − 1,(4-5)

2B + A + Cs + Er = 0,(4-6)

D − Bs + 2C + (d2, e)= 0,(4-7)

F − Br + 2E + (d1, e)= 0.(4-8)

Case B = 0: The assumptions on e, together with (4-7) and (4-8), imply that
D+2C = F +2E = 0 and d1 = d2 = 0, so that n1 = n2 = 0. But then (4-5) becomes

2C2
+ 2E2

= 1,

which is impossible.

Case B ̸= 0: From (4-7) and (4-8) we get

s =
D + 2C + (d2, e)

B
, r =

F + 2E + (d1, e)
B

.

Substituting this into (4-6) gives

AB + C D + E F = −2B2
− 2C2

− 2E2
− C(d2, e)− E(d1, e),

and combining this with (4-5) we obtain

2B2
+ 2C2

+ 2E2
+ C(d2, e)+ E(d1, e)= 1 − n1 − n2.
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The assumptions on e imply that Cd2 + Ed1 = 0, so that this becomes

2B2
+ 2C2

+ 2E2
= 1 − n1 − n2.

This is impossible under the assumption B ̸= 0, since ni ∈ Z≥0. □

4C. The PMSCTs with leaf space a torus of type (II). In this example we will
construct a PMSCT whose leaf space is a torus with an induced integral affine
structure of type (II), namely one induced by the action of Z2 on R2 generated by
(x, y) 7→ (x + p, y) and (x, y) 7→ (x + ny, y + q), where n, p, q ∈ Z≥1.

Consider the map f : R2
→ LR × P(LC) defined by

(s,r)

7→
(
2u+v+sy+r t, [qx+(nr2

−qs)u−nrz+2qy+a+i(z−ru+2q2t+2nqry+b)]
)
,

the map ϕ : L → L defined as before and the map ψ : L → L defined by u 7→ u,
v 7→ v+ qt , x 7→ x − nz + qnu, y 7→ y, z 7→ z − qu, t 7→ t + ny on the copies
of U and the identity on the other summands of L . It is easily checked that these
are isometries and that

ϕ · f (s, r)= f (s + p, r),

ψ · f (s, r)= f (s + nr, r + q).

This implies that the image of f is invariant under the action of 0 := ⟨ϕ,ψ⟩, and
also that the induced action on R2 is the desired one. To show that the image of f
is contained in K�, denote once more by f1, f2, f3 the “components” of f , and
let (s, r) ∈ R2. Since

( f2(s,r), f2(s,r))=
(
qx+(nr2

−qs)u−nrz+2qy+a,qx+(nr2
−qs)u−nrz

+2qy+a
)

= 4q2(x, y)+(a,a)

= 4q2
+(e,e)≥ 7

2 > 0,

( f3(s,r), f3(s,r))= (z−ru+2q2t+2nqry+b, z−ru+2q2t+2nqry+b)

= 4q2(z, t)+(b,b)

= 4q2
+(e,e)≥ 7

2 > 0,

( f2(s,r), f3(s,r))= (qx+(nr2
−qs)u−nrz+2qy+a, z−ru+2q2t+2nqry+b)

= 2nq2r(x, y)−2nq2r(z, t)= 2nq2r −2nq2r = 0,
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we get that [ f2(s, r)+ i f3(s, r)] ∈�. The computations

( f1(s, r), f1(s, r))= (2u + v+ sy + r t, 2u + v+ sy + r t)

= (2u, v)+ (v, 2u)= 4> 0,

( f1(s, r), f2(s, r))= (2u + v+ sy + r t, qx + (nr2
− qs)u − nrz + 2qy + a)

= (nr2
− qs)(u, v)+ qs(x, y)− nr2(z, t)

= nr2
− qs + qs − nr2

= 0,

( f1(s, r), f3(s, r))= (2u + v+ sy + r t, z − ru + 2q2t + 2nqry + b)

= −r(u, v)+ r(z, t)= −r + r = 0

show that f (s, r) ∈ K�.
It remains to show that f (s, r) ∈ K�0 for all (s, r) ∈ R2.

Proof. Let d ∈ L such that (d, d)= −2 and (d, f1(s))= (d, f2(s))= (d, f3(s))= 0.
Like before we write

d = Au + Bv+ Cx + Dy + Ez + Ft + d1 + d2,

and we set (di , di )= −2ni with ni ∈ Z≥0. The goal is to find a contradiction. The
main equations are now

AB + C D + E F = n1 + n2 − 1,(4-9)

2B + A + Cs + Er = 0,(4-10)

Dq + B(nr2
− qs)− Fnr + 2Cq + (d2, e)= 0,(4-11)

F − Br + 2Eq2
+ 2Cnqr + (d1, e)= 0.(4-12)

Case B − 2Cnq = 0: Equation (4-12) tells us that d1 = 0 and F + 2Eq2
= 0.

Subcase C = 0: This implies that B = 0, so that (4-9) becomes

2E2q2
= 1 − n2.

This is only possible if E = 0 and n2 = 1, but then also F = 0 and (4-11) becomes

Dq + (d2, e)= 0,

which would imply that d2 = 0, contradicting n2 = 1.

Subcase C ̸= 0: Equation (4-10) tells us that

s = −
2B + A + Er

C
,

and with (4-11) we obtain

2Cn2qr2
− 2Fnr + 2Anq2

+ C(8n2q3
+ 2q)+ Dq + (d2, e)= 0.
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Since C, n, q ̸= 0 and r ∈ R, we must have that

F2
≥ 2Cq

[
2Anq2

+ C(8n2q3
+ 2q)+ Dq + (d2, e)

]
.

But F = −2Eq2 and B = 2Cnq, so combining this with (4-9) yields

q(1 − n2)≥ C2(8n2q3
+ 2q)+ C(d2, e).

Since C ̸= 0, this is certainly impossible when C and (d2, e) have the same parity.
So let us assume that they have opposite parity, so that the equation becomes

(4-13) q(1 − n2)≥ C2(8n2q3
+ 2q)− |C | · |(d2, e)|.

Now both d2 and e lie in the same copy of −E8, and since ( ·, ·) is negative definite
on −E8 we can use the Cauchy–Schwarz inequality to obtain

|(d2, e)| ≤

√
|(d2, d2)| · |(e, e)| =

√
2 · |(e, e)|n2 ≤

√
n2,

using that we chose e such that |(e, e)| ≤
1
2 . Now, in order for (4-13) to hold we

certainly must have

C2(8n2q3
+ 2q)−

√
n2 · |C | + qn2 − q ≤ 0

and it is easily seen that this is not possible for 0 ̸= C ∈ Z.

Case B − 2Cnq ̸= 0: We immediately distinguish two cases: B = 0 and B ̸= 0.

Subcase B = 0: We claim that F ̸= 0. Indeed, if we had F = 0, equation (4-11)
would become

Dq + 2Cq + (d2, e)= 0,

meaning that d2 = 0, so n2 = 0, and D + 2C = 0. But then (4-9) becomes

2C2
= 1 − n1,

which can only hold if C = 0 and n1 = 1. But then (4-12) becomes

2Eq2
+ (d1, e)= 0,

which implies d1 = 0, contradicting n1 = 1. So we see indeed that F ̸= 0. But
then (4-11) and (4-12) yield

r = −
F + 2Eq2

+ (d1, e)
2Cnq

=
Dq + 2Cq + (d2, e)

Fn
.
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This becomes

2C Dnq2
+ 4C2nq2

+ 2Cnq(d2, e)+ F2n + 2E Fnq2
+ Fn(d1, e)= 0,

and the assumptions on e imply that 2Cqd2 + Fd1 = 0 and

2C Dnq2
+ 4C2nq2

+ F2n + 2E Fnq2
= 0.

Since B = 0, combining this with (4-9) we obtain

4C2nq2
+ F2n = 2nq2(1 − n1 − n2).

Both C and F are nonzero, meaning that this is impossible.

Subcase B ̸= 0: We can write

r =
F + 2Eq2

+ (d1, e)
B − 2Cnq

, s =
Dq + Bnr2

− Fnr + 2Cq + (d2, e)
Bq

.

This yields

s =
(B − 2Cnq)2(2Cq + Dq + (d2, e))+ Bn(F + 2Eq2

+ (d1, e))2

Bq(B − 2Cnq)2

−
Fn(B − 2Cnq)(F + 2Eq2

+ (d1, e))
Bq(B − 2Cnq)2

and substituting this into (4-10) and using the assumptions on e (actually, finally
using them to their full potential), this reduces to

0 = 2B2q(B−2Cnq)2+ABq(B−2Cnq)2

+C
(
(B−2Cnq)2(2Cq+Dq)+Bn(F+2Eq2)2−Fn(B−2Cnq)(F+2Eq2)

)
+B Eq(B−2Cnq)(F+2Eq2).

Some rewriting turns this into

0 = q(B − 2Cnq)2
(
2B2

+ 2C2
+ AB + C D

)
+ BCn(F + 2Eq2)2

− C Fn(B − 2Cnq)(F + 2Eq2)+ B Eq(B − 2Cnq)(F + 2Eq2),

and some easy computations show that the second line is equal to

E Fq(B − 2Cnq)2 + 2q(B Eq + C Fn)2,

so that altogether we obtain

q(B − 2Cnq)2
(
2B2

+ 2C2
+ AB + C D + E F

)
+ 2q(B Eq + C Fn)2 = 0.

Combining this with (4-9) we get

2
(
(B − 2Cnq)2(B2

+ C2)+ (B Eq + C Fn)2
)
= (B − 2Cnq)2(1 − n1 − n2).
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But this is impossible, since B − 2Cnq ̸= 0, B ̸= 0 and n1, n2 ≥ 0, giving us the
desired contradiction. □
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