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ON RELATIVE COMMUTANTS OF SUBALGEBRAS
IN GROUP AND TRACIAL CROSSED PRODUCT

VON NEUMANN ALGEBRAS

TATTWAMASI AMRUTAM AND JACOPO BASSI

Let 0 be a discrete group acting on a compact Hausdorff space X . Given
x ∈ X and µ ∈ Prob(X), we introduce the notion of contraction of µ to-
wards x with respect to unitary elements of a group von Neumann algebra
not necessarily coming from group elements. Using this notion, we study
relative commutants of subalgebras in tracial crossed product von Neumann
algebras. The results are applied to negatively curved groups and SL(d, Z)

for d ≥ 2.

1. Introduction

Operator algebras associated with discrete groups, or more generally discrete
group actions, reveal essential properties of the underlying group. Probably the
first evidence of this connection is that amenability has neat characterizations at
the operator-algebraic level: injectivity of the group von Neumann algebra and
nuclearity of the reduced group C∗-algebra. Nowadays, it is known that many
other group properties have analog descriptions in terms of group C∗-algebras,
for example, a-T-menability and property T [20]. Also, free groups’ full and
reduced C∗-algebras can detect their order. It is a significant open problem raised
by A. Connes whether nonisomorphic ICC property T groups have nonisomorphic
von Neumann algebras (see [24] for examples of ICC property (T) groups with
nonisomorphic von Neumann algebras).

Dynamical systems represent a powerful tool for the study of rigidity properties
of groups. As an example, rigidity results for certain discrete subgroups of SL(2,R)

can be obtained by looking at the C∗-crossed products associated with certain
actions (see [9; 10; 29]). Among the possible dynamical systems, an important
role is played by boundary actions; for example, the topological amenability of the
left action of a discrete group 0 on its Stone-Čech boundary ∂β0 is equivalent to
exactness and topological amenability of the left-right action on the same space

MSC2020: 22D25, 37A55, 46L10, 46L55, 47C15.
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(which is usually referred to as biexactness or property S) implies the Akemann–
Ostrand (AO) property [4], (i.e., temperedness of the representation of 0×0 on
the Calkin algebra of l2(0)), which ensures solidity (hence primeness) of the group
von Neumann algebra. A significant open problem in the theory is deciding whether
these three properties coincide (see [11]).

The solidity of the group von Neumann algebra is a very rigid property, which, for
example, captures to some extent the dimension of the ambient group in the case of a
lattice in a simple Lie group: it is automatic for discrete subgroups of simple rank-1
Lie groups, and it is automatically denied by the existence of infinite subgroups with
nonamenable centralizers. Weakenings of the AO property have been considered in
the literature and lead to the definition of properly proximal groups [18], for which
some weaker rigidity properties hold as well. More recently, the notion of biexact
von Neumann algebra was introduced in [26], where examples of von Neumann
algebras that are solid but not biexact were given. However, it is still not known
if there are nonbiexact groups that give rise to solid von Neumann algebras.

One of the most significant breakthroughs of recent years is the recognition of the
central role of proximality arguments in the study of rigidity properties of discrete
groups through the lens of dynamical systems, which lead, for example, to the
identification of the Furstenberg boundary of a discrete group with the equivariant
Hamana-injective envelope of the complex numbers (see, for example, [12; 33; 38]).

Given a probability measure, µ ∈ Prob(X), proximality of µ is nothing but the
contraction of this measure with a specific sequence of group elements. In addition,
if these group elements leave every finite subset of the group 0, then it can be shown
that the corresponding unitary elements converge to zero weakly. We generalize
this notion to the context of general unitary elements inside the group von Neumann
algebra, which does not necessarily come from group elements.

Definition 2.3. Let 0 be a discrete countable group acting on a compact Hausdorff
space X endowed with a probability measure µ. Let (un) be a sequence of unitaries
in L0. We say that un is µ-contracting (towards a point x ∈ X ) if for every ϵ > 0,
every F ⊂ 0 finite and for every f ∈ C(X) there is N such that for every n ≥ N we
have ∥un|A∥2 > 1 − ϵ, where A = {γ ∈ 0 : |γ−1ηµ( f )− f (x)|< ϵ for all η ∈ F}.

If un’s come from the group elements, then the notion of µ-contraction agrees
with that of the 0-contraction. Motivated by the notion of solid von Neumann
algebra, we employ proximality arguments to study the position of relative commu-
tants of subalgebras in group (and more generally crossed product) von Neumann
algebras.

Theorem 1.1. Let 0 be a discrete countable group acting on a compact Hausdorff
space X. Let {un}⊂ L(0) be a µ-contracting sequence for the action on X for some
probability measure µ on X. Let (N , τ̃ ) be a tracial von Neumann algebra, and
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0↷ (N , τ̃ ) be a trace-preserving action. Then {un : n ∈ N}
′
∩ (N ⋊0)⊂ N ⋊0x ,

where x is determined by the fact that (un) is µ-contracting towards x , and that
0x = {s ∈ 0 : sx = x}.

Organization of the paper. We prove some preliminary technicalities in Section 2.
In Section 3, using a suitable notion of convergence of a measure to a point under
a sequence of unitaries, inspired by [18], we show that the commutant of certain
subalgebras of tracial crossed product algebras is contained in the von Neumann
algebra associated to the stabilizer of the limiting point. In Section 4, we consider
the case of “negatively curved groups” and show that in this case, the position of the
relative commutants of subgroup algebras is reminiscent of an averaging property,
in the spirit of the Powers’ averaging property (see, for example, [3; 30; 39]). In
Section 5, we consider the case of infinite subgroups of SL(d,Z), in which case we
prove that the position of the relative commutant of a subgroup algebra depends on
the dynamics of the subgroup in a particular partial flag. Per the results appearing
in [14], we also see that a weak form of solidity holds for SL(3,Z).

The authors believe that the techniques developed in this manuscript should have
a deep connection with the approach appearing in [15] and [13]. This connection
will be investigated in a future work.

2. Preliminaries and technicalities

Let 0 be a discrete group. By a 0-space X , (also denoted as 0↷ X sometimes) on a
compact Hausdorff space X , we mean a group homomorphism π :0→ Homeo(X).
We often abuse the notation by ignoring π and write sx instead of π(s) x for s ∈ 0

and x ∈ X .

Definition 2.1. Let 0 be a discrete countable group acting on a second countable
compact Hausdorff space X endowed with a probability measure µ. A sequence
(γn)⊂0 is said to be a µ-pointwise contracting sequence if there is x ∈ X such that
γn y → x for µ-almost every y ∈ X . In this case we say that (γn) is µ-pointwise-
contracting towards x .

If µ is pointwise contracted by the sequence {γn}, then it is also pointwise
contracted by {γnγ } for any group element γ ∈ 0. Moreover, the point where it
converges is also unchanged. In other words, the contracting sequence is invariant
with respect to the right multiplication by the group elements. We make this precise
below.

Lemma 2.2. Let 0 be a discrete countable group acting on a second countable
compact space X and µ a 0-quasiinvariant probability measure on X. Suppose
that there is a µ-pointwise-contracting sequence (γn)⊂ 0 towards a point x ∈ X.
Then for every γ ∈ 0 we have that limnγnγµ= δx exists and is independent of γ .
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Proof. There is x ∈ X such that for µ-almost every y ∈ X we have limnγn y → x . Let
E ⊂ X be the subset of µ-measure 0 such that limnγn y = x for every y /∈ E . Since
µ is quasiinvariant we have that for every γ ∈ 0 there is a subset E ′ of measure
zero, namely γ−1 E , such that limnγnγ y = x for every y /∈ E ′. Hence, for every
f ∈ C(X) and every γ ∈ 0 we have f (γnγ y) → f (x) µ-almost everywhere. It
follows from Lebesgue dominated convergence Theorem that limnγnγµ= limnγnµ

in the weak∗-topology. □

Group von Neumann algebra. We briefly recall the construction of the group von
Neumann algebra. Let ℓ2(0) be the space of square summable C-valued functions
on 0. There is a natural action 0↷ ℓ2(0) by left translation:

λg ξ(h) := ξ(g−1h), ξ ∈ ℓ2(0), g, h ∈ 0.

The group von Neumann algebra L(0) is generated (as a von Neumann algebra
inside B(ℓ2(0)), by the left regular representation λ of 0. The group von Neumann
algebra L(0) comes equipped with a canonical trace τ0 : L(0)→ C defined by

τ0(λg)=

{
0 if g ̸= e,
1 if g = e.

It is worth noting that a natural embedding of L(0) into ℓ2(0) exists via the map
x 7→ xδe. So, any element x ∈ L(0) can be expressed as x =

∑
g∈0 xgλ(g), where

λ(g)∈ L(0) correspond to the canonical unitaries of L(0) and xg = τ0(xλ(g)∗) are
the Fourier coefficients of x . The above sum converges in ℓ2-norm (∥ · ∥2) and not
with respect to the strong operator or weak operator topology, as mentioned in [5,
Remark 1.3.7]. This expansion is commonly referred to as the Fourier expansion
of x .

We will make use of the following notion, which generalizes Definition 2.1 to
sequences of unitaries in a group von Neumann algebra, which do not come from
group elements.

Definition 2.3. Let 0 be a discrete countable group acting on a compact Hausdorff
space X endowed with a probability measure µ. Let (un) be a sequence of unitaries
in L0. We say that un is µ-contracting (towards a point x ∈ X ) if for every ϵ > 0,
every F ⊂0 finite and for every f ∈ C(X) there is N such that for every n ≥ N we
have ∥un|A∥2 > 1 − ϵ, where A = {γ ∈ 0 : |γ−1ηµ( f )− f (x)|< ϵ for all η ∈ F}.

Lemma 2.4. Let 0 be a discrete countable group acting on a second countable
compact space X and µ a 0-quasiinvariant probability measure on X. Let 3⊂ 0

be a subgroup with the property that there is a point x ∈ X such that every diverging
sequence λn in 3 is µ-pointwise-contracting towards x. Then every sequence of
unitaries in L3 which goes to zero weakly is µ-contracting towards x.
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Proof. Let ϵ > 0. Since every diverging sequence in 3 is µ-contracting towards x ,
it follows from Lemma 2.2 that for every finite set G ⊂ 0 and every f ∈ C(X)
there is a finite set F ⊂3 satisfying |λ−1γµ( f )− f (x)|< ϵ for every λ ∈3\F ,
γ ∈ G. Now, since un → 0 weakly, there is N ∈ N such that ∥un|F∥2 < ϵ for every
n > N . The result follows. □

A group 0 is called a convergence group if it admits an action 0↷ X such that
for every distinct sequence of elements {gn} ⊂0, we can find two elements a, b ∈ X
and a subsequence gnk such that gnk |X\{b} → a uniformly on every compact subset
of X \ {b} (see [40]). In this case, a is called the attracting point, and b is the
repelling point. An element s in a convergence group 0 is called parabolic if s has
exactly one fixed point on X . Moreover, an element s in a convergence group 0 is
called loxodromic if it has exactly two fixed points on X , denoted by x+

s and x−
s .

Moreover, x+
s is the attractive point for s, and x−

s , the repelling point (see [40,
Lemma 2D]).

Example 2.5. Let 0 be a convergence group, and s ∈ 0 a parabolic element. Let
us call it x+

s . Let 3 = ⟨s⟩. Using [40, Lemma 2F], we see that {sn
}n∈Z is a

convergence sequence with the attractive and repelling point of {sn
}n∈Z the same as

that of {x+
s }. Let us assume that 0 is nonelementary, i.e., the set of limit points L X

(the collection of all attracting points on X ) has more than two points. Using [40,
Theorem 2S], we see that L X is an infinite perfect set. Let µ be a 0-quasiinvariant
probability measure on X such that µ(x+

s ) ̸= 0. It follows from Definition 2.1
that every diverging sequence λn in 3 is µ-pointwise-contracting towards x+

s . Let
M ≤ L(3) be a diffuse von Neumann subalgebra. Let un ∈ M be a sequence
of unitaries in M which converges to 0 weakly. It follows from Lemma 2.4 that
un is µ-contracting towards x+

s . Similarly, if s ∈ 0 is loxodromic, then there
is a quasiinvariant probability measure µ on X and points x+

s , x−
s such that the

sequence (sn) is µ-pointwise-contracting towards x+
s and (s−n) is µ-pointwise-

contracting towards x−1
s .

Now, suppose that X is a 0-space, and µ ∈ Prob(X), the Poisson transformation
Pµ : C(X)→ B(ℓ2(0)) is defined by Pµ( f )(δt)= µ(t−1 f ) δt for t ∈ 0. It is well
known that Pµ is a 0-equivariant unital positive map. Whenever µ can be contracted
using the unitaries, Pµ satisfies a kind of singularity phenomenon.

Lemma 2.6. Let 0 be a discrete countable group acting on a compact Hausdorff
space X. Let µ ∈ Prob(X). Let {un}n be a sequence of unitaries in L(0) be such
that un → 0 weakly and is µ-contracting towards x. Then, un Pµ( f ) u∗

n
SOT

−−→ f (x)
for every f ∈ C(X).

Proof. Let {un}n ∈ L(0) be a sequence of unitaries satisfying the above assumptions.
Let us write un =

∑
t∈0 un(t) λ(t), where un(t) = τ0(unλ(t)∗) for each t ∈ 0.
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Moreover, the convergence of the above series is in the ∥ · ∥2-norm induced by the
canonical trace τ0. Moreover,

u∗

n =

∑
t∈0

un(t) λ(t−1).

Let f ∈ C(X) and ξ ∈ l2(0) be given. Choose ϵ > 0. Let M = max{supt∈0|ξ(t)|, 1}.
Choose ϵ′ such that 2ϵ′M∥ f ∥∞ < ϵ

2 . Let F be a finite subset of 0 such that∑
t ̸∈F

|ξ(t)|2 < (ϵ′)2.

Choose also ϵ′′ > 0 such that

(ϵ′′2∥ f ∥∞ + ϵ′′)M |F |<
ϵ

2
.

Let A = {s ∈ 0 : s−1tµ( f )− f (x) < ϵ for all t ∈ F}. Since un is µ-contracting
towards x ∈ X , we can find a n0 ∈ N such that for all n ≥ n0, we have

∥un|A∥2 > 1 − ϵ′′.

We now see that∥∥∥∥∑
t∈0

(un Pµ( f ) u∗

nδt − f (x)) ξ(t) δt

∥∥∥∥
2

(i)
≤

∥∥∥∥∑
t∈F

(un Pµ( f ) u∗

nδt − f (x)) ξ(t) δt

∥∥∥∥
2
+

∥∥∥∥∑
t ̸∈F

(un Pµ( f ) u∗

nδt − f (x)) ξ(t) δt

∥∥∥∥
2
.

Let us observe that∥∥∥∥∑
t ̸∈F

(un Pµ( f ) u∗

nδt − f (x)) ξ(t) δt

∥∥∥∥
2

(ii)
≤ 2∥ f ∥∞

√∑
t ̸∈F

|ξ(t)|2.

On the other hand,∥∥∥∥∑
t∈F

(un Pµ( f ) u∗

n − f (x)) ξ(t) δt

∥∥∥∥
2

≤

∑
t∈F

∥(un Pµ( f ) u∗

n − f (x)) ξ(t) δt∥2

=

∑
t∈F

∥(Pµ( f ) u∗

n − f (x) u∗

n) ξ(t) δt∥2

≤

∑
t∈F

(∥∥∥∥∑
s /∈A

un(s)(Pµ( f )− f (x))λ(s−1) ξ(t) δt

∥∥∥∥
2

+

∥∥∥∥∑
s∈A

un(s)(Pµ( f )− f (x))λ(s−1) ξ(t) δt

∥∥∥∥
2

)
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=

∑
t∈F

(∥∥∥∥∑
s /∈A

un(s)(Pµ( f )− f (x)) ξ(t) δs−1t

∥∥∥∥
2

+

∥∥∥∥∑
s∈A

un(s)(Pµ( f )− f (x)) ξ(t) δs−1t

∥∥∥∥
2

)
=

∑
t∈F

(∥∥∥∥∑
s /∈A

un(s)(s−1tµ( f )− f (x)) ξ(t) δs−1t

∥∥∥∥
2

+

∥∥∥∥∑
s∈A

un(s)(s−1tµ( f )− f (x)) ξ(t) δs−1t

∥∥∥∥
2

)
(iii)
≤

∑
t∈F

(
2∥ f ∥∞

√ ∑
tu−1 /∈A

|un(tu−1)|2|ξ(t)|2

+

√ ∑
tu−1∈A

|un(tu−1)|2|(uµ( f )− f (x))|2|ξ(t)|2
)
.

Since for all t ∈ F , |(uµ( f )− f (x))|< ϵ for every u with
∑

s ̸∈A|un(s)|2 < ϵ′′ and
tu−1

∈ A, the inequality (iii) becomes less than or equal to∑
t∈F

(
2∥ f ∥∞ Mϵ′′

+ ϵ

√ ∑
tu−1∈A

|un(tu−1)|2 |ξ(t)|2
)

≤

∑
t∈F

(
2∥ f ∥∞ Mϵ′′

+ Mϵ
√ ∑

tu−1∈A

|un(tu−1)|2
)
(iv)
≤ |F |M(2∥ f ∥∞ ϵ′′

+ ϵ′′).

Hence for every n ≥ n0, combining the inequalities (i), (ii) and (iv), we obtain that

∥un Pµ( f ) u∗

n ξ − f (x) ξ∥2 ≤ 2∥ f ∥∞

√∑
t ̸∈F

|ξ(t)|2 + |F |M(2∥ f ∥∞ ϵ′′
+ ϵ′′) < ϵ.

The claim follows. □

3. Crossed product of tracial von Neumann algebras

We apply the results of Section 2 in order to study the position of the relative
commutants of certain subalgebras of crossed-product von Neumann algebras.

Theorem 3.1. Let 0 be a discrete countable group acting on a compact Hausdorff
space X. Let µ be a probability measure on X and let (un) be a µ-contracting
sequence of unitaries in L0. Let (N , τ̃ ) be a tracial von Neumann algebra, and
0↷ (N , τ̃ ) be a trace-preserving action. Then {un}

′
∩ (N ⋊0)⊂ N ⋊0x , where

x is determined by the fact that (un) is µ-contracting towards x.

We shall view N ⋊0 ⊂ B(L2(N , τ̃ )⊗ℓ20). Moreover, Let X be a 0-space. Let
Pµ :C(X)→ℓ∞(0) be the Poisson transformation. This gives us a unital completely
positive (ucp) 0-equivariant map from C(X) to ℓ∞(0). We can view ℓ∞(0) as mul-
tiplication operators on B(ℓ2(0)). For f ∈ ℓ∞(0), the map M( f ) : ℓ2(0)→ ℓ2(0)

defined by M( f )(δt)= f (t) δt is linear and bounded. Therefore, we obtain a ucp
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map M ◦ Pµ : C(X)→ 1 ⊗ B(ℓ2(0). We see that every element of M ◦ Pµ(C(X))
commutes with N . We will ignore M for the most part and write Pµ( f ) for the ease
of notation. We denote by τ , the canonical trace τ̃ ◦E. Note that here E :N⋊0→N
is the canonical conditional expectation. Moreover, we consider the ∥ · ∥2-norm
induced by τ . We also denote by Ex , the canonical conditional expectation from
N ⋊0 to N ⋊0x .

A crucial ingredient in these arguments is that the state obtained in the limiting
stage satisfies some tracial property. While this is automatic in the case of amenable
tracial von Neumann algebras, we cannot expect it to hold for us. Nonetheless,
before we head on to the proof, we show the existence of an “almost-hypertrace”,
the last technical bit.

Proposition 3.2. Suppose 0 is a discrete countable group acting on a compact
Hausdorff space X. Let µ be a probability measure on X and (un) ⊂ L0 a
µ-contracting sequence for the action on X. Let (N , τ̃ ) be a tracial von Neu-
mann algebra, and 0 ↷ (N , τ̃ ) be a trace-preserving action. Then, there exists
a state ψ ∈ S

(
B(L2(N , τ̃ )⊗ℓ20)

)
such that ψ |N⋊0 = τ , ψ |Pµ(C(X)) = δx , and

ψ(a Pµ( f ) b)= ψ(Pµ( f ) ab) for all a ∈ {un}
′ and for all b ∈ B(L2(N , τ̃ )⊗ℓ20).

In particular, Pµ(C(X)) falls in the multiplicative domain of ψ .

Proof. Let τ denote the canonical trace τ̃ ◦ E. Let Pµ : C(X) → B(l20) be the
Poisson map, which is ucp 0-equivariant. Let un ∈ L(0) be a µ-contracting
sequence towards x . We identify an operator T on B(ℓ2(0)) with id ⊗ T , which
is an operator on B(H⊗ℓ2(0)). In this way, we view B(ℓ2(0)) as a 0-invariant
subalgebra of B(H⊗ℓ2(0)). Moreover, if Tn ∈ B(ℓ20) is a uniformly bounded
sequence such that Tn

SOT
B(ℓ20)
−−−→ T , then, id ⊗ Tn

SOT
B(H⊗ℓ20)
−−−−−→ id ⊗ T . Therefore, using

Lemma 2.6, we see that for every f ∈ C(X),

un(Pµ( f )) u∗

n
n→∞

SOT
−−−→ f (x) · 1.

In particular, since (un(Pµ( f )) u∗
n) is uniformly bounded, this implies that

un(Pµ( f ))(Pµ( f ))∗ u∗

n
n→∞

SOT
−−−→ f (x) f (x) · 1.

Consider now the (separable) C∗-algebra A generated by Pµ(C(X)). Note that
the state τ is of the form 1̂N ⊗ δe, and hence, is defined on B(L2(N , τ̃ )⊗l20).
Consider, after passing to a subnet if necessary, a weak∗ limit

ψ(·) := lim
n
τ ◦ ad(un)(·)= lim

n
⟨(·)1̂N ⊗ ûn, 1̂N ⊗ ûn⟩ ∈ S

(
B(L2(N , τ̃ )⊗l20)

)
.

We see that Pµ( f ) is in the multiplicative domain of ψ for every f ∈ C(X).

Claim. We have ψ
(
(a Pµ( f )− Pµ( f ) a)(a Pµ( f )− Pµ( f ) a)∗

)
= 0 for all a which

commute with {un : n ∈ N}.
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Let us observe that

ψ
(
(a Pµ( f )− Pµ( f ) a)(a Pµ( f )− Pµ( f ) a)∗

)
= ψ(a Pµ( f )Pµ( f )∗ a∗)−ψ(Pµ( f ) a Pµ( f )∗ a∗)

−ψ(a Pµ( f ) a∗ Pµ( f )∗)+ψ(Pµ( f ) aa∗ Pµ( f )∗).

Now, since φ is normal and a commutes with {un : n ∈ N}, we have

ψ(a Pµ( f )Pµ( f )∗ a∗)= lim
n
φ(un a Pµ( f )Pµ( f )∗ a∗ u∗

n)

= lim
n
φ(aun Pµ( f )Pµ( f )∗ u∗

n a∗)= | f (x)|2φ(aa∗).

On the other hand, since Pµ( f ) and Pµ( f )∗ are in the multiplicative domain, we
have ψ(Pµ( f ) aa∗ Pµ( f )∗)= f (x) f (x)ψ(aa∗). As a commutes with {un : n ∈ N},
we see that ψ(aa∗)= limn φ(un aa∗ u∗

n)= φ(aa∗). Therefore,

ψ(Pµ( f ) aa∗ Pµ( f )∗)= f (x) f (x)ψ(aa∗)= | f (x)|2φ(aa∗).

Arguing similarly, we see that

ψ(Pµ( f ) a Pµ( f )∗ a∗)= f (x) ψ(a Pµ( f )∗ a∗)

= f (x) lim
n
φ(un a Pµ( f )∗ a∗ u∗

n)

= f (x) lim
n
φ(aun Pµ( f )∗ u∗

n a∗)

= f (x) f (x) φ(aa∗)= | f (x)|2φ(aa∗).

It also follows similarly that

ψ(a Pµ( f ) a∗ Pµ( f )∗)= | f (x)|2φ(aa∗).

Consequently, we see that ψ
(
(a Pµ( f )− Pµ( f ) a)(a Pµ( f )− Pµ( f ) a)∗

)
= 0 for

every a ∈ {un}
′. Also, for every b ∈ B(L2(N , τ̃ )⊗l20) and a ∈ L3′, we see that

|ψ(Pµ( f ) ab − a Pµ( f ) b)|2

≤ ψ
(
(Pµ( f ) a − a Pµ( f ))(Pµ( f ) a − a Pµ( f ))∗

)
ψ(b∗b)= 0.

Therefore, it follows that ψ(Pµ( f ) ab) = ψ(a Pµ( f ) b) for all a ∈ {un}
′ and for

b ∈ B(L2(N , τ̃ )⊗l20). □

Our idea of the proof is motivated by [17, Theorem 1.4].

Proof of Theorem 3.1. From Proposition 3.2, a state ψ ∈ S
(
B(L2(N , τ̃ )⊗ℓ20)

)
exists such that ψ |N⋊0 = τ , ψ |Pµ(C(X)) = δx , and ψ(a Pµ( f ) b) = ψ(Pµ( f ) ab)
for all a ∈ {un}

′ and for all b ∈ B(L2(N , τ̃ )⊗ℓ20). Let M denote the von Neumann
algebra {un}

′
∩ (N ⋊ 0). Let u ∈ M be a unitary element. We shall show that
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∥Ex(u)∥2 = 1 from whence it will follow that u ∈ N ⋊ 0x . Let ϵ > 0. Let
u0 =

∑n
i=1 ai λ(si ) ∈ N ⋊0 be such that

(1) ∥u∗
− u0∥2< ϵ.

Let us write F = {s1, s2, . . . , sn}. Then, we can rewrite

u0 =

∑
s∈F∩0x

as λ(s)+
∑

s∈F∩0c
x

as λ(s).

In particular, we see that sx ̸= x for all s ∈ F ∩0c
x . Therefore, we can find f ∈ C(X)

with 0 ≤ f ≤ 1 such that f (x)= 1 and f (sx)= 0 for all s ∈ F ∩0c
x . Below, we

write f instead of Pµ( f ) for ease of notation. Let us now observe that

|ψ( f (uu0 − 1))| ≤

√
ψ

(
(uu0 − 1)∗(uu0 − 1)

)√
ψ( f f ∗)

= ∥uu0 − 1∥2 (ψ |N⋊0 = τ)

≤ ∥u∗
− u0∥2< ϵ.

Therefore,

|ψ(u f u0)| = |ψ( f uu0)| = |ψ( f (uu0 − 1))+ψ( f )|

≥
∣∣ψ( f )− |ψ( f (uu0 − 1))|

∣∣ ≥ 1 − ϵ.

To reiterate,

(2) |ψ(u f u0)| ≥ 1 − ϵ.

On the other hand,

|ψ(u f u0)| ≤

∣∣∣∣ψ(
u f

( ∑
s∈F∩0x

as λ(s)
))∣∣∣∣ + ∣∣∣∣ψ(

u f
( ∑

s∈F∩0c
x

as λ(s)
))∣∣∣∣

≤ |ψ(u f Ex(u0))| +
∑

s∈F∩0c
x

|ψ(u f as λ(s))|.

Since f ∈ C(X), as ∈ N and every element of C(X) commutes with N (see the
paragraph below Theorem 3.1), we see that∑
s∈F∩0c

x

|ψ(u f as λ(s))|=
∑

s∈F∩0c
x

|ψ(uas f λ(s))|

=

∑
s∈F∩0c

x

|ψ(uas λ(s) s−1 f )|=
∑

s∈F∩0c
x

|ψ(uas λ(s)) f (sx)|=0.

It follows therefore that |ψ((u f u0)| ≤ |ψ(u f Ex(u0))|. Combining this along
with (1), (2) and the Cauchy–Schwarz inequality, we see that

1 − ϵ ≤ |ψ(u f u0)| ≤ |ψ(u f Ex(u0))| ≤
√
ψ(u f f ∗ u∗)∥Ex(u0)∥2 ≤ ∥Ex(u)∥2 + ϵ.

As a result, it follows that ∥Ex(u)∥2 ≥ 1 − 2ϵ. Since ϵ > 0 is arbitrary, it follows
that u ∈ N ⋊0x . □
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We obtain the following as an immediate result.

Corollary 3.3. Let 0 be a discrete countable group acting on a compact Hausdorff
space X. Let (un) be a µ-contracting sequence for the action on X for some
probability measure µ on X. Then {un}

′
∩ L0 ⊂ L(0x), where x is determined by

the fact that un is µ-contracting towards x.

Example 3.4. Let 0 be a convergence group. Then, in view of Example 2.5, given
a parabolic element s ∈0, for every tracial crossed product N ⋊0 and every diffuse
subalgebra M of L(⟨s⟩), the relative commutant of M in N ⋊0 is injective. If
s ∈ 0 is loxodromic, then L(⟨s⟩)′ ∩ (N ⋊0) is injective.

4. Relative commutants of subgroups of negatively curved groups

In this section, we examine the relative commutants of subgroups inside groups that
satisfy “north pole south pole”-dynamics. We begin with the following singularity
phenomenon, which has been exploited in the past to prove rigidity results (see, for
example, [1; 7; 32; 33; 34]).

Lemma 4.1. Let X be a continuous 0-space. Let τ ∈ S(C(X)⋊r 0) such that
τ |C(X) = aδx + (1−a) δy for some x ̸= y ∈ X. Then, τ(λ(s))= 0 for all s ∈0 with
s{x, y} ∩ {x, y} = ∅.

Proof. Let s ∈ 0 be such that s{x, y} ∩ {x, y} = ∅. Using Uryhson’s lemma, we
can find a nonnegative continuous function f ∈ C(X) with 0 < f < 1 such that
f |{x,y} = 1 and f |{sx,sy} = 0. Using the Cauchy–Schwarz inequality, we obtain

|τ( f λ(s))|2 = |τ(
√

f
√

f λ(s))|2 ≤ τ( f ) τ
(
λ(s−1) f λ(s)

)
= τ( f ) τ (s−1. f ).

Since τ |C(X) = aδx + (1 − a) δy , we obtain that

τ(s−1 f )= as−1. f (x)+ (1 − a) s−1. f (y)= a f (sx)+ (1 − a) f (sy)= 0.

This shows that τ( f λ(s))= 0. On the other hand, applying the Cauchy–Schwarz
inequality again, we have

|τ((1− f ) λ(s))|2 = |τ(
√

1− f
√

1− f λ(s))|2

≤ τ(1− f ) τ
(
λ(s−1)(1− f ) λ(s)

)
= τ(1− f ) τ (s−1.(1− f )).

Let us now see that

τ(1 − f )= a(1 − f (x))+ (1 − a)(1 − f (y))= a(0)+ (1 − a)(0)= 0.

Therefore, we obtain that τ((1 − f ) λ(s)) = 0. Now, combining the above two
identities, we see that

τ(λ(s))= τ( f λ(s))+ τ((1 − f ) λ(s))= 0. □
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An action 0↷ X is said to have “north pole south pole”-dynamics, if for every
infinite order element g ∈0, there are unique fixed point x+

g and x−
g on the0-space X

such that gnx n→∞
−−−→ x+

g for all x ̸= x−
g . We denote by E(g) = Stab0({x+

g , x−
g }),

the set wise stabilizer of {x+
g , x−

g }. We denote by EE(g) the canonical conditional
expectation from C∗

r (0) onto C∗
r (E(g)). This also extends to a normal trace-

preserving conditional expectation from L(0) onto L(E(g)).

Proposition 4.2. Let 0 be a discrete group admitting a minimal action 0↷ X with
the north pole south pole dynamics. Let s ∈ 0 be an infinite order element with the
property that t{x+

s , x−
s } ∩ {x+

s , x−
s } = ∅ for all t ̸∈ E(s). Then, given a ∈ C∗

r (0)

and ϵ > 0, we can find {s1, s2, . . . , sm} ⊂ ⟨s⟩ such that∥∥∥∥ 1
m

m∑
j=1

λ(sj )(a − EE(s)(a)) λ(sj )
∗

∥∥∥∥< ϵ.
Before we head on to the proof, let us briefly ponder our strategy, similar to that

of [30]. Let3=⟨s⟩. We shall first show that for every bounded linear functional ϕ on
S(C∗

r (0)), we can find a bounded linear functional ψ ∈ {s.ω : s ∈3}
weak∗

such that
ψ = ψ ◦ E3. Here, E3 : C∗

r (0)→ C∗
r (⟨s⟩) is the canonical conditional expectation.

The claim would then follow by a usual Hahn–Banach separation argument.

Proof. Let 0 be a discrete group admitting a minimal action 0 ↷ X with the
north pole south pole dynamics. Since 0 ↷ X is minimal, we can view C(X)
as multiplication operators on B(ℓ2(0)). Given a bounded linear functional ϕ
on C∗

r (0), extend it to a bounded linear functional η on C(X)⋊r 0. We can write
η = c1ω1 − c2 ω2 + ic3 ω3 − ic4 ω4, where ωi ∈ S(C(X) ⋊r 0) and ci ∈ C for
each i = 1, 2, 3, 4. Let νi = ωi |C(X) for each i = 1, 2, 3, 4. Since s is an infinite
order element, there are unique fixed points x+

s and x−
s on the 0-space X such

that snx n→∞
−−−→ x+

s for all x ̸= x−
s . Using the dominated convergence theorem, it

follows that snνi
weak∗

−−−→ ai δx+
s

+ (1 − ai ) δx−
s

, where ai = νi (X \ x−
s ). By passing

to a subnet (four times) if required, we can assume that snωi →ω′

i ∈ S(C(X)⋊r 0)

for each i = 1, 2, 3, 4. Observe that ω′

i |C(X) = ai δx+
s

+ (1 − ai ) δx−
s

. Now let
η′

= c1ω
′

1 −c2 ω
′

2 + ic3 ω
′

3 − ic4 ω
′

4. Let ψ = η′
|C∗

r (0)
. We claim that ψ =ψ ◦EE(s).

Note that t{x+
s , x−

s }∩{x+
s , x−

s }=∅ for all t ̸∈ E(s). It now follows from Lemma 4.1
that ω′

i (λ(t)) = 0 for all t ̸∈ E(s) and for all i = 1, 2, 3, 4. From this we see
that ω′

i |C∗
r (0)

= ω′

i ◦ EE(s) for each i = 1, 2, 3, 4. Consequently, it follows that
ψ =ψ ◦EE(s). The claim now follows by a usual Hahn–Banach separation argument
(see, for example, [21, Theorem 3.4]). □

It was shown in [2] that the averaging scheme at the level of the group C∗-algebra
lifts to the same averaging scheme at the level of the crossed product. We merely
reiterate the steps to prove that the averaging established in Proposition 4.2 lifts to
the crossed product of tracial von Neumann algebras. Given a tracial von Neumann
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algebra (N , τ̃ ) and a trace preserving action 0↷ (N , τ̃ ), we let τ = τ̃ ◦ E which
is a faithful normal trace on N ⋊ 0. We do all the approximations in the ∥ · ∥2-
norm induced by τ . We denote by E, the canonical conditional expectation from
N ⋊0 onto N . Moreover, we shall use ẼE(s) to denote the canonical conditional
expectation from N ⋊0 onto N ⋊ E(s).

Theorem 4.3. Let 0 be a discrete group admitting a minimal action 0↷ X with
the north pole south pole dynamics. Let s ∈ 0 be an infinite order element with the
property that t{x+

s , x−
s }∩{x+

s , x−
s } =∅ for all t ̸∈ E(s). Let (N , τ̃ ) be a tracial von

Neumann algebra and 0↷ (N , τ̃ ) be a trace-preserving action. Let M = N ⋊0.
Then, given x ∈ M and ϵ > 0, we can find {s1, s2, . . . , sm} ⊂ ⟨s⟩ such that∥∥∥∥ 1

m

m∑
j=1

λ(sj )(x − ẼE(s)(x)) λ(sj )
∗

∥∥∥∥
2
< ϵ.

Proof. Let x ∈ M and ϵ > 0 be given. We can find a finite set F ⊂ 0 and finitely
many elements {at : t ∈ F} ⊂ N such that∥∥∥∥x −

∑
t∈F

at λ(t)
∥∥∥∥

2
<
ϵ

3
.

Since E ◦ ẼE(s) = E, it follows that∥∥∥∥ẼE(s)(x)−
∑

t∈E(s)∩F

at λ(t)
∥∥∥∥

2
<
ϵ

3
.

Let M = supt∈F ∥at∥. Using Proposition 4.2 for a =
∑

t∈E(s)c∩F λ(t), we can find
{s1, s2, . . . , sm} ⊂ ⟨s⟩ such that∥∥∥∥ 1

m

m∑
j=1

λ(sj )

( ∑
t∈E(s)c∩F

λ(t)
)
λ(sj )

∗

∥∥∥∥< ϵ

3|F |M
.

It follows from [30, Lemma 4.1] that∥∥∥∥ 1
m

m∑
j=1

λ(sj ) λ(t) λ(sj )
∗

∥∥∥∥
2
≤

∥∥∥∥ 1
m

m∑
j=1

λ(sj ) λ(t) λ(sj )
∗

∥∥∥∥< ϵ

3|F |M

for all t ∈ E(s)c ∩ F . Therefore, using [2, Lemma 2.1], we obtain that∥∥∥∥ 1
m

m∑
j=1

λ(sj )

( ∑
t∈E(s)c∩F

at λ(t)
)
λ(sj )

∗

∥∥∥∥ ≤

∑
t∈E(s)c∩F

∥at∥

∥∥∥∥ 1
m

m∑
j=1

λ(sj ) λ(t) λ(sj )
∗

∥∥∥∥
≤

∑
t∈E(s)c∩F

∥at∥
ϵ

3|F |M
<
ϵ

3
.
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Putting all these together, along with an application of triangle inequality, we see
that∥∥∥∥ 1

m

m∑
j=1

λ(sj )(x − ẼE(s)(x)) λ(sj )
∗

∥∥∥∥
2

≤

∥∥∥∥ 1
m

m∑
j=1

λ(sj )

(
x −

∑
t∈F

at λ(t)
)
λ(sj )

∗

∥∥∥∥
2

+

∥∥∥∥ 1
m

m∑
j=1

λ(sj )

( ∑
t∈F∩E(s)

at λ(t)− ẼE(s)(x)
)
λ(sj )

∗

∥∥∥∥
2

+

∥∥∥∥ 1
m

m∑
j=1

λ(sj )

( ∑
t∈E(s)c∩F

at λ(t)
)
λ(sj )

∗

∥∥∥∥
2

≤

∥∥∥∥x −

∑
t∈F

at λ(t)
∥∥∥∥

2
+

∥∥∥∥ ∑
t∈F∩E(s)

at λ(t)− ẼE(s)(x)
∥∥∥∥

2

+

∥∥∥∥ 1
m

m∑
j=1

λ(sj )

( ∑
t∈E(s)c∩F

at λ(t)
)
λ(sj )

∗

∥∥∥∥
≤
ϵ

3
+
ϵ

3
+
ϵ

3
= ϵ.

The claim follows. □

Consequently, we can determine the position of the relative commutants of
specific subgroups of a nonelementary acylindrically hyperbolic group with at least
one infinite order element. We briefly recall the definitions and refer the readers
to [37] for more details.

Acylindrically hyperbolic groups. An action 0↷ (X, d) on a metrizable space is
considered acylindrical if for every ϵ > 0, there exist δ, N > 0 such that for any
x, y ∈ X with d(x, y)≥ δ, the number of elements g ∈ 0 satisfying d(x, gx)≤ ϵ

and d(y, gy)≤ ϵ is at most N . A group 0 is called acylindrically hyperbolic if it
admits a nonelementary acylindrical action on a hyperbolic space.

Every nonelementary hyperbolic group is acylindrically hyperbolic. Further
examples of acylindrically hyperbolic groups include non(virtually) cyclic groups
hyperbolic relative to proper subgroups, Out(Fn) for n > 1, many mapping class
groups, and non(virtually cyclic) groups acting properly on proper CAT(0)-spaces
and containing rank one elements, among others (for more details, refer to [37,
Section 8]).

For a group 0 acting on a hyperbolic space S, recall that an infinite order element
g ∈ 0 is called loxodromic if it has precisely two fixed points x+

g , x−
g on the

Gromov boundary ∂S and gnx → x+
g for every x ∈ ∂S except x−

g . It turns out
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that a group being acylindrically hyperbolic is equivalent to the notion of “weak
proper discontinuity” introduced by Bestvina and Fujiwara [16]. Let 0 be a group
acting on a hyperbolic space S. An element g ∈ 0 is said to have the weak proper
discontinuity property (in this case, we say that g is a WPD element) if for every
ϵ > 0 and every x ∈ S, there exist M ∈ N such that the number of elements h ∈ 0

satisfying d(x, hx) < ϵ and d(gM x, hgM x) < ϵ is finite.
Osin [37, Theorem 1.2] later established that a group 0 being acylindrically

hyperbolic is equivalent to the existence of a loxodromic element g ∈0 that satisfies
the weak proper discontinuity condition. Moreover, there is a unique maximal vir-
tually cyclic subgroup E(g)≤ 0 containing g. Explicitly, E(g)= Stab0({x+

g , x−
g })

is the set wise stabilizer of {x+
g , x−

g } (see, for example, [25, Lemma 6.5]).

Corollary 4.4. Let 0 be a group admitting an action 0↷ X with north pole south
pole dynamics. Let 3 ≤ 0 be a subgroup with one infinite order element s ∈ 3.
Assume that {t x+

s , t x−
s } ∩ {x+

s , x−
s } = ∅ for all t ̸∈ Stab({x+

s , x−
s }). Let (N , τ̃ ) be

a tracial von Neumann algebra and 0↷ (N , τ̃ ) be a trace-preserving action. Let
M = N ⋊0. Then, L(3)′ ∩M ⊂ N ⋊ E(s).

Proof. Since s is an infinite order WPD loxodromic element, it satisfies the north
pole south pole dynamics on the Gromov boundary. Let x ∈ L(3)′ ∩M. Let s ∈3

be an infinite order loxodromic element. Let ϵ > 0. Using Theorem 4.3, it follows
that we can find s1, s2, . . . , sm ⊂ ⟨s⟩ such that

(3)
∥∥∥∥ 1

m

m∑
j=1

λ(sj )(x − ẼE(s)(x)) λ(sj )
∗

∥∥∥∥
2
< ϵ.

Note that here ẼE(s) : N ⋊0 → N ⋊ E(s) is the canonical conditional expectation.
Let us write ẼE(s)(x)=

∑
t∈E(s) at λ(t), where the convergence is in the ∥ ·∥2-norm.

For any sj ∈ ⟨s⟩, writing it as sm j for some m j ∈ Z, we see that

λ(sj ) ẼE(s)(x) λ(sj )
∗
=

∑
t∈E(s)

αsj (at) λ(sj ts−1
j )=

∑
t∈E(s)

αsj (at) λ(sm j ts−m j ).

Since t ∈ E(s) = {x+
s , x−

s }, we see that sm j ts−m j {x+
s , x−

s } = {x+
s , x−

s }. As such,
we can now see that λ(sj ) ẼE(s)(x) λ(sj )

∗
∈ N ⋊ E(s) for each j = 1, 2, . . . ,m.

Writing m∑
j=1

λ(sj ) ẼE(s)(x) λ(sj )
∗
= yE(s),

since x ∈ L(3)′ ∩M, it follows from (3) that

∥x − yE(s)∥2< ϵ.

Since ϵ > 0 is arbitrary, it is evident that x ∈ N ⋊ E(s). Therefore, we see that
L(3)′ ∩M ⊂ N ⋊ E(s). □
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In addition, if we assume that N is amenable, then it can be concluded that the
relative commutant L(3)′ ∩M is amenable.

We now give examples that fit into the above setup. Before doing so, we briefly
recall the notion of hyperbolic elements and refer the reader to [27] for more details.
Let 0 be a group acting by isometries on a hyperbolic space X . An element s ∈ 0

is called hyperbolic if it fixes exactly two points on the boundary of X , denoted
by ∂0.

Example 4.5. Let 0 be a torsion-free hyperbolic group and 3≤ 0 be an infinite
subgroup. Then, 3 contains an element of infinite order and is loxodromic. Let’s
call it s. Denote by x+

s and x−
s , the corresponding fixed points on the Gromov

boundary ∂0. It is well-known that E(s)= Stab0({x+
s , x−

s }) (see, for example, [25,
Lemma 6.5]). Since s ∈ Fix(x+

s ) is a hyperbolic element, and x−
s is the unique

fixed point of x in ∂0 \ x+
s , it follows from the proof of [27, Theorem 8.30] that

Fix(x+
s ) = Fix(x−

s ). We claim that {t x+
s , t x−

s } ∩ {x+
s , x−

s } = ∅ for all t ̸∈ E(s).
Let t ̸∈ E(s). Since Fix(x+

s ) = Fix(x−
s ), it follows that t x+

s ̸= x+
s and t x−

s ̸= x−
s .

If t x+
s = x−

s , then t−1st x+
s = x+

s . Therefore, t−1st ∈ Fix(x−
s ). Therefore, we

see that t−1st x−
s = x−

s . This further implies that s(t x−
s ) = (t x−

s ). Since s is a
loxodromic element, either t x−

s = x−
s or t x−

s = x+
s . If t x−

s = x−
s , it would follow

that t x+
s = x−

s = t x−
s from whence we would obtain that x+

s = x−
s which would

contradict the fact that s is an infinite loxodromic element. Therefore, t x−
s = x+

s .
This shows that t ∈ E(s) which contradicts our earlier choice of t ̸∈ E(s). If
t x−

s = x+
s , the argument follows analogously by replacing t−1st with tst−1. As such,

we can now apply Corollary 4.4 to conclude the relative commutant L(3)′ ∩N ⋊0
is contained inside N⋊E(s) for any trace-preserving action 0↷ (N , τ̃ ). Under the
further assumption of amenability of N , it follows that L(3)′ ∩N ⋊0 is amenable
since E(s) is an amenable subgroup of 0.

There are many acylindrically hyperbolic groups for which we can find an element
t ̸∈ E(s) such that t{x+

s , x−
s } ∩ {x+

s , x−
s } ̸= ∅. Nevertheless, we can still determine

the position of the relative commutant of any diffuse von Neumann subalgebra
of L(⟨s⟩) in these situations. Recall that for an action 0↷ X with north pole south
pole dynamics, an element s ∈ 0 is called parabolic if there exists a unique fixed
point x+

s ∈ X such that both {snx}n∈N and {s−nx}n∈N converge to x+
s as n → ∞

for every x ∈ X .

Corollary 4.6. Let 0 be a discrete group admitting an action 0↷ X with the north
pole south pole dynamics. Let s ∈0 be an infinite order parabolic element. Suppose
there exists a quasiinvariant probability measure µ ∈ Prob(X) such that µ(x+

s ) ̸= 0.
Let (N , τ̃ ) be a tracial von Neumann algebra and 0↷ (N , τ̃ ) be a trace-preserving
action. Let M = N ⋊0. Then, M′

1 ∩M ≤ N ⋊0x+
s

for any diffuse subalgebra
M1 ≤ L(⟨s⟩).
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Proof. Let s ∈ 0 be an infinite order parabolic element. By assumption, there
exists one fixed point x+

s on X . Moreover, sn y n→∞
−−−→ x+

s for all y ∈ X . Let
Pµ : C(X)→ B(ℓ2(0)) be the associated Poisson-transformation. It follows from
the Definition 2.1 that (sn) isµ contracting towards x+

s . In particular, every diverging
sequence (λn)⊂3=⟨s⟩ is µ contracting towards x+

s . Let M1 ≤ L(⟨s⟩) be a diffuse
subalgebra. Let (un) ⊂ U(M1) be a sequence of unitaries which converge to 0
weakly. We can now appeal to Lemma 2.4 to conclude that un is µ-contracting
towards x+

s . The claim now follows from Theorem 3.1. □

Recall that a CAT(0)-cube complex is a simply connected cell complex whose
cells are Euclidean cubes [0, 1]

d of various dimensions. We refer the readers to
[22], [19], and [23] for more details on these. One can assign many compact Haus-
dorff boundaries to a CAT(0)-cube complex (see, for example, [36, Section 1.3]).
For our purposes, given a CAT(0) metric space, we consider the action on the
visual boundary ∂X (see [19, Chapter 8]) equipped with the cone-topology. If X is
Gromov hyperbolic, then ∂X is the classical Gromov boundary of X .

Let 0 be a countable discrete group acting on a proper CAT(0) cube complex X
(not necessarily hyperbolic) by isometries. We say that the action is elementary if
the limit set L X (the set of accumulation points in ∂X of an orbit of the action)
consists of at most two points or if 0 fixes a point on ∂X .

Example 4.7 (CAT(0)-cube complexes). Let 0 be a countable discrete group acting
on a proper CAT(0) cube complex X (not necessarily hyperbolic) by isometries
in a nonelementary way. Let s ∈ 0 be rank-one isometry. It is well known that
any rank-one isometry g ∈ Isom(X) has the north pole south pole dynamics (see,
for example, [31, Lemma 4.4]). Using [31, Theorem 1.1], we see that the limit set
L X ⊂ ∂X is perfect. It follows from [18, Lemma 2.1] that there is a nonatomic
measure µ∈Prob(∂X). Since s is a rank-one isometry, there are two fixed points x+

s
and x−

s on the visual boundary ∂X . Moreover, sn y n→∞
−−−→ x+

s for all y ̸= x−
s ∈ ∂X .

Since µ is nonatomic, we see that µ(x−
s ) = 0. Now, let (N , τ̃ ) be a tracial von

Neumann algebra, and 0↷ (N , τ̃ ), a trace-preserving action. Setting M = N ⋊0,
it follows from Theorem 3.1 that L(⟨s⟩)′ ∩M ≤ N ⋊0x+

s
. If we further assume

that N is amenable, then in this case, since 0x+
s

is amenable (see the argument in
the last paragraph of [35, Lemma 5.6]), we conclude that L(⟨s⟩)′ ∩M is amenable.

It is not difficult to find actions 0↷ X on CAT(0)-cube complexes X which are
nonelementary. For example, if |∂X |> 2 and 0↷ X cocompactly by isometries,
then the action is necessarily nonelementary (see, for example, [8]).

5. The case of SL(d, Z)

This section applies our results to the von Neumann algebras associated with
infinite subgroups of SL(d,Z), d ≥ 2. We show that for each such subgroup 3,



18 TATTWAMASI AMRUTAM AND JACOPO BASSI

the relative commutant of L3 is always contained in the von Neumann algebra of
the intersection of some parabolic subgroup with SL(d,Z). In the case d = 3 or
if the subgroup is Zariski dense in SL(d,R), such parabolic subgroups are always
Borel groups.

Proposition 5.1. Let d ∈N and 0 be an infinite subgroup of SL(d,Z). Then there is
a parabolic subgroup P of SL(d,R) such that L0′

∩L SL(d,Z)⊂ L(SL(d,Z)∩P).

Proof. Let G = SL(d,R). We want to show that given a diverging sequence (γn) in
SL(d,Z) there are a parabolic subgroup P of G, an SL(d,Z)-quasiinvariant proba-
bility measure on G/P and a point y ∈ G/P such that, up to taking a subsequence,
for µ-almost every point x in G/P we have limn γn x = y.

Let then (γn) be such a sequence and write γn = kn an k ′
n (KAK decomposition

in SL(d,R)), in such a way that the diagonal entries (λ(n)i ) of an are taken in
decreasing order: λi (n) ≥ λ

(n)
i+1 for every n, for every i = 1, . . . , d. Up to taking

a subsequence we can suppose that λ(n)i /λ
(n)
i+1 converges to a point in (0,∞] for

every i = 1, . . . , d − 1, and kn → k, k ′
n → k ′ in K . We consider the partition of

{1, . . . , d} into I1, . . . , Il subsets (for some l ∈ N) defined by the condition that i
and i + j belong to the same set Im if and only if λ(n)i /λ

(n)
i+ j converges to a finite

number. Then we consider the parabolic subgroup P associated with this partition,
i.e., the one given by matrices in SL(d,R) of the form

GL|I1|(R) ∗ ∗ . . . ∗

0 GL|I2|(R) ∗
...

...
...

...
. . .

...

0 0 . . . 0 GL|Il |(R)

.
Let now A = {g ∈ SL(d,R) | det(gi ) ̸= 0 for all i = 1, . . . , d − 1}, where gi is the
i-th principal minor of g. A is a dense open subset of G. It follows from Gaussian
elimination that every element of A can be written as a product of an element of
the group T of strictly lower triangular matrices (i.e., the ones having only 1’s
on the diagonal) and an element from the Borel subgroup B of upper triangular
matrices (see the proof of [41, Lemma 5.1.4]). The map T → A/P is continuous
and surjective; it restricts to a continuous surjective map T \{T ∩ P} → A/P\{eP}.
Let then x ∈ T \{T ∩ P} and write it as x = (X i, j )

l
i, j=1, where X i, j is a matrix of

size |Ii | × |I j |; in the same way we write an = (3i, j )
l
i, j=1. Define the sequence

in P given by hn = (Hi, j )
l
i, j=1, where Hi, j = δi, j (3i,i X i,i )

−1. Then an xhn → e
and so an x P → eP . Let now y P ∈ A/P and C ⊂ A/P be a compact neighborhood
of y P . Let U be an open subset around eP with an empty intersection with C .
For every x P ∈ C there is nx P such that anx P x P ∈ U . Hence the open sets a−1

nx P
U

cover C . It follows that the sequence k−1kn an k ′
n(k

′)−1x P converges to eP . Hence,
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the result follows by choosing any SL(d,Z)-quasiinvariant probability measure
on G/P which gives zero mass to G/P\A/P . □

Proposition 5.2. Let n ≥2 and let 0=SL(n,Z). Let alsoµ be the K-invariant prob-
ability measure on the complete n-dimensional flag variety. Then, every subgroup
of 0, which is Zariski dense in SL(n,R), contains a µ-contracting sequence.

Proof. If3 is a Zariski dense subgroup of 0, then we can apply the procedure in [28,
Theorem 3.6] (since the action of SL(n,Z) on the complete flag variety is transitive)
to deduce that 3 has the contraction property (as defined in [28, Definition 3.1].
The result follows from [28, Lemma 3.9] and the proof of Proposition 5.1. □

Corollary 5.3. Let 3⊂ SL(d,Z) be a Zariski-dense subgroup of SL(d,R). Then
L3′

∩ L SL(d,Z)⊂ L0x for some x ∈ SL(d,R)/Bd (which is injective), where Bd

is the Borel subgroup of upper-triangular matrices in SL(d,R). In particular, this
applies to infinite commensurated subgroups of SL(d,Z).

Proof. The proof follows from Theorem 3.1 and [6, Lemma 7.5]. □

A stronger result holds if we assume d = 3 in the above proposition.

Proposition 5.4. Let 0 be an infinite subgroup of SL(3,Z). Then we find that
L0′

∩ L SL(3,Z) ⊂ L B ∩ SL(3,Z) for some Borel subgroup B ⊂ SL(3,R). In
particular, the relative commutant of every infinite subgroup of SL(3,Z) is injective.

Proof. It follows from the discussion in [38, Example 7] that every infinite subgroup
of SL(3,Z) contains an element whose singular values are pairwise distinct. The
result follows arguing as in the proof of Proposition 5.1. □

Example 5.5 [18, Corollary 6.4]. Let 3 be an infinite subgroup of P , where P is
the parabolic subgroup associated to the partition {{1, 2}, {3}}, such that for every
element g ∈3, 1 is a singular value of g. Then the relative commutant of every
diffuse subalgebra of L3 inside L SL(3,Z) is injective. Indeed, by the proof of
Proposition 5.1, every divergent sequence in 3 is µ-contracting towards eP . It
follows from Lemma 2.4 and Theorem 3.1 that the relative commutant of every
diffuse von Neumann subalgebra of L3 is contained in L P , and hence it coincides
with its relative commutant inside L P . But L P is solid, and the result follows.
Note that if 3 is contained in Z2 (after identifying P with SL(2,Z)⋊Z2), the result
follows from another application of Theorem 3.1.

We can give a more general example in the case when d ≥ 2.

Example 5.6. If d ≥ 2 and 3 is an infinite subgroup of SL(d,Z) with the property
that for every g ∈3, g has only two singular values which are not 1, then the relative
commutant of every diffuse subalgebra of L3 is contained in the von Neumann
algebra of the parabolic subgroup associated to the partition {{1, . . . , d − 1}, {d}}.
This is for example the case for certain embeddings of SL(2,Z) inside SL(d,Z)

for d ≥ 2.
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DIFFERENTIAL CALCULUS FOR GENERALIZED
GEOMETRY AND GEOMETRIC LAX FLOWS

SHENGDA HU

It is of interest to extend classical geometric notions to generalized geometry.
Various approaches have been proposed in the recent literature. Employing
a class of generalized connections, we describe certain differential complices
(�̃∗

T(M), d̃T) constructed from
∧∗

TM and study some of their basic proper-
ties, where TM = T M ⊕ T∗ M is the generalized tangent bundle on M. To
illustrate how various constructions fit together from this point of view, we
describe within the proposed framework the analogues to the Levi-Civita
connection when TM is endowed with a generalized metric and a structure
of exact Courant algebroid, the Chern–Weil homomorphism, a Weitzenböck
identity, the Ricci flow as a Lax flow and Ricci soliton, the Hermitian–Einstein
equation and the degree of a holomorphic vector bundle.

1. Introduction

In generalized geometry à la Hitchin [24], over a smooth manifold M of real
dimension n, the bundle TM := T M ⊕ T ∗M is considered the analogue of the
classical tangent bundle T M . It fits into the natural exact sequence

0 → T ∗M ↪→ TM π
→ T M → 0

and is endowed with the natural pairing

⟨x, y⟩ = ⟨X + ξ, Y + η⟩ :=
1
2(ιXη+ ιY ξ),

where x, y ∈ C∞(TM) and X, Y ∈ C∞(T M), ξ, η∈ C∞(T ∗M) are their respective
components. The dual of TM can be identified with itself under the pairing 2⟨ , ⟩.
Well-known geometric structures on TM such as generalized complex, Riemannian,
Hermitian, and Kähler structures and generalized connections are natural extensions
of the corresponding classical notions on T M . There are by now many references
in the literature, including the pioneering works by Gualtieri [19; 20; 21; 22] on the
subjects. We show that the analogy can be pushed further, with TM consistently
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taking the role of the tangent bundle, leading to coherent extensions of well-known
geometric notions.

One of the motivations of this work is to understand an analogue of the Hermitian–
Einstein equation proposed by Hitchin [25, Remark in §3.3] to describe a stability
condition on generalized holomorphic bundles. One of the obstacles is that some
of the most natural choices for a curvature operator, such as the naïve curvature
operator (2-10), are in general not tensorial, and hence are not directly suitable for
such an analogue or defining the corresponding notions of degree, or slope stability.

In the literature, there have been various attempts at extending the notion of
curvature tensor and related constructions to generalized geometry. In Streets [35],
the generalized Ricci flow (7-13) is put in Lax form, where a generalized Ricci tensor
is constructed from the Ricci tensor of ∇

−φ , the metric connection with totally skew
torsion −φ ∈�3(M). Ševera and Valach [37; 38] extended similar constructions to
general Courant algebroids. In Garcia-Fernandez [10] and Garcia-Fernandez and
Streets [12], many notions related to those discussed in this article were discussed
in somewhat different contexts. For instance, the notion of metric compatible
generalized connection and their eigendecomposition with respect to the generalized
metric G can be found in [10] (see also Definition 2.4). Based on the generalized
torsion in [20] and the notion of divergence, Garcia-Fernandez and Streets [10; 12]
discussed a notion of generalized Levi-Civita connections associated to a generalized
metric G on a Courant algebroid E . Different from the constructions proposed here
(Theorem 2.8), the generalized Levi-Civita connections described in [10; 12] are
not uniquely determined by G and the structure of exact Courant algebroid on TM ,
but form an affine space modeled on a certain space of 3-tensors defined from
the eigenbundles of G (see the discussion surrounding Proposition 3.15 in [12]).
Moreover, Garcia-Fernandez and Streets [10; 12] constructed generalized curvature
operators for the Courant algebroid E involving only mixed eigensubbundles of G,
and an algebraic Bianchi identity was shown involving these components. The
resulting generalized Ricci tensors thus only have components that involve different
eigensubbundles of G, which provide a description of the generalized Ricci flow in
Lax form, with the Ricci curvature as the Lax operator, as in [10, (5.3)] and [12,
Remark 4.8]. Using spinors in generalized geometry, Goto [14; 15] and Wang [39]
considered the notion of scalar curvature for generalized Kähler manifolds and
related constructions. Besides in [12], the discussion of Ricci soliton in generalized
geometry has appeared for example in Apostolov, Streets, and Ustinovskiy [3] and
Lee [31]. In Garcia-Fernandez, Jordan, and Streets [13] and Garcia-Fernandez and
Molina [11], the Hermitian–Einstein equations are considered respectively in the
context of pluriclosed flow and the Hull–Strominger system.

As will be described in more detail below, the framework proposed in this article
leads to curvature tensors for a generalized connection on any vector bundle V ,
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as a section of
∧2

TM ⊗ End(V ). Such a curvature tensor provides a natural
generalization of the Hermitian–Einstein equation (Definition 6.8) to generalized
geometry. It also produces a generalized Ricci tensor as a section of the bundle⊗2

TM , which, analogously to the classical case, is symmetric (Section 4B). Using
the generalized Ricci curvature as the Lax operator, the Lax equation recovers
again the generalized Ricci flow (7-13). It is interesting to note that the equation
in Lax form naturally picks out the mixed components of the generalized Ricci
tensor (see Theorem 7.14). Indeed, one of the main advantages of the framework
we propose is that the extension to generalized geometry of many classical notions
follows closely the classical constructions. Hence, for the benefit of brevity, we
often omit computations that are in parallel to the classical situations, such as
those in the standard textbooks, e.g., do Carmo [6], Griffiths and Harris [18],
Lee [30] and Petersen [33]. A large portion of the article consists of examples
illustrating the various extensions. Since this is the first of a series of articles
exploring the consequences of the proposed framework, we leave discussion of
further consequences to future works.

For simplicity, we will restrict our considerations to compact connected oriented
smooth manifolds without boundary, while, aside from cohomology computations,
most descriptions are of a local nature. The construction starts with a generalized
connection

∆T ([20] or (2-1)) on TM . Suppose that
∆T preserves the pairing ⟨ , ⟩

and is T M-torsion-free (Definition 2.1). It then induces a differential complex,
constructed with TM in place of T M , as a quotient of �∗

T(M) := C∞
(∧

∗
TM

)
.

Theorem 1.1 (Section 2A). Consider the derivation dT
: �∗

T(M) → �∗+1
T (M)

defined by

(dTθ)(x0, x1, . . . , xk) :=

∑
i

(−1)i (
∆T

xi
θ)(x0, x1, . . . , x̂i , . . . , xk),

where θ ∈�k
T(M) and x j ∈ C∞(TM). Then dT

◦ dT is tensorial if and only if
∆T

is T M-torsion-free, in which case, the quotient �̃∗

T(M) of �∗

T(M) by the image of
dT

◦ dT is a differential complex with the induced derivation d̃T, whose cohomology
is denoted by H̃∗

T(M).

The differential calculus thus established on TM leads to a natural definition (3-2)
of the tensorial

∆T-curvature FT(
∆
) ∈ �2

T(End(V )) for any generalized connec-
tion

∆
on any vector bundle V . A side effect of this is that the resulting curvature

tensor FT now depends on the T M-torsion-free generalized connection
∆T on TM .

Nonetheless, the differential Bianchi identity holds in the quotient �̃∗

T(End(V ))
(Lemma 3.2). Passing to a further quotient �∗

T(End(V )) (3-11), the Chern–Weil
homomorphism naturally extends. The results in Section 3A can be summarized as
the following theorem.
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Theorem 1.2. Any invariant polynomial of the
∆T-curvature FT(

∆
) defines a class

in H∗

T(M), the reduced
∆T-de Rham cohomology, which coincides with the image

under π∗ of the corresponding classical characteristic class in H∗(M).

When TM is endowed with a generalized Riemannian structure G ([19; 21]
or (2-24)), and a structure of exact Courant algebroid defined by a closed 3-form
γ ∈�3(M), there exists an analogue to the classical Levi-Civita connection. On the
exact Courant algebroid (TM, ⟨ , ⟩, π, ∗γ ), where ∗γ is the Dorfman bracket (2-36),
for lack of better terminology and risking conflicts with [10; 12], the (generalized)
Levi-Civita connection

∆φ for G is the unique G-adapted connection on TM that is
metric compatible with ∗γ (Theorem 2.8)

Theorem 1.3 (Theorem 2.8, Section 2C). Let G be a generalized metric on TM.
The (generalized) Levi-Civita connection

∆φ is the unique T M-torsion-free G-
metric connection on TM that is metric compatible with the Dorfman bracket ∗γ .
The natural map π̃∗

: H∗(M)→ H̃∗

φ,G(M) is injective. Moreover, H̃ 2n
φ,G(M)∼= R.

The notion φ-curvature refers to the generalized curvature defined with
∆φ

for a generalized connection
∆

on a vector bundle V . The analogue to the Rie-
mannian curvature in this context is the φ-curvature for

∆φ itself, denoted by Rφ

(Definition 4.1). The φ-Ricci curvature Ricφ (Definition 4.6) and the corresponding
scalar curvature (Section 4D) are defined via the usual contractions of Rφ . In par-
ticular, in close analogy with the classical case, Ricφ is an endomorphism of TM ,
and the corresponding Ricci tensor is symmetric (Section 4B). To illustrate the
natural parallel with the classical situation, we show an analogue to the Weitzenböck
identity (Theorem 4.7), i.e., the Bochner and Hodge Laplacians differ by the φ-Ricci
curvature of G.

We next turn to generalized complex geometry. On a generalized complex mani-
fold (M, γ ; J) [19; 21], J is integrable with respect to ∗γ . When a generalized con-
nection

∆T is J-compatible with ∗γ (Definition 5.1), dT decomposes (Lemma 5.2)
according to the types with respect to J. Together with a generalized metric G

commuting with J, the resulting generalized Hermitian manifold (M, γ ; G, J)

corresponds classically to an almost bi-Hermitian structure (M, γ ; g, I±; b), where
b ∈�2(M) and g is Hermitian with respect to both almost complex structures I±.
Letting φ= γ +db, the J-compatibility of

∆φ with ∗γ (Definition 5.1) is equivalent
to a generalized Kähler condition given in [20].

Theorem 1.4 (Theorem 5.7). On a generalized Hermitian manifold (M, γ ; G, J),
let φ = γ + db. Then (M, γ ; G, J) is a generalized Kähler manifold if and only
if

∆φ is J-compatible with ∗γ .

In terms of I±, the J-compatibility is equivalent to ∇
±φ I± = 0. On a generalized

Kähler manifold, I± are integrable. Working with
∆φ , we recover a well-known
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result obtained via holomorphic reduction in [22], namely, the I±-(anti)holomorphic
tangent bundles on a generalized Kähler manifold carry natural I∓-holomorphic
structures (Proposition 5.11).

For a J-holomorphic Hermitian vector bundle (V, ∂̄J, h) [19; 21], the notion of
Chern connection extends naturally (6-5). Over a generalized Hermitian manifold
(M, γ ; G, J), there is a natural contraction 3J−

on �2
T(M) (Definition 6.7), which

leads to the notion of degree (Definition 6.10) for a J-holomorphic Hermitian vector
bundle. The degree is independent of the choice of Hermitian metric on V if the
generalized Hermitian manifold is

∆T-J-Gauduchon (Definition 6.13). For such
manifolds, the notions of slope and slope stability naturally extend (Definition 6.14).
Given a γ -J-connection

∆T (Definition 5.1) on TM , in analogy with the classical
case (Lübke and Teleman [32]), we propose the

∆T-J-Hermitian–Einstein equation
(Definition 6.8) for the Hermitian metric h on V . Similarly to the classical situation,
one should expect a version of Kobayashi–Hitchin correspondence to hold in this
case (see Hu, Moraru, and Seyyedali [28]). On a generalized Kähler manifold, we
show (Proposition 6.9) that these notions relate to their classical counterparts, in
particular, the J-Hermitian–Einstein equation is equivalent to an equation proposed
by Hitchin [25, Remark in §3.3].

Theorem 1.5 (Section 6C). Let (M, γ ; G, J) be a J-Gauduchon generalized Kähler
manifold and ω± ∈ �2(M) be the Kähler forms for I± respectively. Let (V, ∂J)

be a J-holomorphic vector bundle. Then the J-Hermitian–Einstein equation is
equivalent to

√
−1
2

(
FC

+
(V )∧ωm−1

+
+ (−1)εFC

−
(V )∧ωm−1

−

)
= c(m − 1)! IdV dvolg,

where FC
±

are the classical Chern curvatures with respect to I±, ε = 0 if I± induce
the same orientation on T M , and ε = 1 otherwise.

Geometric flows such as the mean curvature flow (Brakke [5]) and the Ricci
flow (Hamilton [23]) are very important in understanding smooth manifolds and
structures associated to them. In generalized geometry, it is natural to consider
flows involving structures on TM such as the generalized metrics or generalized
complex structures, e.g., in [10; 12; 36]. In this context, we generally assume
that the flow preserves the structure of Courant algebroid on TM defined by the
Dorfman bracket ∗γ .

We describe a general construction of Lax flows of generalized metrics or gener-
alized complex structures in the proposed framework. A Lax flow can be defined
from any θ ∈ �2

T(M) (Lemma 7.6) via the induced map θ : TM → TM . In
particular, the Lax flow defined by the φ-curvature of a Hermitian line bundle
generates the action of generalized symmetries on TM (Theorem 7.10). Even
though the Bianchi identities do not hold for Rφ in general (Lemma 4.3), it turns



28 SHENGDA HU

out that the φ-Ricci tensor Rcφ is symmetric (Section 4B). The corresponding Lax
flow is the Ricci Lax flow (7-11), which exactly recovers the generalized Ricci
flow in the mathematics and physics literature; see, for instance, [12]. Conformal
deformations of the Riemannian metric g can be represented as a Lax flow, where
the Lax operators are Gt -conformal TM-forms (Definition 7.7). The Ricci soliton
equation (Streets [34]) can be obtained as a combination of the geometric Lax
flows described so far (Definition 7.16), involving the generalized Ricci curvature,
generalized curvature of line bundles and conformal TM-forms. We also see that
the classical Kähler–Ricci flow can be recast as a geometric Lax flow (Section 7D).

We expect that many classical constructions should admit natural extensions
to TM via the differential calculus developed here. Spinors, which are behind
the notion of J−-contraction in Definition 6.7, relate the geometry on TM back
to �∗(M), and, in particular, lead to the canonical line of a generalized (almost)
complex structure [19; 21] as well as the notion of scalar curvature in generalized
Kähler geometry [14; 15; 39]. Functionals involving curvatures, such as the Yang–
Mills functional, can be extended (Section 3C) and lead to natural questions on
extremal/critical (generalized) connections/metrics with respect to them. Explicit
examples such as compact Lie groups ([15]; Hu [26]) could provide further insights
into understanding these extensions. It should be worth exploring the interaction of
the Riemannian, the complex and the Poisson geometric methods in generalized Her-
mitian geometry. Equations in Lax form admit geometric interpretations (Griffiths
[17]), and it would be interesting to understand if this provides new perspective for
the related geometric flows. We plan to come back to these topics in future works.

We briefly summarize the structure of the paper. In Section 2, we set up the
differential calculus on TM and compute in Section 2E the group H̃∗

γ,G(G) for a
compact Lie group G, with the bi-invariant metric and the Cartan 3-form γ . The
generalized curvature tensors are introduced in Section 3. The rest of the article
applies the constructions in various contexts. The analogue to the Riemann curvature
is discussed in Section 4, together with the associated Ricci and scalar curvatures,
as well as the generalized Bismut connections [20]. In Section 5, we apply the
differential calculus to generalized complex and Hermitian manifolds. The degree,
stability and Hermitian–Einstein equation for a generalized holomorphic bundle
over a generalized Hermitian manifold are discussed in Section 6. In Section 7, we
discuss the notion of geometric Lax flows.

2. Differential calculus on TM

Let V → M be a vector bundle. Recall that a generalized connection on V is a
derivation:

(2-1)
∆

: C∞(V )→ C∞(TM ⊗ V ) such that
∆
( f v)= d f ⊗ v+ f

∆
v,
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where TM = T M ⊕ T ∗M , f ∈ C∞(M) and v ∈ C∞(V ). It is the lift of a classical
connection ∇0 on V if

(2-2)
∆

xv = ∇0,π(x)v

for all x ∈ C∞(TM) and v ∈ C∞(V ). The generalized connections naturally extend
to tensor bundles in the standard fashion.

2A. TM-forms. Under the pairing 2⟨ , ⟩, sections of
∧

∗
TM can be seen as TM-

forms and the space of such forms will be suggestively denoted by

�∗

T(M) := C∞
(∧

∗
TM

)
.

Let
∆T be a generalized connection on TM preserving ⟨ , ⟩. The skew-symmetriza-

tion of the covariant derivative by
∆T induces the

∆T-derivation dT. Namely, for
θ ∈�k

T(M),

(dTθ)(x0, x1, . . . , xk) :=

∑
i

(−1)i (
∆T

xi
θ)(x0, x1, . . . , x̂i , . . . , xk),(2-3)

where xi ∈ C∞(TM). For f ∈ C∞(M), dT coincides with the usual differential:

(2-4) dT f := d f ∈�1
T(M).

Moreover, dT is a graded derivation on �∗

T(M), that is, for θ1 ∈�k(M) and θ2 ∈

�∗(M),

(2-5) dT(θ1 ∧ θ2)= (dTθ1)∧ θ2 + (−1)kθ1 ∧ (dTθ2).

Let the
∆T-diamond bracket ⋄T be the skew-symmetrization of

∆T:

(2-6) x ⋄T y :=
∆T

x y −
∆T

y x .

Recall that the notion of generalized torsion for
∆T is introduced in [20], in the

context of generalized Kähler conditions (see also Remark 5.8). Here, a different
notion of T M-torsion is more convenient.

Definition 2.1. Let
∆T be a generalized connection on TM . Its T M-torsion is

(2-7) τT (x, y) := π(x ⋄T y)− [π(x), π(y)],

where x, y ∈ C∞(TM). Then
∆T is T M-torsion-free if its T M-torsion vanishes.

Standard computations yield

(2-8) (dT
◦ dTθ)(x0, x1, . . . , xk+1)

=

∑
i< j

(−1)i+ j
[τT (xi , x j )]θ(x0, . . . , x̂i , . . . , x̂ j , . . . , xk+1)

−

∑
i< j<ℓ

(−1)i+ j+ℓθ([xi ⋄T x j ⋄T xℓ], x0, . . . , x̂i , . . . , x̂ j , . . . , x̂ℓ, . . . , xk+1),
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where [x ⋄T y ⋄T z] is the Jacobiator of the diamond bracket ⋄T (2-6):

(2-9) [x ⋄T y ⋄T z] := (x ⋄T y)⋄T z + c.p.

Let RT be the naïve curvature operator for
∆T, which may not be tensorial:

(2-10) RT
x,yz :=

∆T
x
∆T

y z −
∆T

y
∆T

x z −
∆T∆

T
x yz +

∆T∆
T
y x z,

where x, y, z ∈ C∞(TM). Then a straightforward rearrangement gives

(2-11) [x ⋄T y ⋄T z] = −RT
x,yz − c.p.

It follows that dT
◦ dT is tensorial when

∆T is T M-torsion-free, since in this case
RT is tensorial by (3-4). Furthermore,

∆T being T M-torsion-free also implies the
Jacobiator for ⋄T has values in T ∗M :

(2-12) π [x ⋄T y ⋄T z] =
[
[π(x), π(y)], π(z)

]
+ c.p. = 0.

Any torsion-free affine connection ∇
T on T M lifts to a T M-torsion-free gener-

alized connection on TM :
∆T

x y := ∇
T
X y = ∇

T
X Y + ∇

T
Xη

for x, y ∈ C∞(TM) with x = X + ξ and y = Y + η. The affine space D(TM) of
generalized connections on TM is modeled on the space of bundle homomorphisms

D(TM)∼= {A : TM ⊗ TM → TM},

in which the subspace Dτ (TM) of T M-torsion-free ones is modeled on the subspace
of the right-hand side consisting of the ones whose skew-symmetric part lies
in �2

T(T
∗M):

(2-13) D(TM)⊇ Dτ (TM)∼= Sym2
T(TM)⊕�2

T(T
∗M),

where Sym2
T(TM) is the space of symmetric 2-tensors

Sym2
T(TM) := {A : TM ⊙ TM → TM}.

The contraction by x ∈ C∞(TM) is a graded derivation on �∗

T(M) defined by

(2-14) ιx y := 2⟨x, y⟩,

where y ∈�1
T(M). The Lie derivative along x ∈ C∞(TM) is given by

(2-15) LT
x θ := ιxdTθ + dTιxθ,

where θ ∈�∗

T(M). In particular, for f ∈ C∞(M) and X = π(x) ∈ C∞(T M),

LT
x f = X f.
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Suppose
∆T is T M-torsion-free. Then the familiar relations among the operators

dT, ιx and LT
x almost hold, up to possible terms involving the Jacobiator, similarly

to (2-8).

Proposition 2.2. Let x, y, z, w∈C∞(TM), θ ∈�k
T(M), α∈�1(M) and X =π(x).

Suppose that
∆T is T M-torsion-free. Then:

(1) dα = 0 =⇒ dTα = 0.

(2) [x ⋄T y ⋄T z] ∈ C∞(T ∗M).

(3) X⟨y, z⟩ = ⟨x ⋄T y, z⟩ + ⟨y,LT
x z⟩.

(4) LT
x ιyθ − ιyLT

x θ = ιx⋄T yθ .

(5) ⟨LT
x y − x ⋄T y, z⟩ = ⟨

∆T
y x, z⟩ + ⟨

∆T
z x, y⟩.

(6) ⟨[LT
x ,LT

y ]z, w⟩ = ⟨LT
x⋄T yz, w⟩ + ι[x⋄T y⋄Tw]z.

(7) For x1, . . . , xk+1 ∈ C∞(TM),

([dT,LT
x ]θ)(x1, . . . , xk+1)

=

∑
i< j

(−1)i+ j+1θ
(
[x ⋄T xi ⋄T x j ], x1, . . . , x̂i , . . . , x̂ j , . . . , xk+1

)
.

Proof. The verification follows from standard computations and is left for the
reader. □

If
∆T is T M-torsion-free, by item (1) of Proposition 2.2, the cohomology of

(�∗

T(M), d
T) is well defined for degrees k < 2. Furthermore, the Jacobiator (2-9)

defines a degree 2 map J T on �∗

T(M), which commutes with dT,

(2-16) (J Tθ)(x0, . . . , xk+1)

:= (dT
◦ dTθ)(x0, . . . , xk+1)

=

∑
i< j<ℓ

(−1)i+ j+ℓ+1θ
(
[xi ⋄T x j ⋄T xℓ], x0, . . . , x̂i , . . . ,

x̂ j , . . . , x̂ℓ, . . . , xk+1
)
,

where θ ∈�k
T(M) and x j ∈ C∞(TM). It follows that dT induces a differential d̃T

on the quotient space of the
∆T-reduced TM-forms:

(2-17) 0 → img J T
→�∗

T(M)
QT

−→ �̃∗

T(M)→ 0,

where QT denotes the quotient map. In particular,

(2-18) �̃k
T(M)=�k

T(M) for k ⩽ 2.

Definition 2.3. Let
∆T be a T M-torsion-free generalized connection on TM . The

complex (�̃∗

T(M), d̃
T) is the

∆T-de Rham complex and its k-th cohomology is
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the k-th
∆T-de Rham cohomology of M :

(2-19) H̃ k
T(M) :=

ker
(

d̃T
: �̃k

T(M)→ �̃k+1
T (M)

)
img

(
d̃T : �̃k−1

T (M)→ �̃k
T(M)

) .
Because J T is of degree 2, when k < 2, H̃ k

T(M) computes the corresponding
cohomology groups of �∗

T(M). By (2-4), it is evident that H̃ 0
T(M)= R = H 0(M),

which consists of the constant functions. Item (1) in Proposition 2.2 then gives a
natural inclusion

(2-20) H 1(M)⊆ H̃ 1
T(M),

in which the equality may not hold in general (see Proposition 2.12).
In general, the map π induces a natural injection π∗

: �k(M) ↪→ �k
T(M) for

all k:

(2-21) (π∗α)(x1, . . . , xk) := α(π(x1), . . . , π(xk)),

where α ∈ �k(M) and x j ∈ C∞(TM). Alternatively, π∗ is induced from the
inclusion T ∗M ↪→ TM . When

∆T is T M-torsion-free, π∗ commutes with the
derivations

(2-22) π∗(dα)= dT(π∗α).

Thus π∗ defines a morphism of cochain complices after passing to the quotient

π̃∗
:�k(M)→ �̃k

T(M),

which induces the corresponding maps on the cohomology groups:

(2-23) π̃∗
: H k(M)→ H̃ k

T(M).

2B. G-adapted connections. To restrict
∆T further, consider a generalized metric G

[19; 20]. In the standard splitting of TM , which is defined by the inclusion of T M as
the first factor of TM = T M ⊕T ∗M , G corresponds to a pair (g, b) of Riemannian
metric g on M and 2-form b ∈�2(M):

(2-24) G(x, y) :=
1
2 [g(X, Y )+ g−1(ξ − ιX b, η− ιY b)].

Let the G-splitting of TM be

(2-25) s0 : T M → TM given by X 7→ X + ιX b,

under which G can be written as

G(x, y)=
1
2 [g(X, Y )+ g−1(x − s0(X), y − s0(Y ))].
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Definition 2.4. A generalized connection
∆T on TM is a G-metric connection

[10; 12] if it preserves both G and ⟨ , ⟩, i.e.,

(2-26) X⟨y, z⟩ = ⟨
∆T

x y, z⟩ + ⟨y,
∆T

x z⟩, XG(y, z)= G(
∆T

x y, z)+ G(y,
∆T

x z),

where x, y, z ∈ C∞(TM) and X = π(x).

A G-metric connection
∆T preserves the ±1-eigenbundles C± of G:

(2-27) C± :=
{
s±(X) := (s0 ± g)(X)= X + (b ± g)X : X ∈ T M

}
.

Hence,
∆T admits a G-eigendecomposition [10; 12; 20] into four metric connections

∇
•

⋆ on T M :

(2-28) ∇
•

⋆,X Y := π(
∆T

s⋆(X)s•(Y )),

where ⋆ and • respectively stand for + or −. Furthermore, the corresponding dT

admits the induced G-eigendecomposition.

Lemma 2.5. Let
∆T be a G-metric connection. Then the operator dT decomposes

into components as follows:

(2-29) dT
= dT

+
+ dT

−
:�

p,q
G
(M)→�

p+1,q
G

(M)⊕�
p,q+1
G

(M),

where

(2-30) �
p,q
G
(M) := C∞

(∧pC+ ⊗
∧qC−

)
∼=�p(M)⊗�q(M).

Proof. Consider θ ∈�
p,0
G
(M). For k>1, since

∆T preserves C±, it is straightforward
to verify that for x j

± = s±(X j ), where X j ∈ C∞(T M),

(dTθ)(x0
−
, x1

−
, . . . , xk−1

−
, xk

+
, . . . , xq

+)= 0.

Thus dTθ cannot contain any components in �p−k+1,k
G

(M) for k > 1. The general
situation follows from the analogue for θ ′

∈ �
0,q
G
(M) and noticing that dT is a

derivation (2-5). □

In its G-eigendecomposition, a G-metric connection
∆T is T M-torsion-free

if and only if ∇
+

+ = ∇
−

− = ∇ is the Levi-Civita connection for g and for all
X, Y ∈ C∞(T M),

∇
−

+,X Y − ∇
+

−,Y X − [X, Y ] = 0.

It follows that a 3-form φ ∈�3(M), which may not be closed, can be defined by

(2-31) φ(X, Y, Z) := 2g((∇+

−
− ∇)X Y, Z)= 2g((∇−

+
− ∇)Y X, Z).

The mixed components in the G-eigendecomposition can be expressed in terms
of φ, e.g.,

(2-32) ∇
+

−,X Y = ∇
+φ
X Y := ∇X Y +

1
2 g−1ιY ιXφ,
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which is a metric connection on T M with totally skew torsion φ. The computations
are summarized in the following theorem/definition.

Theorem 2.6 (G-adapted connections). The T M-torsion-free G-metric connections
on TM are classified by 3-forms φ ∈�3(M), which are denoted by

∆φ,G, and are
referred to as the G-adapted connections. The notation

∆φ,G is often abbreviated
as

∆φ if G is understood. The G-eigendecomposition of
∆φ is

(2-33) (∇+

+
,∇+

−
,∇−

+
,∇−

−
)= (∇,∇+φ,∇−φ,∇).

In the G-splitting (2-25) of TM , the G-adapted connection takes the form

(2-34)
∆φ

x y = s0
[
∇X Y +

1
4 g−1(ιg−1ηιXφ− ιY ιg−1ξφ)

]
+ ∇Xη+

1
4(ιY ιXφ− ιg−1ηιg−1ξφ),

where x = s0(X)+ ξ and y = s0(Y )+ η ∈ C∞(TM).

Proof. Under the pairing 2⟨ , ⟩, the space D(TM) of generalized connections
on TM is modeled on

D(TM)∼= {A : TM → TM ⊗ TM}.

The subspace DG(TM) of G-metric connections is then modeled on

(2-35) DG(TM)∼=
{

A : TM →
(∧2C+

)
⊕

(∧2C−

)
∼= End(T M, g)⊕2}.

From (2-13) and (2-35), it follows that space of T M-torsion-free G-metric
connections on TM is modeled on the intersection. The identity (2-31) can be seen
also as

φ(X, Y, Z)= 2⟨Ax−
y+, z+⟩ = −2⟨Ay+

x−, z−⟩,

which shows that the intersection is isomorphic to �3(M). The rest follows from
straightforward computations. □

Let γ ∈ �3(M) be a closed 3-form and let ∗γ be the corresponding Dorfman
bracket on C∞(TM), where for X, Y ∈ C∞(T M) and ξ, η ∈ C∞(T ∗M),

(2-36) (X + ξ) ∗γ (Y + η) := [X, Y ] +LXη− dιY ξ + ιY ιXγ.

Definition 2.7. A G-metric connection
∆T is metric compatible with ∗γ if the

diamond bracket ⋄T coincides with ∗γ on mixed G-eigensections, i.e.,

(2-37) x+ ⋄T y− = x+ ∗γ y−,

where x+ ∈ C∞(C+) and y− ∈ C∞(C−).
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Using the explicit description (2-34), it is straightforward to verify that

x ⋄φ y = s0([X, Y ])+ ∇Xη− ∇Y ξ +
1
2(ιY ιXφ− ιg−1ηιg−1ξφ).

Hence,
∆φ is metric compatible with ∗φ−db. The space of G-metric connections

that are metric compatible with ∗γ but not necessarily T M-torsion-free is modeled
on the following subspace of (2-35):

DG,γ (TM)∼=
{

A : C+ →
∧2C+

}
⊕

{
A : C− →

∧2C−

}
∼=�1(End(T M, g))⊕2.

Theorem 2.8. For a closed γ ∈�3(M), let φ = γ + db. Then
∆φ (Theorem 2.6) is

the unique T M-torsion-free G-metric connection on TM that is metric compatible
with ∗γ . It is called the (generalized) Levi-Civita connection for G on the Courant
algebroid (TM, ⟨ , ⟩, π, ∗γ ). □

Remark 2.9. In Theorem 2.8, the exact Courant algebroid (TM, ⟨ , ⟩, π, ∗γ ) can
be seen as defining two levels of differential structures — represented by the Lie
bracket ⟨ , ⟩ on C∞(T M) and the Dorfman bracket ∗γ on C∞(TM). The notion of
T M-torsion-free specifies the compatibility with the differential structure on T M ,
while metric compatibility with ∗γ concerns the differential structure on TM .
The uniqueness stemming from these two compatibility conditions is in complete
analogue with the classical case, and hence the choice of the notion generalized
Levi-Civita connection. Moreover, the classical Levi-Civita connection are two of
the components in its G-eigendecomposition, as in Theorem 2.6. In [10; 12], the
notion generalized Levi-Civita connection has been used to describe generalized
metric connections satisfying another set of natural conditions, which are not
uniquely determined, and come in an affine family modeled on a certain subspace
of C∞

(∧3
TM

)
.

2C.
∆φ-de Rham cohomology. The G-eigendecomposition of TM induces two

left inverses of the natural injection π∗ in (2-21). There are two obvious projections
p± : �k

T(M) → C∞
(∧kC±

)
for each k. Let θ ∈ �k

T(M), X j ∈ C∞(T M) and
x j
± = s±(X j ) for all j = 1, . . . , k. Then

(p±θ)(x1
±
, . . . , xk

±
) := θ(x1

±
, . . . , xk

±
).

The projection π induces the natural isomorphisms π∗ : C∞
(∧

∗C±

)
∼=�∗(M):

(π∗θ±)(X1, . . . , Xk) := θ±(x1
±
, . . . , xk

±
),

where θ± ∈ C∞
(∧

∗C±

)
. Then π±

∗
= π∗ ◦ p± :�k

T(M)→�k(M) is given by

(π±

∗
θ)(X1, . . . , Xk) := θ(x1

±
, . . . , xk

±
).
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It is now straightforward to see that

π±

∗
◦π∗

= Id :�∗(M)→�∗(M).

Let dφ denote the
∆φ-derivation (2-3) induced by

∆φ . The decomposition (2-29)
can be explicitly described by the classical de Rham differential and covariant
derivatives. For instance, for α ∈�k(M), let α+ ∈�

p,0
G
(M) such that α = π+

∗
(α+).

Then dφ+α+ is essentially the de Rham differential, that is,

(2-38) (dφα+)(x0
+
, x1

+
, . . . , xk

+
)=

∑
i

(−1)i (
∆φ

x i
+
α+)(x0

+
, x1

+
, . . . , x̂ i

+
, . . . , xk

+
)

=

∑
i

(−1)i (∇X iα)+(x
0
+
, x1

+
, . . . , x̂ i

+
, . . . , xk

+
)

= (dα)+(x0
+
, x1

+
, . . . , xk

+
),

while the component dφ−α+ ∈�
p,1
G
(M) is essentially given by ∇

+φ , that is,

(2-39) (dφ−α+)(x0
−
, x1

+
, . . . , xq

+)= (∇
+φ
X0
α)+(x1

+
, . . . , xq

+),

where x j
± = s±(X j ) for X j ∈ C∞(T M).

Lemma 2.10. The Jacobiator for ⋄φ is given by

(2-40) [x± ⋄φ y± ⋄φ z∓] = ±2g(R∓φ
X,Y Z),

where x± = s±(X) for X ∈ C∞(T M) and so on, and R±φ are respectively the
classical curvature for ∇

±φ . All other components in the G-eigendecomposition
vanish.

Proof. This follows by lengthy but standard computations from the definitions. □

Proposition 2.11. The natural map π̃∗
: H∗(M)→ H̃∗

φ,G(M) in (2-23) is injective.

Proof. For α, β ∈�∗(M), suppose that π∗α = π∗(dβ). Then the injectivity of π∗

implies that α = dβ. The statement then follows from img J φ
∩ imgπ∗

= {0}. In
fact, suppose J φθ = π∗α ∈ img J φ

∩ imgπ∗. Then

α = π+

∗
(π∗α)= π+

∗
(J φθ)= 0.

The last equality is due to [x+⋄φ y+⋄φ z+]= 0, which follows from Lemma 2.10. □

Since �̃k
T(M) ∼= �k

T(M) for k ⩽ 2 and the derivations coincide for k < 2, the
groups H̃ k

φ,G(M) for k < 2 can be determined. When k = 0, it is easy to see that
H̃ 0
φ,G(M)∼= R consists of the constant functions.

Proposition 2.12. Let P1
φ (M) be the space of ∇-parallel 1-forms on M which also

annihilates φ, i.e.,

ξ ∈ P1
φ (M) ⇐⇒ ∇ξ = 0 and ιg−1ξφ = 0.
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Then

(2-41) H̃ 1
φ,G(M)∼= H 1(M)⊕ P1

φ (M).

Proof. Let θ ∈�1
T(M). For X, Y ∈ C∞(T M), let x± = s±(X) and so on, and define

(2-42) α(X) := θ(x+) and β(X) := θ(x−).

This then gives the identification

(2-43) Q :�1
T(M)∼=�1(M)⊕�1(M) given by θ 7→

1
2(α+β, α−β).

Suppose that dφθ = 0. Then (2-38) implies that

dα = dβ = 0.
Hence

0 = (dφ−θ)(x+, y−)= −[∇
+φ
Y (α−β)](X),

i.e., ∇
+φ(α−β)= 0. Set ξ = α−β. Then dξ = 0 implies that

0 = (∇
+φ
X ξ)(Y )− (∇+φ

Y ξ)(X)= −φ(X, Y, g−1ξ)

for all X, Y ∈ C∞(T M), from which ξ ∈ P1
φ (M) follows. Thus, on �1

T(M),

Q(ker dφ)= ker d ⊕ P1
φ (M).

Then (2-41) follows from Q(d f )= (d f, 0) for f ∈ C∞(M). □

Corollary 2.13. H̃ 1
φ,G(M)∼= H 1(M) if one of the following holds:

(1) φ is nondegenerate, i.e., the following map is injective:

ι•φ : C∞(T M)→�2(M) given by X 7→ ιXφ.

(2) M admits no nontrivial ∇-parallel vector fields. □

Example 2.14. Let M = Rn/Zn , with the induced flat metric. Suppose that φ = 0,
and thus the ∇-parallel forms on M are the constant forms. Then

H̃ 1
0,G(M)∼= H 1(M)⊕ T0 M ∼= R2n,

where T0 M is the tangent space at 0 ∈ M . On the other hand, for n = 3, let
φ = volg, the volume form of the flat metric on M . Then it is nondegenerate. By
Corollary 2.13,

H̃ 1
volg,G(M)= H 1(M)∼= R3.

Let n = dimR M . The group H 2n
T (M) is always well defined for a T M-torsion-

free
∆T:

H 2n
T (M) :=

�2n
T (M)

img
(
dT :�2n−1

T (M)→�2n
T (M)

) .
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When
∆T

=
∆φ,G and dφ = 0, the groups H̃ 2n

φ,G(M) and H 2n
φ,G(M) can be

determined.

Proposition 2.15. Let φ ∈�3(M) and dφ = 0. Then H̃ 2n
φ,G(M)∼= H 2n

φ,G(M)∼= R.

Proof. The derivation dφ on �2n−1
T (M) splits in the decomposition (2-30) as

dφ = dφ+ ⊕ dφ− :�
n−1,n
T (M)⊕�

n,n−1
T (M)→�

n,n
T (M)=�2n

T (M).

For instance, dφ+ :�
n−1,n
T (M)→�

n,n
T (M) is given by the lifting of d :�n−1(M)→

�n(M) as in (2-38). Since img J φ
∩�2n(M)= {0} by Proposition 4.5, it follows

that �̃2n
T (M)=�2n

T (M), which implies the statement. □

Let M and M ′ be two smooth manifolds. It is straightforward to see that if
a generalized diffeomorphism λ̃ = (λ, B) : (M, φ,G)→ (M ′, φ′,G′) relates the
corresponding data on both manifolds, i.e.,

G = λ̃∗G′ and φ = λ̃∗φ′
= λ∗φ′

+ d B,

it induces isomorphisms throughout the constructions. In particular, it induces the
natural isomorphism of cohomology groups λ̃∗

: H̃∗

φ′,G′(M ′)
∼=−→ H̃∗

φ,G(M).

2D. Laplacians. Analogously to the classical case, a generalized connection
∆

on V defines the corresponding Bochner Laplacian on C∞(V ). Let {X i } be a local
orthonormal frame on T M for the Riemannian metric g. Then

{ei
±

:= s±(X i )}

is a local G-orthonormal frame on TM .

Definition 2.16. Let
∆

be a generalized connection on V . The Bochner Laplacian
(for

∆
with respect to

∆φ) is defined by

(2-44) 1∆ v := −

∑
i

[(
∆

ei
+

∆
ei
+

−
∆

∆φ

ei
+

ei
+

)v+ (
∆

ei
−

∆
ei
−

−
∆

∆φ

ei
−

ei
−

)v]

for v ∈ C∞(V ).

The operator defined by (2-44) is independent of the choice of {X i }. Because
the

∆φ
ei
±

ei
±

involve only the Levi-Civita connection for g, it is evident that

1∆ v = (1+ +1−)v,

where 1± are the classical Bochner Laplacians on V for ∇± respectively. Thus 1∆

is a second-order elliptic operator, which in general depends on G, but not on φ.
When

∆
is a lift of a classical connection, 1∆ reduces to (a constant multiple of)

the corresponding classical Bochner Laplacian.
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The operator dφ can alternatively be written as

(2-45) dφθ =

∑
j

(e j
+ ∧

∆φ
e j
+

θ − e j
− ∧

∆φ
e j
−

θ),

where θ ∈�∗

T(M). Thus the principal symbol of dφ is

σ(dφ)= 2
√

−1ξ∧ :
∧k

TM →
∧k+1

TM,

where ξ ∈ T ∗M . It follows that whenever dφ squares to 0 it defines an elliptic
complex. Analogously to the classical case, for θ ∈�∗

T(M), define

(2-46) dφ∗θ := −
1
2

∑
j

(ιe j
+

∆φ
e j
+

θ + ιe j
−

∆φ
e j
−

θ),

where the 1
2 is due to the convention (2-14). The principal symbol of dφ∗ is then

σ(dφ∗)= −
√

−1ιg−1ξ+bg−1ξ :
∧k

TM →
∧k−1

TM,

where ξ ∈ T ∗M . The operators dφ and dφ∗ are formal adjoints with respect to the
pairing ( , )G on

∧
∗
T M induced by G, for which local orthonormal bases are given

by
{∧

i∈I ei
+

∧
∧

j∈J e j
− : I, J ⊆ {1, 2, . . . , n}

}
. Indeed, direct computation shows

that for θ, µ ∈�∗

T(M),

(dφθ, µ)G − (θ, dφ∗µ)G =
1
2

∑
j

[X j (θ, ιs0(X j )µ)G − (θ, ιs0(∇X j X j )µ)G],

which is the divergence (with respect to g) of the vector field W defined by

g(W, Z)= (θ, ιs0(Z)µ)G

for all Z ∈ C∞(T M).

Definition 2.17. The
∆φ-Hodge Laplacian is the operator on �∗

T(M) given by

(2-47) 1
φ

:= dφdφ∗
+ dφ∗dφ.

Proposition 2.18. The
∆φ-Hodge Laplacian 1φ is a second-order elliptic operator.

Proof. It is clear from the discussion above that the principal symbol of 1φ is

σ(1
φ)= 2∥ξ∥2

g :
∧k

TM →
∧k

TM,

where ξ ∈ T ∗M , from which the statement follows. □

Theorem 2.19. Let M be a closed manifold. Then the following holds:

(2-48) H̃ 1
φ,G(M)∼= ker dφ|�1

T(M)
∩ ker dφ∗

|�1
T(M)

⊆ ker1φ |�1
T(M)

.

Proof. Let θ ∈ �1
T(M) and consider α, β ∈ �1(M) as in (2-42). Then it can be

shown that
dφ∗θ = d∗(α+β).
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Combining the identity above with the proof of Proposition 2.12, the first isomor-
phism follows from the classical Hodge theory. The last inclusion is obvious. □

Even though (�∗

T(M), d
φ) is generally not a chain complex, Theorem 2.19

nonetheless hints at the analogue of its “cohomology groups”.

Definition 2.20. Let G be a generalized metric on M and φ ∈ �3(M). The
∆φ-

pseudocohomology groups Ȟ∗

φ,G(M) of M consist of the common kernels of dφ

and dφ∗:
Ȟ k
φ,G(M) := ker dφ|�k

T(M)
∩ ker dφ∗

|�k
T(M)

.

The
∆φ-Laplacian kernels Ĥ k

φ,G(M) are the subspaces

Ĥ k
φ,G(M) := ker1φ |�k

T(M)
.

Corollary 2.21. For a closed manifold M , both Ĥ∗

φ,G(M) and Ȟ∗

φ,G(M) are finite-
dimensional.

Proof. This follows from Ȟ k
φ,G(M)⊆ Ĥ k

φ,G(M) and the ellipticity of 1φ . □

Remark 2.22. The inclusions Ȟ k
φ,G(M) ⊆ Ĥ k

φ,G(M) may not be equalities. For
k = 1, direct computation using the G-eigendecomposition shows that

θ = Ĥ 1
φ,G(M)

if and only if

1(α+β)+1+φ(α−β)−
1
2

∑
j,k

(dβ)(X j , Xk)ιXk ιX jφ = 0,

1(α+β)−1−φ(α−β)+
1
2

∑
j,k

(dα)(X j , Xk)ιXk ιX jφ = 0,

where α, β are as in (2-42) and {X j } is a local g-orthonormal frame of T M . In the
case that dα= dβ = 0, it can be shown that the right-hand side is exactly equivalent
to θ ∈ Ȟ 1

φ,G(M). Namely, under the identification (2-43),

Ȟ 1
φ,G(M)= Ĥ 1

φ,G(M)∩ (ker d ⊕ ker d).

2E. Compact Lie groups. Manifolds admitting flat metric connections with non-
trivial completely skew torsions are known by Cartan and Schouten [8; 7], which
are essentially compact Lie groups and S7 (see also Agricola and Friedrich [1]).

Suppose that G is a real semisimple Lie group, endowed with the bi-invariant
Killing metric g and the corresponding bi-invariant Cartan 3-form γ ∈ �3(G).
Suppose that G is simply connected. In this case, as will become clear below, the
computations are very much parallel to those for the classical de Rham cohomology
of the doubled group G × G.
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The metric connections ∇
±γ , with torsions ±γ respectively, are flat. Let G be

given by g and b = 0 and denote the corresponding Levi-Civita connection as
∆γ .

By Lemma 2.10, for all x, y, z ∈ C∞(TG),

[x ⋄γ y ⋄γ z] = 0,

which implies that J γ
= dγ ◦ dγ = 0. Hence (�∗

T(G), d
γ ) is the

∆γ -de Rham
complex, whose cohomology is the

∆γ -de Rham cohomology H̃∗
γ,g(G).

Let X l
u denote the left-invariant vector field on G such that X l

u(e)= u ∈ g := TeG.
The corresponding right-invariant vector fields are denoted by X r

u . The Lie algebra
structure on g is identified with the Lie algebra of left-invariant vector fields:

[X l
u, X l

v] = X l
[u,v].

For u, v ∈ g, set θr
u := g(X r

u) and θ l
v := g(X l

v). Then

x+

u = X r
u + θr

u ∈ C∞(C+) and x−

v = X l
v − θ l

v ∈ C∞(C−).

It is straightforward to see that
∆γ

x+
u

x+

v = −
1
2 x+

[u,v],
∆γ

x−
u

x−

v =
1
2 x−

[u,v], and
∆γ

x+
u

x−

v =
∆γ

x−
u

x+

v = 0.

Let u = (u, u′), v = (v, v′) ∈ g⊕ g and

xu = −x+

u + x−

u′ , xv = −x+

v + x−

v′ ∈ C∞(TG).

Then direct computation leads to

(2-49)
∆γ

xu
xv =

1
2 x[u,v] =⇒ xu ⋄γ xv = xu ∗γ xv = x[u,v],

where the Lie bracket on g⊕ g is the direct sum of those on each factor. The last
equality in (2-49) can be seen also from the Courant trivialization of Alekseev,
Bursztyn, and Meinrenken [2]. The γ -curvature can then be computed as

Rγ
xu,xv

xw = −
1
4

[
[xu, xv], xw

]
= −

1
4 x[[u,v],w],

which gives the γ -Ricci tensor

Rcγ (xu, xv)=
1
4 G(xu, xv).

In particular, (G, γ ; G) may be seen as an example of a γ -Einstein manifold, where
the γ -Ricci curvature is proportional to the generalized metric.

To compute H̃∗
γ,g(G), recall TG is the dual of itself via 2⟨ , ⟩, which leads to

(dγ xu)(xv, xw)= −xu(x[v,w]).

Let θ ∈�∗

T(G) be decomposable as the product of k sections of the form xv. Then

(dγ θ)(xu0, . . . , xuk )=

∑
i< j

(−1)i+ jθ(x[ui ,u j ], xu0, . . . , x̂ui , . . . , x̂u j , . . . , xuk ).
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Let fu ∈ g∗
⊕ g∗ be defined by

fu(v) := xu(xv).

It induces an inclusion of the Chevalley–Eilenberg complex of g⊕ g for the trivial
module: (∧

∗
(g∗

⊕ g∗), δ
)
↪→ (�∗

T(G), d
γ ) given by fu 7→ xu.

Similarly to the classical case, this induces an isomorphism on the cohomology:

H̃∗

γ,g(G)∼= H∗(g⊕ g)∼= H∗(G × G).

The isomorphism above in fact is an isomorphism of rings, where on H̃∗
γ,g(G) the

product is induced by the wedge product in �∗

T(M).

3. Curvature tensors

Consider a generalized connection
∆

on V . Let
∆T be any generalized connection

on TM . The
∆T-derivation dT (2-3) extends to �k

T(V ) := C∞
(∧k

TM ⊗ V
)
:

(3-1) dT∆(θ ⊗ v) := (dTθ)⊗ v+ (−1)kθ ∧
∆
v,

where v ∈ C∞(V ). The
∆T-curvature operator FT(

∆
) of

∆
is then given by

(3-2) FT(
∆
) := dT∆ ◦

∆
,

which generally is not tensorial in v if
∆T is not T M-torsion-free. When

∆
is

understood, it is often dropped from the notation FT(
∆
).

In terms of covariant derivatives, the
∆T-curvature operator FT is given by

(3-3) FT
x,y(

∆
)v := (

∆
x
∆

y −
∆

y
∆

x −
∆

x⋄T y)v,

where x, y ∈ C∞(TM) and v ∈ C∞(V ). It is tensorial if and only if
∆T is T M-

torsion-free, in which case, for any f ∈ C∞(M),

(3-4) FT
x,y( f v)− f FT

x,yv = ([π(x), π(y)] −π(x ⋄T y))( f )v = 0.

The resulting tensor FT
∈�2

T(End(V )) is the
∆T-curvature of

∆
. Similar to (3-1),

let d̃T∆ be the extension of d̃T to �̃∗

T(V ) := �̃∗

T(M)⊗ C∞(V ). By (2-18), FT can
be seen as an element in �̃2

T(End(V )) and (3-2) can also be rewritten as

(3-5) FT
= d̃T∆ ◦

∆
.

Example 3.1. Let (V, h) be a Hermitian vector bundle on M . A generalized
connection

∆
on V preserves h, or is (h-)unitary if for v j ∈ C∞(V ) and x ∈ TM

with X = π(x),

Xh(v1, v2)= h(
∆

xv1, v2)+ h(v1,
∆

x .v2).
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Suppose now that V is a Hermitian line bundle and s is a local section of V such
that h(s, s)= 1. Since

∆
is unitary, it is determined by a local section u ∈ C∞(TM),

such that for x ∈ TM ,
√

−1
∆

x s = 2⟨x, u⟩s.

In analogy with the classical computation, the
∆T-curvature for the line bundle V

is then

(3-6)
√

−1FT
x,y = 2(⟨y,

∆T
x u⟩ − ⟨x,

∆T
y u⟩)= (dTu)(x, y).

3A. Chern–Weil homomorphism. Let
∆T be a T M-torsion-free generalized con-

nection on TM . Since dT generally does not square to 0 (2-8), the Bianchi identity
generally does not hold for FT. In terms of covariant derivatives, dT∆ FT can be
expanded into

(3-7) (dT∆ FT)x,y,z =
∆

x FT
y,z −FT∆

T
x y,z −FT

y,
∆T

x z −FT
y,z

∆
x + c.p. in x, y, z

= −
∆

RT
x,y z − c.p. in x, y, z,

where x, y, z ∈ C∞(TM). By (2-11) and (2-12), this gives

(3-8) (dT∆ FT)x,y,z =
∆

[x⋄T y⋄Tz] = ψ[x⋄T y⋄Tz],

which leads to the Bianchi identity over �̃∗

T(M).

Lemma 3.2. Let FT
∈ �2

T(M)⊗ End(V ) be the
∆T-curvature of a generalized

connection
∆

on V . Then

(3-9) d̃T∆ FT
= 0.

Proof. It follows from (3-8) that

dT∆ FT
∈ img J T

⊗ End(V ).

Thus d̃T∆ FT
= QT(dT∆ FT)= 0. □

The space D(V ) of generalized connections on V is an affine space modeled on
�1

T(End(V )), which coincides with �̃1
T(End(V )). For A ∈ �̃1

T(End(V )), a standard
computation gives

FT(
∆

+ A)−FT(
∆
)= dT∆ A + A ∧ A.

It follows that

(3-10) trV (FT(
∆

+ A))− trV (FT(
∆
))= trV (̃d

T∆ A)= d̃TtrV (A).

As in the classical case, (3-9) implies that

d̃T∆ trV FT
= trV d̃T∆ FT

= 0.
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The gauge group Aut(V ) acts on D(V ) by pushforward. Namely, for λ ∈ Aut(V ),
x ∈ TM and v ∈ C∞(V ),

(λ
∆
)xv := λ−1

[
∆

x(λv)].

It induces the action on the curvature by conjugation

FT(λ
∆
)= λ−1FT(

∆
)λ.

Let I T
⊂�∗

T(M) be the ideal generated by img J T,

I T
:= img J T

∧�∗

T(M),

and define �∗

T(M) as the quotient

(3-11) 0 → I T
→�∗

T(M)
RT

−→�∗

T(M)→ 0.

Then dT induces a differential on �∗

T(M),

dT
:�∗

T(M)→�∗

T(M),

whose cohomology is the reduced
∆T-de Rham cohomology. The exact sequence

0 →
I T

img J T
→ �̃∗

T(M)
PT

−→�∗

T(M)→ 0

induces the map on the cohomologies

PT
∗

: H̃∗

T(M)→ H∗

T(M).

The Chern–Weil homomorphism extends to define characteristic classes for V
in H∗

T(M).

Definition 3.3. For a Hermitian vector bundle (V, h) over M , its k-th
∆T-Chern

class is

(3-12) cT
k (V ) := [trV (

√
−1FT(

∆
))k] ∈ H 2k

T (M),

where
∆

is a generalized connection on V . For real vector bundles, their
∆T-Euler

and
∆T-Pontrjagin classes can similarly be defined, as elements of H∗

T(M) of
appropriate degrees.

By (3-10), the
∆T-Chern classes do not depend on the choice of

∆
on V . Let

∆

be the lift of a classical connection ∇0 on V , and let F0 be the classical curvature
of ∇0. Then

FT
x,y = F0;π(x),π(y)

for x, y ∈ C∞(TM). This relates cT
∗
(V ) to the classical Chern classes c∗(V ).
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Proposition 3.4. Let (V, h) be a Hermitian vector bundle. Then

cT
k (V )= π∗ck(V ) := PT

∗
(π̃∗ck(V ))

for all k. In particular, cT
k (V ) = 0 for all k such that 2k > n. Similarly, the

∆T-Euler and Pontrjagin classes are the images of the respective classical classes
under π∗. □

3B. φ-curvatures. A generalized Riemannian metric G induces an eigendecompo-
sition of a generalized connection

∆
on V . For X ∈ C∞(T M) and v ∈ C∞(V ),

(3-13) ∇±,Xv :=
∆

s±(X)v.

The connections ∇± depend on b, while their difference does not (see [20]):

(3-14) ψX :=
1
2(∇+,X − ∇−,X )=

1
2(

∆
s+(X) −

∆
s−(X))=

∆
g(X).

The average of ∇± gives the G-neutral connection of
∆

,

(3-15) ∇0,X :=
∆

s0(X),

which leads to

(3-16) ∇± = ∇0 ±ψ.

When ψ = 0, the generalized connection
∆

is the lift of a classical connection ∇0

on V , in which case ∇± = ∇0 are independent of b as well. The dependence on b
of the G-eigendecomposition of

∆
can be described in terms of ψ .

Proposition 3.5. Let G and G′ be two generalized metrics corresponding to (g, b)
and (g, b′) respectively. Let a = b′

− b ∈�2(M), and define ja by

ja := g−1a : T M → T M given by X 7→ g−1(ιX a).

Let ∇± and ∇
′
±

be the respective G-eigendecomposition of
∆

and
∆

′ on V . Then

∇
′

±
= ∇± +ψ ja . □

Definition 3.6. Let
∆

be a generalized connection on a vector bundle V over M .
Let φ ∈�3(M) and G a generalized metric on TM . The (G-adapted) φ-curvature
Fφ(

∆
) of

∆
is its

∆φ-curvature (3-2), and is denoted by Fφ if
∆

is understood.

Given the pair of classical connections (∇+,∇−), besides the curvature F± of
each of them, there is also a mixed curvature F+,− [12; 39]:

(3-17) F+,−;X,Y v := (∇+,X∇−,Y − ∇
−,∇

−φ
X Y )v− (∇−,Y ∇+,X − ∇

+,∇
+φ
Y X )v,

where X, Y ∈C∞(T M) and v∈C∞(V ). It can also be expressed using the tensorψ :

(3-18) F+,−;X,Y = F+,X,Y − 2(∇+,Xψ)Y − (ιg−1ψφ)(X, Y ).
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Let F0 be the classical curvature for ∇0 (3-15). It gives another decomposition for
the mixed curvature (3-17):

(3-19) F+,−;X,Y = F0;X,Y +(ιg−1ψφ)(X, Y )−[ψX , ψY ]−[(∇0,Xψ)Y +(∇0,Yψ)X ].

Theorem 3.7. The φ-curvature Fφ(
∆
) admits G-eigendecomposition in terms of

the (mixed) curvatures of the pair (∇+,∇−) of classical connections as follows:

(3-20) Fφ
x±,y±

v = F±,X,Y v and Fφ
x+,y−

v = F+,−;X,Y v,

where for X, Y ∈ T M , x± = s±(X), etc.

Proof. Straightforward from the definition, via the G-eigendecomposition. □

Example 3.8. Continue with Example 3.1 for
∆T

=
∆φ . In this case, the local

section u ∈ C∞(TM) decomposes into

u =
1
2 [(g−1ν+ + bg−1ν+ + ν+)− (g−1ν− + bg−1ν− − ν−)],

where
√

−1ν± ∈�1(M) are the local 1-forms defining the connections ∇± respec-
tively. It follows that

√
−1F± = dν±,

and the mixed component in Fφ is given by
√

−1F+,−;X,Y = [∇
−φ
X ν−](Y )− [∇

+φ
Y ν+](X).

Note that F+,− is neither symmetric nor skew-symmetric in X and Y , and decom-
poses into symmetric and skew-symmetric parts as

√
−1F+,− = −Lg−1ψg + (

√
−1F0 − ιg−1ψφ),

where F0 is the curvature of the G-neutral connection ∇0 and ψ =
1
2(ν+ − ν−), in

the decomposition (3-16) of
∆

.

Corollary 3.9. In the G-splitting of TM , the φ-curvature is

(3-21) Fφ
x,y = F0;X,Y + (∇0,Xψ)g−1η − (∇0,Yψ)g−1ξ + [ψg−1ξ , ψg−1η]

+
1
2

[
(ιg−1ψφ)(X, Y )− (ιg−1ψφ)(g

−1ξ, g−1η)
]
,

where x = s0(X)+ ξ and y = s0(Y )+ η. □

Remark 3.10. In (3-3), only the term
∆

x⋄φ y depends on Fφ on φ and G. Let
∆φ′

be the G′-adapted φ′-connection. Then
∆

x⋄φ y −
∆

x⋄φ′ y = ψg−1(x⋄φ y−x⋄φ′ y).

In the classical expansions, the dependence of Fφ on φ is completely contained in
the last term of (3-18), or the second line in (3-21); while the dependence on g is
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contained in the last term of the second line in (3-21). The dependence of Fφ on b is
more complicated. Nonetheless, it can be derived from (3-21) by relatively lengthy
computations, noting that ∇0 as well as ξ and η in the expression all depend on b.

3C. Yang–Mills functional. As one further example, it is straightforward to extend
the Yang–Mills functional to this context. The generalized metric G induces natural
inner product on

∧
∗

TM . For a Hermitian bundle (V, h), it induces a natural norm
on

∧
∗

TM ⊗ End(V ), denoted by ∥ • ∥h . The
∆T-Yang–Mills functional on D(V )

is given by

(3-22) YMT(
∆
) :=

∫
M

∥FT(
∆
)∥2

h dvolg.

It is evidently invariant under the gauge action on D(V ). When restricted to the
subspace of the lifts of classical connections on V , YMT(

∆
) reduces to (a constant

multiple of) the classical Yang–Mills functional. It can also be regarded as a
functional of the pair (

∆
,
∆T) of generalized connections on V and TM respectively.

When
∆T

=
∆φ , it can be represented as

(3-23) YMφ(
∆
)= YM(∇+)+ YM(∇−)+ 2

∫
M

∥F+,−∥
2
h dvolg,

where YM( • ) denotes the classical Yang–Mills functional. The 2-form b affects
only the G-eigendecomposition of

∆
. The right-hand side can be seen as a functional

for a pair of classical connections (∇+,∇−), where the last term encodes the
dependence on φ ∈�3(M) (Remark 3.10), as well as the interaction within the pair.

4. Curvatures on TM

For a G-metric connection
∆T on TM , its φ-curvature is denoted by RT,φ and the

associated curvature tensor is given by

(4-1) RT,φ(x, y, z, w) := G(RT,φ
x,y z, w),

where x, y, z, w ∈ C∞(TM). Similar to the classical situation, it is skew in the first
two and the last two entries respectively:

RT,φ(x, y, z, w)= −RT,φ(y, x, z, w)= RT,φ(y, x, w, z).

Definition 4.1. The φ-Riemannian curvature Rφ for (M, g) is the φ-curvature
for

∆φ , and the corresponding curvature tensor is the φ-Riemann tensor, which is
also denoted by Rφ .

4A. Bianchi identities. Since
∆φ preserves C±, Rφ(x, y, z, w) vanishes when

the last two entries are sections of different G-eigenbundles. The nonvanishing
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components in the G-eigendecomposition of Rφ are given by the classical Riemann
tensor R of g as well as the curvature tensors R±φ for ∇

±φ .

Proposition 4.2. Let X, Y, Z ,W ∈ T M and x± = s±(X) ∈ C±, etc. Then:

(1) Rφ(x±, y±, z±, w±)= R(X, Y, Z ,W ).

(2) Rφ(x∓, y±, z±, w±)= R±φ(X, Y, Z ,W )∓ 1
2(∇

±φ
X φ)(Y, Z ,W ).

(3) Rφ(x∓, y∓, z±, w±)= R±φ(X, Y, Z ,W ).

All other components of Rφ vanish.

Proof. Standard computations from the definitions, which is left for the reader. □

By (1) above, the algebraic Bianchi identity for Rφ holds when all entries
involved are from the same G-eigenbundle (see also [12] Proposition 3.24). The
analogues to the algebraic and differential Bianchi identities follow from previous
discussion.

Lemma 4.3. In their respective G-eigendecompositions:

(1) For Rφ
x,yz + c.p.,

(4-2) Rφ
x∓,y∓

z± +Rφ
y∓,z±

x∓ +Rφ
z±,x∓

y∓ = ±2g(R±φ
X,Y Z).

(2) For dφ∆ Fφ ,

(4-3) (dφ,G∆ Fφ)x∓,y∓,z±
= ∓2

∆
g(R±φ

X,Y Z) = ∓2ψR±φ
X,Y Z .

All other components vanish.

Proof. The identity (4-2) follows from (2-11) and (2-40). If dφ = 0, (4-2) can also
be obtained from the explicit expressions in Proposition 4.2 and the identity below
(see [4]):

(4-4) R+φ(X, Y, Z ,W )= R−φ(Z ,W, X, Y )+ 1
2(dφ)(X, Y, Z ,W ).

Then (4-3) follows from (3-8) and (4-2). □

In particular, the differential Bianchi identity holds for the φ-curvature when
ψ = 0, i.e.,

∆
is the lifting of a classical connection on V . Another special case is

when ∇
±φ are flat [1; 8; 7], i.e., R±φ

= 0, and thus both Bianchi identities hold.
In this second special case, Rφ enjoys all the symmetries of a classical Riemann
curvature.

Theorem 4.4. Suppose that the connections ∇
±φ are flat on T M. Then:

(1) Rφ(x, y, z, w)= −Rφ(y, x, z, w)= Rφ(y, x, w, z).

(2) Rφ
x,yz +Rφ

y,zx +Rφ
z,x y = 0.

(3) dφ∆Rφ
= 0.

(4) Rφ(x, y, z, w)= Rφ(z, w, x, y).
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In this case, Rφ defines a symmetric pairing on
∧2

TM ,

Rφ
:
∧2

TM ⊗
∧2

TM → R given by Rφ(x ∧ y, w∧ z) := Rφ(x, y, z, w),

which defines the corresponding operator on
∧2

TM via G.

Proof. Items (1)–(3) follow from previous discussion and the flatness assumption,
while (4) follows from (1)–(3) as in the classical situation. The last statement is a
consequence of (1) and (4). □

The following consequence of Lemma 4.3 was used in the proof of Proposition
2.15.

Proposition 4.5. If dφ = 0, then dφ is a differential at �2n−1
T (M).

Proof. Let {X j } be a local g-orthonormal frame of T M and {e j
±} the induced G-

orthonormal frame of TM . Let θ ∈�2n−2
T (M). Then, by (2-11), (2-16) and (4-2),

(dφ ◦ dφθ)(e1
+
, . . . , en

+
, e1

−
, . . . , en

−
)

= −

∑
i< j,k

(−1)i+ j+k+nθ(−g(R−φ
X i ,X j

Xk), . . . , êi
+
, . . . , ê j

+, . . . , êk
−
, . . . )

−

∑
i, j<k

(−1)i+ j+kθ(g(R+φ
X j ,Xk

X i ), . . . , êi
+
, . . . , ê j

−, . . . , êk
−
, . . . )

=

∑
i, j,k

(−1) j+k+n[
−R−φ(X i , X j , Xk, X i )

+ R+φ(X i , Xk, X j , X i )
]
θ( . . . , ê j

+, . . . , êk
−
, . . . )

= 0.

Since dφ = 0, the last step above follows from (4-4). □

4B. Ricci curvature. The trace of the φ-curvature on TM defines the corresponding
φ-Ricci curvature.

Definition 4.6. For a G-metric connection
∆T, the φ-Ricci curvature RicT,φ

:

TM → TM for (M,G) is the trace of the φ-curvature RT,φ . For x, y ∈ C∞(TM),
in the local orthonormal frame {ei

+
, e j

−} of TM induced from a local g-orthonormal
frame {X i },

(4-5) RicT,φ(x) :=

∑
i

[RT,φ

x,ei
+

ei
+

+RT,φ

x,ei
−

ei
−
].

The φ-Ricci tensor RcT,φ
∈ C∞(TM ⊗ TM) is

(4-6) RcT,φ(x, y) := G(RicT,φ(x), y).

For the connection
∆φ , these are denoted by Ricφ and Rcφ respectively.
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Specialized to the G-adapted connection
∆φ , the G-eigendecomposition of Rcφ

can be determined from that of Rφ as follows:

(4-7) Rcφ(x±, y±)= Rc(X, Y ) and Rcφ(x±, y∓)= Rc∓φ(X, Y ),

where Rc is the Ricci tensor for ∇, Rc±φ are the Ricci tensors for ∇
±φ respectively:

(4-8) Rc±φ
= Rc ∓

1
2 d∗φ−

1
4φ

2,

where
φ2(X, Y ) :=

∑
i, j

φ(X, X i , X j )φ(Y, X i , X j ).

It follows that Rcφ is symmetric; in other words,

(4-9) ⟨Ricφ(x),Gy⟩ = ⟨GRicφ(x), y⟩ = ⟨GRicφ(y), x⟩ = ⟨Gx,Ricφ(y)⟩.

Constructions of generalized Ricci curvature or tensor in the literature, such as
in [10; 12; 37; 38], contain only the mixed components, and are generally in the
context of generalized Ricci flows. Indeed, as will become clear in Section 7, only
the mixed components contribute to the generalized Ricci flow.

Similar to the classical case, the φ-Ricci curvature described here appears in
a Weitzenböck identity relating two natural Laplacians on

∧
∗

TM described in
Section 2D.

Theorem 4.7. On �1
T(M), the following Weitzenböck identity holds:

(4-10) 1
φ

=1∆
φ + GRicφ G,

where 1φ is the
∆φ-Hodge Laplacian (2-47) while 1∆

φ is the Bochner Laplacian
(2-44).

Proof. It can be shown following standard computations that for θ ∈�∗

T(M),

1
φ θ =1∆

φ θ −
1
2

∑
α,β

G(eα)∧ ιeβ (R
φ
eα,eβθ),

where eα, eβ run through {ei
+
, e j

−}. Set θ = G(x) for x ∈ TM . Then∑
α,β

〈
G(eα)∧ ιeβ (R

φ
eα,eβG(x)), y

〉
= 2

∑
α,β

⟨G(Rφ
eα,eβ x), eβ⟩G(eα, y)

= 2
∑
β

Rφ(y, eβ, x, eβ)

= −2Rcφ(y, x)= −2⟨GRicφ(x), y⟩,

from which (4-10) follows. □
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The symmetry of Rcφ implies that dφ∗ is a differential at �1
T(M). For xi ∈

C∞(TM), i = 1, . . . , k, set yi = G(xi ). Then a straightforward computation gives

(4-11) (dφ∗
◦ dφ∗)[y1 ∧ ·· · ∧ yk]

=

∑
i< j

(−1)i+ j
[Rcφ(x j , xi )−Rcφ(xi , x j )]y1 ∧·· ·∧ ŷi ∧·· ·∧ ŷ j ∧·· ·∧ yk

−

∑
i< j<ℓ

(−1)i+ j+ℓG(Rφ
xi ,x j

xℓ+c.p.)y1∧·· ·∧ ŷi∧·· ·∧ ŷ j∧·· ·∧ ŷℓ∧·· ·∧yk .

Due to the symmetry of Rcφ , the terms in the second line vanish. Furthermore,
when k = 2, the terms in the last line vanish as well.

Proposition 4.8. The operator dφ∗ is a differential at �1
T(M), i.e.,

(4-12) θ ∈�2
T(M) =⇒ (dφ∗

◦ dφ∗)θ = 0.

If the connections ∇
±φ are flat on T M , then (�∗

T(M), d
φ) and (�∗

T(M), d
φ∗) are

both chain complices.

Proof. For the last statement, that (�∗

T(M), d
φ) is a chain complex follows from

(2-8), (2-11) and the algebraic Bianchi identity, which is item (2) in Theorem 4.4.
The statement for (�∗

T(M), d
φ∗) follows from (4-11) and the algebraic Bianchi

identity. □

4C. Bismut connection. The generalized Bismut connection
∆φ,B introduced by

Gualtieri [20] is a G-metric connection and is the lift of a classical connection ∇
φ,B

on TM :

(4-13) ∇
φ,B
X s±(Y )= s±(∇

±φ
X Y ).

Note
∆φ,B is compatible with the (almost) Dorfman bracket ∗φ−db (Definition 2.7).

Since
∆φ,B is a lift of a classical connection, by (4-3), the φ-Bismut curvature

Rφ,B of
∆φ,B satisfies the differential Bianchi identity:

dφ∆ Rφ,B
= 0.

More explicitly, Rφ,B is determined by the classical curvature of ∇
φ,B, which in

turn is given by R±φ:

(4-14) Rφ,B(x, y, s±(Z), s±(W ))= R±φ(X, Y, Z ,W ).

The G-eigendecomposition of the corresponding φ-Bismut Ricci tensor Rcφ,B is
thus

(4-15) Rcφ,B(x, s+(Y ))= Rc+φ(X, Y ) and Rcφ,B(x, s−(Y ))= Rc−φ(X, Y ).
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4D. Scalar curvatures. The traces of the φ-Ricci curvatures (4-5) give the corre-
sponding φ-scalar curvatures, which depend on the G-metric connection

∆T. For
instance, the φ-Riemann scalar curvature Sφ is the trace of Ricφ:

(4-16) Sφ =

∑
j

[Rcφ(e j
+, e j

+)+Rcφ(e j
−, e j

−)] = 2S,

where S is the classical scalar curvature of g. On the other hand, the φ-Bismut
scalar curvature Sφ,B is the trace of Ricφ,B:

Sφ,B =

∑
j

[Rcφ,B(e j
+, e j

+)+Rcφ,B(e j
−, e j

−)] = 2S − 3∥φ∥
2
g,

where ∥φ∥g is the norm of φ with respect to g,

∥φ∥
2
g =

∑
i< j<k

φ(X i , X j , Xk)
2.

5. Generalized complex manifolds

Let J be a generalized almost complex structure on M [19; 21; 24]. It induces a
polarization of TC M := TM ⊗R C as the direct sum of its ±

√
−1-eigenbundles:

(5-1) TC M = T
1,0
J M ⊕ T

0,1
J M.

Here T
1,0
J M denotes the

√
−1-eigenbundle of J, and T

0,1
J M its complex conjugate.

They are maximally isotropic and are dual to each other under the pairing 2⟨ , ⟩

on TC M . For instance, the space of (0, 1)-forms with respect to J is identified with
the sections of T

1,0
J M :

�
0,1
J (M) := C∞(T

1,0
J M).

Similar to the classical case, the (0, k)-forms with respect to J are sections of∧k
T

1,0
J M :

�
0,k
J (M) := C∞

(∧k
T

1,0
J M

)
.

In general, the type decomposition of �∗

T(M) with respect to J is given by

(5-2) �∗

T(M)=

⊕
p,q

�
p,q
J (M) :=

⊕
p,q

C∞
(∧p

T
0,1
J M ⊗

∧q
T

1,0
J M

)
.

For notational convenience, sometimes T
1,0
J M is denoted by L , while T

0,1
J M is

denoted by L .

Definition 5.1. Let (M, J) be a generalized almost complex manifold and let
γ ∈ �3(M) be a closed 3-form. Then a generalized connection

∆T on TM is
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J-compatible with ∗γ if ⋄T coincides with ∗γ on the sections from the same
eigenbundle of J, i.e.,

(5-3) x ⋄T y = x ∗γ y and x̄ ⋄T ȳ = x̄ ∗γ ȳ,

where x, y ∈ C∞(T
1,0
J M). Such generalized connection

∆T is a γ -J-connection if
it furthermore is T M-torsion-free.

It is straightforward to see that (5-3) is equivalent to the following, where
x, y ∈ C∞(TM):

(Jx)⋄T y + x ⋄T (Jy)= (Jx) ∗γ y + x ∗γ (Jy).

Thus, if nonempty, the space DJ,γ (TM) of generalized connections that are J-
compatible with ∗γ is modeled on

DJ,γ (TM)∼=
{

A : TM ⊗TM → TM such that AJx y− Ay(Jx)= AJy x − Ax(Jy)
}
.

It’s then evident by (2-13) that the subspace DJ,γ,τ (TM) of the γ -J-connections, if
nonempty, is modeled on

(5-4) DJ,γ,τ (TM)∼= Sym2
T(TM)⊕�

1,1
T (T ∗M),

where �1,1
T (T ∗M) consists of T ∗M-valued forms that are compatible with J, i.e.,

θ ∈�
1,1
T (T ∗M) ⇐⇒ θ(Jx, Jy)= θ(x, y).

Let γ ∈�3(M) be a closed 3-form. Recall that J is integrable (with respect to γ )
if T

1,0
J M is involutive under the Dorfman bracket ∗γ , i.e.,

x, y ∈ C∞(T
1,0
J M) =⇒ x ∗γ y ∈ C∞(T

1,0
J M).

In this case, (M, γ ; J) is a generalized complex manifold [19; 21; 24].

Lemma 5.2. Let (M, γ ; J) be a generalized complex manifold with a general-
ized connection

∆T on TM that is J-compatible with ∗γ . Then the operator dT

decomposes into components as follows:

(5-5) dT
= ∂T

J + ∂̄T
J :�

p,q
J (M)→�

p+1,q
J (M)⊕�

p,q+1
J (M).

Proof. The proof is similar to that of Lemma 2.5, employing (5-3) and the integra-
bility of J. The details are left for the reader. □

The integrability of J implies that both of its eigenbundles are complex Lie
algebroids, with their Lie brackets given by the restriction of ∗γ . The corresponding
Lie algebroid de Rham differential for L = T

0,1
J M will be denoted by dL :

(5-6) dL :�
0,k
J (M)→�

0,k+1
J (M).
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If
∆T is J-compatible with ∗γ , then dL coincides with the restriction of dT on

�
0,∗
J (M). More precisely, for θ ∈�

0,q
J (M), direct computation shows that

(5-7) (dLθ)(x̄0, x̄1, . . . , x̄q)=

∑
j

(−1) j (
∆T

x̄ j
θ)(x̄0, . . . , ˆ̄x j , . . . , x̄q),

where x j ∈ C∞(T
1,0
J M) for all j , which gives

(5-8) ∂̄T
J θ = dLθ ∈�

0,q+1
J (M).

The other component ∂T
J θ ∈�

1,q
J (M) is given by

(5-9) (∂T
J θ)(x0, x̄1, . . . , x̄q)= (

∆T
x0
θ)(x̄1, . . . , x̄q)+

∑
j

θ(x̄1, . . . ,
∆T

x̄ j
x0, . . . , x̄q),

where x j ∈ C∞(T
1,0
J M). Via complex conjugation, the analogous versions of the

identities (5-7), (5-8) and (5-9) are valid for θ̄ ∈�
q,0
J (M) with L = T

1,0
J M in place

of L .

Example 5.3. Suppose that
∆T is J-compatible with ∗γ and consider f ∈ C∞(M).

It follows from Proposition 2.2 and Lemma 5.2 that

(5-10) ∂T
J ∂

T
J f = 0, ∂̄T

J ∂̄
T
J f = 0 and ∂T

J ∂̄
T
J f + ∂̄T

J ∂
T
J f = 0.

The first two identities in the above can also be seen as the consequences of (5-8)
and the corresponding version for dL .

5A. Generalized (almost) Hermitian manifolds. Let (M; G, J) be a generalized
almost Hermitian manifold [19; 22], i.e., J and J− :=GJ are commuting generalized
almost complex structures. The eigenbundles of J (and J−) decompose into the
common eigenbundles of G and J. Let

(5-11) ℓ± := T
1,0
J M ∩ (C± ⊗ C).

Then, for instance,

T
1,0
J M = ℓ+ ⊕ ℓ− and T

1,0
J−

M = ℓ+ ⊕ ℓ̄−.

The restriction of J to C± induces two almost complex structures I± on T M :

(5-12) s±(I±X) := J+[s±(X)].

It follows that (M; G, J) is equivalent to a pair of almost Hermitian structures
(g, I±) together with b ∈�2(M) [19; 22].

Lemma 5.4. For a generalized almost Hermitian manifold (M; G, J), the space
of G-metric γ -J-connections, if nonempty, is modeled on the following subspace
of �3(M):{
φ ∈�3(M) : φ(I−X, Y, Z)+φ(X, I+Y, Z)= 0 for all X, Y, Z ∈ C∞(T M)

}
.
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Proof. This follows from (5-4) and Theorem 2.6. □

Let φ = γ +db. Then by Theorem 2.8,
∆φ is metric compatible with ∗γ . Hence,

the J-compatibility of
∆φ with ∗γ is equivalent to ⋄φ and ∗γ coincide on sections

of the same common eigenbundle of J and G, e.g., for x±, y± ∈ C∞(ℓ±),

(5-13) x± ∗γ y± = x± ⋄φ y±.

Lemma 5.5. On a generalized almost Hermitian manifold (M; G, J), let γ ∈

�3(M) be a closed 3-form and φ = γ + db. Then
∆φ is J-compatible with ∗γ if

and only if ∇
±φ I± = 0.

Proof. For any X, Y, Z ∈ C∞(T M), let x± = s±(X) ∈ C∞(C±) and so on. Then

⟨x± ∗γ y± − x± ⋄φ y±, z⟩ = ±g(∇±φ
Z X, Y ).

Thus (5-13) is equivalent to

g(∇±φ
Z X±, Y±)= 0

for all Z ∈ C∞(T M) and X±, Y± ∈ C∞(T±;1,0 M) respectively. Hence ∇
±φ pre-

serves T±;1,0 M respectively, from which the statement follows. □

Remark 5.6. The condition ∇
±φ I± = 0 can be rewritten as

(5-14) (∇X I±)Y = ±
1
2(I±g−1ιY ιXφ− g−1ιI±Y ιXφ)

for X, Y ∈ C∞(T M). Hence, I± are of class W1 ⊕W3 ⊕W4 in the classification
of almost Hermitian structures by Gray and Hervella [16]. The Nijenhuis tensors
of I±,

NI±(X, Y ) := [X, Y ] + I±[I±X, Y ] + I±[X, I±Y ] − [I±X, I±Y ],

can be expressed in terms of φ:

g(NI±(X, Y ), Z)

= φ(I±X, I±Y, Z)+φ(I±X, Y, I±Z)+φ(X, I±Y, I±Z)−φ(X, Y, Z).

This implies that the integrability of I± is equivalent to φ being of type (1, 2)+(2, 1)
with respect to I± respectively. Furthermore, by Friedrich and Ivanov [9], if almost
Hermitian connections for (g, I±) that admit completely skew torsions exist, they
must be unique.

In (M; G, J), when J is integrable with respect to γ ∈ �3(M), the struc-
ture (M, γ ; G, J) defines a generalized Hermitian manifold. In this case, the
J-compatibility of

∆φ with ∗γ is equivalent to the integrability of J−, i.e., it provides
a generalized Kähler condition.
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Theorem 5.7. On a generalized Hermitian manifold (M, γ ; G, J), let φ=γ +db.
Then (M,γ ;G,J) is a generalized Kähler manifold if and only if

∆φ is J-compatible
with ∗γ .

Proof. Starting with the J-compatibility, then (5-13) and the integrability of J

imply that ℓ± and ℓ̄± are involutive with respect to ∗γ , which further implies
that I± are integrable. Let x+ = s+(X+) ∈ C∞(ℓ+) and y− = s−(Y−) ∈ C∞(ℓ−)

for X+, Y− ∈ C∞(TC M). Then, by (2-33) and Lemma 5.5,

x+ ∗γ ȳ− = [∇
−φ
X+

Y − + (b − g)∇−φ
X+

Y −] − [∇
+φ

Y −

X+ + (b + g)∇+φ

Y −

X+] ∈ ℓ+ ⊕ ℓ̄−.

Thus J− is integrable. The opposite direction is left to the reader. □

Remark 5.8. The generalized Kähler condition in Theorem 5.7 relates to the
condition given in [20] as follows. The condition ∇

±φ I± = 0 on a generalized
almost Hermitian manifold is equivalent to

∆φ,BJ=0, which implies the equivalence
of the integrability of I± to the type condition for the generalized torsion as defined
in [20] — the integrability of J then follows. In Theorem 5.7, the integrability of I±
follows from the integrability of J and (5-13), obtaining the type of φ with respect
to I± as a consequence.

Corollary 5.9 [20, Theorem 6.1]. On a generalized Hermitian manifold (M, γ ;

G, J), let φ = γ + db. Then (M, γ ; G, J) is a generalized Kähler manifold if and
only if

∆φ,BJ = 0.

Proof. As stated in Remark 5.8,
∆φ,BJ = 0 is equivalent to ∇

±φ I± = 0, which by
Lemma 5.5 is equivalent to

∆φ being J-compatible. □

Let
∆T be any G-metric connection on a generalized Hermitian manifold (M, γ ;

G, J). Its J-Ricci form ρT
J := ρJ(

∆T) ∈�2
T(M) is defined as

ρT
J (x, y) :=

∑
i

[RT(x, y, Jei
+
, ei

+
)+RT(x, y, Jei

−
, ei

−
)].

The J-scalar curvature for
∆T is

ST
J :=

∑
i

[ρT
J (Jei

+
, ei

+
)+ ρT

J (Jei
−
, ei

−
)].

5B. Generalized Kähler manifolds. Recall that the structure (M, γ ; G, J) defines
a generalized Kähler manifold if both J and J− = GJ are integrable generalized
almost complex structures with respect to γ [22]. Let φ = γ + db, Theorem 5.7
indicates that

∆φ is J-compatible with ∗γ . In particular, for θ ∈�
p,0
J (M), (5-8) gives

(5-15) ∂
φ

J θ = dLθ and ∂̄
φ

J θ̄ = dL θ̄ .
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Example 5.10 (see Example 5.3). Set
∆T

=
∆φ in (5-10). Then the components in

the third identity can further be rewritten in terms of the G-eigendecomposition.
For instance,

(5-16) (∂
φ

J ∂̄
φ

J f )(x±, ȳ±)= (∂±∂̄± f )(X±, Y ±),

where ∂± and ∂̄± are the operators associated to the classical complex structures I±,
while X±, Y± ∈ C∞(T±;1,0 M) are sections of the I±-holomorphic tangent bundles
respectively, and x± = s±(X±) and so on.

Since d2
L

= 0, as a consequence of (5-15), the algebraic Bianchi identity (4-2)
for Rφ implies that ∇

+φ (resp. ∇
−φ) induces a natural I−-holomorphic (resp.

I+-holomorphic) structure on the eigenbundles of I+ (resp. of I−), providing an
alternative proof of this well-known result in [20].

Proposition 5.11. Let (M, γ ; G, J) be a generalized Kähler manifold. Let φ =

γ +db, let x, y, z, w ∈ C∞(T
1,0
J M), and x̄ , etc. are their complex conjugates. Then

(5-17) ⟨Rφ
x̄,ȳ z̄, w⟩ + c.p. in x, y, z = 0 and ⟨Rφ

x,yz, w̄⟩ + c.p. in x, y, z = 0,

which give rise to

R−φ

X+,Y +

Z− = 0, R−φ

X+,Y +

W− = 0, R+φ

X−,Y −

Z+ = 0, and R+φ

X−,Y −

W+ = 0,

as well as their complex conjugates, where X±, Y±, Z±,W± ∈ C∞(T±;1,0 M).

Proof. To see the first identity in (5-17), note that w ∈�
0,1
J (M). Then

∂̄
φ

J ◦ ∂̄
φ

Jw = d2
Lw = 0.

By (2-11) and (2-16), for x, y, z ∈ C∞(T
1,0
J M),

0 = (∂̄
φ

J ◦ ∂̄
φ

Jw)(x̄, ȳ, z̄)= (dφ ◦ dφw)(x̄, ȳ, z̄)

= w([x̄ ⋄φ ȳ ⋄φ z̄])= −2⟨Rφ
x̄,ȳ z̄, w⟩ − c.p. in x, y, z.

The second identity then follows by taking complex conjugation.
To see the classical curvature identities, restrict x, y, z, w in (5-17) further to the

G-eigenbundles (5-11). For instance, consider x, y ∈ C∞(ℓ+) and z, w ∈ C∞(ℓ−).
Set X+ = π(x), Z− = π(z) and so on. Applying (4-2) to the first identity in (5-17)
gives

−⟨2g(R−φ

X+,Y +

Z−), w−⟩ = g(R−φ

X+,Y +

W−, Z−)= 0.

Since (g, I−) is Hermitian and ∇
−φ preserves I−, it gives the identities involv-

ing R−φ . The rest of the identities are obtained similarly. □
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For the generalized Bismut connection
∆φ,B, with φ = γ + db, (4-14) implies

that ρφ,BJ is computed by the sum of the respective classical Bismut–Ricci forms ρ±

for (g, I±):
ρ
φ,B
J (x, y)= ρ+(X, Y )+ ρ−(X, Y ).

The corresponding J-scalar curvature also decomposes:

Sφ,BJ =

∑
i

[ρ
φ,B
J (Jei

+
, ei

+
)+ ρ

φ,B
J (Jei

−
, ei

−
)] = S+ + 2S+− + S−,

where S± are the respective classical Bismut scalar curvatures for (g, I±) and S+−

is the mixed Bismut scalar curvature:

S+− :=

∑
i, j

R+φ(I−X i , X i , I+X j , X j )=

∑
i, j

R−φ(I+X i , X i , I−X j , X j ).

6. J-holomorphic vector bundles

Let (V, h) be a Hermitian vector bundle on a generalized complex manifold
(M, γ ; J). Recall that a J-holomorphic structure on V is given by a flat T

0,1
J M-

connection [19; 25]:

∂̄J :C∞(V )→�
0,1
J (V ) :=C∞(T

1,0
J M⊗V ) such that ∂̄J( f v)=dL f ⊗v+ f ∂̄Jv

for f ∈ C∞(M) and v ∈ C∞(V ) and such that

(6-1) ∂̄J ◦ ∂̄J = 0,

where the extension to �0,k
J (V ) is given by

(6-2) ∂̄J :�
0,k
J (V )→�

0,k+1
J (V ) such that ∂̄J(θ⊗v)= dLθ⊗v+(−1)kθ∧∂̄Jv

for θ ∈�
0,k
J (M) and v ∈ C∞(V ).

If (M, γ ; G, J) is generalized Kähler, via the restriction to C±, the J-holomorphic
structure ∂̄J induces on V an I±-holomorphic structure, which will be denoted by ∂̄±
respectively:

(6-3) ∂̄
±,X±

v := ∂̄J,s±(X±)
v,

where X± ∈ T±;1,0 M and v ∈ C∞(V ).

6A. A connection on T
1,0
J

M. On a generalized Kähler manifold (M, γ ; G, J),
natural L-connections can be defined on T

1,0
J M using the diamond bracket ⋄T

associated to any G-metric connection
∆T:

(6-4) ∂̄T
⋄

: C∞(T
0,1
J M)⊗ C∞(T

1,0
J M)→ C∞(T

1,0
J M), ∂̄T

⋄,x̄ y := [x̄ ⋄T y]1,0,
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where x, y ∈ C∞(T
1,0
J M) and [ • ]1,0 denotes taking the (1, 0)-component with

respect to J.
It follows from Proposition 5.11 that ∂̄φ⋄ defined by

∆φ via (6-4) induces an
I±-holomorphic structure on T

1,0
J M via its restriction to ℓ̄± ∼= T±;0,1 M . Moreover,

by (2-11) and (5-13),

(∂̄
φ
⋄ ◦ ∂̄

φ
⋄ )x̄,ȳz = [x̄ ⋄φ (ȳ ⋄φ z)− ȳ ⋄φ (x̄ ⋄φ z)− (x̄ ⋄φ ȳ)⋄φ z]1,0

= [Rφ
x̄,ȳz +Rφ

ȳ,z x̄ +Rφ
z,x̄ ȳ]1,0.

Thus, from (4-2), ∂̄φ⋄ defines a J-holomorphic structure on T
1,0
J M if and only if

[g(R−φ

X+,Z+

Y −)]1,0 = [g(R+φ

Y −,Z−

X+)]1,0 = 0

for all X±, Y±, Z± ∈ C∞(T±;1,0 M). Since ∇
±φ preserves I±, together with (4-4),

the above is equivalent to

R+φ(Y −,W +, X+, Z+)= R−φ(X+,W −, Y −, Z−)= 0

for all X±, Y±, Z±,W± ∈ C∞(T±;1,0 M). The computations can be summarized as
the following result.

Theorem 6.1. Let (M, γ ; G, J) be a generalized Kähler manifold, and φ = γ +db.
Let ∂̄φ⋄ be the L-connection on T

1,0
J M defined by

∂̄
φ
⋄,x̄ y := [x̄ ⋄φ y]1,0

for x, y ∈ C∞(T
1,0
J M). It is a J-holomorphic structure on T

1,0
J M if and only if

R±φ

X∓,Y ±

Z± = 0

for all X±, Y±, Z± ∈ C∞(T±;1,0 M). In particular, if ∇
±φ are flat on T M , ∂̄φ⋄ is a

J-holomorphic structure on T
1,0
J M. □

6B. Chern curvature. Analogously to the classical situation, on a J-holomorphic
Hermitian bundle (V, h), there exists a unique generalized Chern connection:

(6-5)
∆h,C

:= ∂̄J + ∂J,

where ∂J : C∞(V )→�
1,0
J (V ) := C∞(T

0,1
J M ⊗ V ) is defined by

dLh(v1, v2)= h(∂̄Jv1, v2)+ h(v1, ∂Jv2)

for all v j ∈ C∞(V ).

Definition 6.2. On a generalized complex manifold (M, γ ; J), let
∆T be a T M-

torsion-free generalized connection on TM . For a J-holomorphic Hermitian bundle
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(V, h, ∂̄J), its
∆T-Chern curvature FT,C is the

∆T-curvature of its generalized
Chern connection (6-5).

When
∆T is J-compatible with ∗γ , (5-8) implies that the extension (3-1) of

∆T

to �∗

T(V ) by
∆h,C is compatible with the extension (6-2) of ∂̄J to �0,∗

J (V ).

Proposition 6.3. Let
∆T be a γ -J-connection on a generalized complex manifold

(M, γ ; J). The corresponding
∆T-Chern curvature FT,C is of type (1, 1) with

respect to J, i.e.,

(6-6) FT,C
∈�

1,1
J (End(V )) := C∞

(
T

1,0
J M ∧ T

0,1
J M ⊗ End(V )

)
.

In particular, over a generalized Kähler manifold (M, γ ; G, J), the φ-Chern cur-
vature Fφ,C defined with

∆T
=

∆φ for φ = γ + db is of type (1, 1) with respect
to J. □

Example 6.4 (see Example 3.1). Consider a J-holomorphic Hermitian line bundle
(V, h, ∂̄J) and set

∆
=

∆h,C , the generalized Chern connection. Choose a unitary
local section s ∈ C∞(V ). There is a local section u0,1

J ∈�
0,1
J (M) such that

∂̄Js = u0,1
J ⊗ s.

Let
∆T be a γ -J-connection. Then FT,C(

∆
)=

√
−1dTu, where u ∈�1

T(M) and

√
−1u = u0,1

J − u0,1
J .

By (5-8), the flatness of ∂̄J implies that

∂̄T
J u0,1

= dLu0,1
J = 0.

This then gives

FT,C(
∆
)= ∂T

J u0,1
− ∂̄T

J u0,1 ∈�
1,1
J (M).

Over a generalized Kähler manifold, the φ-Chern connection and curvature are
related to the classical Chern connections and curvatures via the G-eigendecompo-
sition.

Lemma 6.5. Let (M, γ ; G, J) be a generalized Kähler manifold and V → M
be a J-holomorphic vector bundle. Let ∇

h,C
± be the G-eigendecomposition (3-13)

of
∆h,C (6-5). Then ∇

h,C
± are the Chern connections for the induced I±-holomorphic

structures (6-3) on V respectively. Furthermore, the classical Chern curvatures are
components of the G-eigendecomposition of the φ-Chern curvature.

Proof. The statement about the connections follows from a straightforward verifica-
tion, while the statement about the curvature follows from Theorem 3.7. □
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Example 6.6. Continue from Example 6.4 and let (M, γ ; G, J) be generalized
Kähler. The I±-holomorphic structures induced by ∂̄J are given locally by α± ∈

�
0,1
± (M):

u0,1
J = [g−1(α+)+ bg−1(α+)+α+] − [g−1(α−)+ bg−1(α−)−α−],

which satisfies

∂̄±α± = 0 and (∇
−φ

X+

α−)(Y −)− (∇
+φ

Y −

α+)(X+)= 0,

where X± ∈ C∞(T±;1,0 M) and so on. The generalized Chern connection is then

∆h,C s = (u0,1
J − u0,1

J )⊗ s,

while the classical Chern connections ∇
C
±

are defined locally by ν± = α± − ᾱ±

respectively. Then Example 3.8 gives the G-eigendecomposition of the φ-Chern
curvature.

6C. J-Hermitian–Einstein equation. Let (M, γ ; G, J) be a generalized Hermitian
manifold. The analogue to the contraction by the Kähler form is the J−-contraction.

Definition 6.7. The J−-contraction 3J−
:
∧2

TC M → R is given by

(6-7) 3J−
(x ∧ y) := ⟨J−x, y⟩ = G(Jx, y),

where x, y ∈ C∞(TC M).

In terms of the G-eigendecomposition, it corresponds to

(6-8) 3J−
(s±(X)∧ s±(Y ))= ω±(X, Y ) and 3J−

(s±(X)∧ s∓(Y ))= 0

for X, Y ∈ T M , where ω± = gI±.
A version of the Hermitian–Einstein equation can thus be formulated in this

context.

Definition 6.8. Let (M, γ ; G, J) be a generalized Hermitian manifold and
∆T be a

γ -J-connection on TM . A Hermitian metric h on a J-holomorphic vector bundle
V → M is

∆T-J-Hermitian–Einstein if the corresponding
∆T-Chern curvature

satisfies the following
∆T-J-Hermitian–Einstein equation:

(6-9)
√

−13J−
(FT,C(V ))= 2c IdV

for some c ∈ R. If (M, γ ; G, J) is generalized Kähler and
∆T

=
∆φ , equation (6-9)

will be simply called the J-Hermitian–Einstein equation, a solution of which is
called a J-Hermitian–Einstein metric.
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When (M, γ ; G, J) is generalized Kähler and
∆T

=
∆φ , by (3-20) and (6-8) the

G-eigendecomposition of the left-hand side of (6-9) is given by

(6-10) 3J−
(Fφ,C(V ))=3+(FC

+
(V ))+3−(FC

−
(V )),

where FC
±

are the curvatures of the classical Chern connections ∇
h
±

on V , and 3±

are the contractions by ω±. It follows that (6-9) is equivalent to an equation first
proposed by Hitchin in [25].

Proposition 6.9. Over a generalized Kähler manifold (M, γ ; G, J), equation (6-9)
is equivalent to

(6-11)
√

−1
2

(
FC

+
(V )∧ωm−1

+
+ (−1)εFC

−
(V )∧ωm−1

−

)
= c(m − 1)! IdV dvolg,

where ε = 0 if I± induce the same orientation on T M and ε = 1 otherwise.

Proof. Suppose that dvolg =
1

m!
ωm

+
. Then

m FC
+
(V )∧ωm−1

+
=3+(FC

+
(V ))ωm

+
= m!3+(FC

+
(V )) dvolg.

Note that ωm
+

= (−1)εωm
−

, it follows from (6-10) that (6-11) is equivalent to (6-9). □

The J−-contraction naturally provides the definition of a degree.

Definition 6.10. On a generalized Hermitian manifold (M, γ ; G, J) with a γ -J-
connection

∆T, let (V, h, ∂̄J) be a J-holomorphic Hermitian vector bundle. The
∆T-G-degree of V is given by

(6-12) degT
G(V, h) :=

√
−1

4π

∫
M

trV [3J−
(FT,C(V ))] dvolg.

When (M, γ ; G, J) is generalized Kähler and
∆T

=
∆φ for φ = γ + db, the

∆φ-G-
degree is simply called the G-degree and denoted by degG(V, h).

Recall that the classical degrees of (V, h) with the induced I±-holomorphic
structure are

(6-13) deg±(V, h) :=

√
−1

2π

∫
M

trh[3±(FC
±
(V ))] dvolg.

Theorem 6.11. Let (M, γ ; G, J) be a generalized Kähler manifold and (V, h, ∂̄J)

be a J-holomorphic vector bundle on M. Then

(6-14) degG(V, h)=
1
2 [deg+(V, h)+ deg−(V, h)],

where degG and deg± are as given in (6-12) and (6-13) respectively.

Proof. This follows from (6-10). □
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Example 6.12. Continue from Example 6.4 and work now on a generalized Her-
mitian manifold (M, γ ; G, J), with a γ -J-connection

∆T. For f ∈ C∞(M), let
h1 = e2 f h be another Hermitian metric on the line bundle V . An h1-unitary local
section is then given by s1 = e− f s ∈ C∞(V ), which leads to

∂̄Js1 = (u0,1
J − dL f )⊗ s1.

Let
∆

1 be the corresponding generalized Chern connection, whose
∆T-Chern cur-

vature is given by

FT,C(
∆

1)= dT(
√

−1u + dL f − dL f )= FT,C(
∆
)− 2∂T

J dL f,

where the last step is due to (5-10). Hence

(6-15) degT
G(V, h1)− degT

G(V, h)= −

√
−1

2π

∫
M
3J−

(∂T
J dL f ) dvolg.

It follows that degT
G is independent of the Hermitian metric on V if and only if the

right-hand side of (6-15) vanishes for all f ∈ C∞(M).

The integrand in (6-15) gives rise to the second-order operator for f ∈ C∞(M):

PJ( f ) := −
√

−13J−
(∂T

J dL f ).

Similar to the classical case (e.g., [32]), PJ is elliptic since its principal symbol is
given by

σ(PJ)= 4
√

−13J−
(ξ

0,1
J ∧ ξ

1,0
J )= 4G(ξ

0,1
J , ξ

1,0
J )= ∥ξ∥2

g,

where ξ 0,1
J is the projection of ξ ∈ T ∗M to T

1,0
J M and ξ 1,0

J is the complex conjugate.

Definition 6.13. For a generalized Hermitian manifold (M, γ ; G, J), the metric G

is
∆T-J-Gauduchon if the right-hand side of (6-15) vanishes for all f ∈ C∞(M).

When the structure is generalized Kähler, a
∆φ-J-Gauduchon metric G is simply

said to be J-Gauduchon.

As in the classical situation, if (M, γ ; G, J) is
∆T-J-Gauduchon and (V, h)

solves (6-9), then the constant c is given by

c =
2π degT

G(V )
rank(V )Volg(M)

.

It is then natural to extend the notions of slope and slope stability to J-holomorphic
vector bundles over a

∆T-J-Gauduchon generalized Hermitian manifold. The notion
of coherent subsheaf in this context can be adopted from Definition 3.4 of [28].
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Definition 6.14. Let G be a
∆T-J-Gauduchon metric. The

∆T-G-slope of a J-
holomorphic vector bundle (V, ∂̄J) over M is

(6-16) µT
G(V ) :=

degT
G(V )

rank(V )
.

The bundle V is
∆T-G-semistable if for any coherent J-holomorphic subsheaf W

of V :

(6-17) µT
G(W )⩽ µT

G(V ).

V is said to be
∆T-G-stable if strict inequality holds in (6-17). Over a J-Gauduchon

generalized Kähler manifold, the corresponding notions are simply referred to as
the G-slope, G-semistable and G-semistable respectively.

Recall that over a Hermitian manifold (M, g, I ), the degree of any holomorphic
vector bundle V is independent of a Hermitian metric on V if and only if g is
Gauduchon, i.e.,

(6-18) ∂∂̄(ωm−1)= 0,

where m is the complex dimension of M . On a generalized Kähler manifold, the
J-Gauduchon condition can be expressed in a similar fashion.

Proposition 6.15. A generalized Kähler manifold (M, γ ; G, J) is J-Gauduchon if
and only if

(6-19) ∂+∂̄+(ω
m−1
+

)+ (−1)ε∂−∂̄−(ωm−1
−

)= 0,

where ε = 0 if I± induce the same orientation on T M and ε = 1 otherwise.

Proof. The degree of a Hermitian vector bundle coincides with that of its determinant
line bundle, so it’s sufficient to consider line bundles. By (5-16) and (6-8),∫

M
3J−

(∂
φ

J dL f ) dvolg =

∫
M

[3+(∂+∂̄+ f )+3−(∂−∂̄− f )] dvolg.

The statement then follows from integration by parts. □

Remark 6.16. Evidently, (6-19) holds for m < 3, since the 3-form below is closed:

φ = γ + db = ∓dc
±
ω±.

For m ⩾ 3, (6-19) is equivalent to

φ ∧ d(ωm−2
+

− (−1)εωm−2
−

)= 0.

In particular, (M, γ ; G, J) is J-Gauduchon if the difference ωm−2
+ − (−1)εωm−2

− is
closed. When m = 3, (6-19) can also be rewritten as

φ
(2,1)
+ ∧φ

(1,2)
+ + (−1)εφ(2,1)− ∧φ

(1,2)
− = 0,
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where, for instance, φ(2,1)± denote the (2, 1)-component of φ with respect to I±
respectively. It is clear that the generalized Kähler manifold is J-Gauduchon if g is
Gauduchon with respect to both I±.

7. Geometric Lax flows

A Lax pair [29] consists of two families of operators {(L t , Pt) : t ∈ I ⊆ R} such that

(7-1) d
dt

Pt = [L t , Pt ],

where {L t } is the Lax operator and it is assumed that 0 ∈ I . Equation (7-1) is also
said to be in the Lax form. Suppose that {9t } is generated by {L t }, i.e., it solves
the equation

(7-2) d
dt
9t = L t9t with 90 = Id .

Then {Pt } can be obtained from pushing forward an initial operator P0 by {9t }:

Pt =9t P09
−1
t .

In particular, {Pt } is an isospectral family.
Let {At } be a smooth family of operators on the same space; then the t-differential

of {9−1
t At9t } describes the extent to which {(L t , At)} fails to be a Lax pair as well.

Definition 7.1. Suppose that {(L t , Pt)} is a Lax pair and {At } be a smooth family
of operators on the same space. The L t -differential of At (along the Lax flow) is

(7-3) δL At :=
d
dt

At − [L t , At ].

It is straightforward to verify that commutativity with Pt is preserved by δL .

Lemma 7.2. If At and Pt commute for all t , then δL At also commutes with Pt for
all t .

Proof. Notice that
d
dt
(9−1

t At9t)=9−1
t (δL At)9t ,

from which the statement follows. □

When a pair of geometric quantities forms a Lax pair, the corresponding equa-
tion (7-1) is said to generate a geometric Lax flow. Two main classes of examples will
be described, where the operators {Pt } are either generalized metrics or generalized
almost complex structures. Such Lax pairs impose certain necessary conditions on
the Lax operator.
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Definition 7.3. Let G be a generalized metric and J a generalized (almost) complex
structure. An operator L on C∞(TM) is Lax compatible with G if

(7-4) ⟨Lx+, y−⟩ + ⟨x+, Ly−⟩ = 0

for all x+ ∈ C∞(C+) and y− ∈ C∞(C−). The operator L is Lax compatible with J if

(7-5) ⟨Lx, y⟩ + ⟨x, Ly⟩ = ⟨Lx̄, ȳ⟩ + ⟨x̄, Lȳ⟩ = 0

for all x, y ∈ C∞(T
1,0
J M).

Lemma 7.4. Suppose that {(Lt ,Pt)} is a Lax pair of operators on C∞(TM). If Pt

is a smooth family of generalized metrics or almost complex structures, then Lt is
Lax compatible with Pt for all t .

Proof. It follow from the orthogonality of Pt with respect to the pairing ⟨ , ⟩ and
that P2

t are constant operators. □

The following simplified criteria are useful in practice.

Corollary 7.5. Let L ∈ C∞(End(TM)) and x, y ∈ TM. Then:

(1) (7-4) holds for L if the bilinear form G(Lx, y) is symmetric, i.e.,

G(Lx, y)= G(Ly, x).

(2) (7-4) and (7-5) hold for L if the bilinear form ⟨Lx, y⟩ is skew-symmetric, i.e.,

⟨Lx, y⟩ + ⟨Ly, x⟩ = 0.

Proof. Left for the reader. □

7A. θ ∈ �2
T
(M) as the Lax operator. Let {Pt ∈ C∞(T ∗M⊗2)} be a smooth family

of 2-tensors on M , whose symmetric and skew-symmetric parts are respectively
Ps

t and Pa
t :

Pt = Ps
t + Pa

t with Ps
t (X, Y )= Ps

t (Y, X), Pa
t (X, Y )= −Pa

t (Y, X)

for X, Y ∈ C∞(T M). Then {Pt } defines an initial value problem for a family of
generalized metrics Gt as follows:

(7-6)


d
dt

gt = −Ps
t ,

d
dt

bt = Pa
t .

The system (7-6) can be reformulated into a Lax flow for Gt . For such a family Gt ,
let C t

±
be the eigenbundles and st

±
: T M → C t

±
be the corresponding isomorphisms.
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Lemma 7.6. Let {Pt ∈ C∞(T ∗M⊗2)} and {θt ∈ �2
T(M)} be a smooth family of

TM-forms such that

(7-7) θt(x t
−
, yt

+
)= Pt(X, Y ),

where x t
±

= st
±
(X) for X ∈ C∞(T M) and so on. Let θt : TM → TM be given by

2⟨θt(x), y⟩ := θt(x, y).

Then (7-6) is equivalent to the 2-tensor Lax flow

(7-8) d
dt

Gt = [θt ,Gt ].

Proof. Note that θt satisfies Corollary 7.5 (2). Since G2
= 1, the differential of a

smooth family of generalized metrics is skew with respect to the generalized metric
at each time. Obviously the left-hand side of (7-8) is skew with respect to Gt . Thus
only the mixed Gt -eigencomponents of the left-hand side are nontrivial, one of
which goes as follows:

0 =
d
dt

⟨Gt x t
−
, yt

+
⟩

=

〈
d
dt

Gt x t
−
, yt

+

〉
+

〈
Gt

d
dt
(bt − gt)X, yt

+

〉
+

〈
Gt x t

−
,

d
dt
(bt + gt)Y

〉
=

〈
d
dt

Gt x t
−
, yt

+

〉
+

d
dt
(bt − gt)(X, Y ).

The right-hand side is given by

⟨[θt ,Gt ]x t
−
, yt

+
⟩ = ⟨(θt Gt − Gtθt)x t

−
, yt

+
⟩ = −2⟨θt(x t

−
), yt

+
⟩ = −Pt(X, Y ).

Thus (7-8) gives rise to

d
dt
(bt − gt)(X, Y )= Pt(X, Y ),

from which (7-6) follows. The other direction is left for the reader. □

A smooth conformal family of metrics {gt } can be seen as a solution to (7-6), by
setting Pt = Ps

t = ft g0, where { ft ∈ C∞(M)} is a smooth family of functions. In
this case, bt ≡ b0 is constant throughout the flow. The corresponding TM-forms
as given in Lemma 7.6 can be chosen to be dependent only on the generalized
metric G.

Definition 7.7. Let G be a generalized metric defined by (g, b), where g is a
Riemannian metric. A TM-form θ ∈�2

T(M) is G-conformal if there are rg, rb ∈

C∞(M) such that

θ(x−, y+)= rgg(X, Y )+ rbb(X, Y ) and θ(x±, y±)= 0,
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where x± = s±(X) ∈ C∞(C±), etc. The functions rg, rb are called the conformal
weights.

Remark 7.8. When the conformal weights coincide, i.e., rg = rb, a family of
G-conformal forms generates conformal deformations of the generalized metric G.
Otherwise, the metric g and b are deformed by different factors. In particular, when
the conformal weight rb = 0, it corresponds to classical conformal deformation of
the metric g.

7B. φ-curvature Lax flow. A special case of (7-8) is when θt are dφt -exact, i.e.,
θt = dφt ut for a smooth family of sections {ut ∈�1

T(M)} and 3-forms {φt ∈�3(M)},
with respect to the metric Gt at time t . Suppose that ut = Z t +ζt , and set x t

±
= st

±
(X)

for X ∈ C∞(T M) and so on. Then

(dφt ut)(x t
−
, yt

+
)= Xut(yt

+
)− Y ut(x t

−
)− ut(x t

−
⋄φt ,Gt yt

+
)

= (LZ t gt)(X, Y )+ [d(ζt − ιZ t bt)− ιZ tφt ](X, Y ).

It follows that in this case, the Lax flow (7-8) is equivalent to

(7-9)


d
dt

gt = −LZ t gt ,

d
dt

bt = −LZ t bt + dζt − ιZ t (φt − dbt).

When γ = φt − dbt is a fixed closed 3-form, (7-9) describes the pushforward of
an initial generalized metric by the family of generalized diffeomorphism of TM
generated by ut .

Proposition 7.9. Let γ ∈�3(M) be a closed 3-form and ut = Z t + ζt ∈ C∞(TM)
be a smooth family of sections. Let (λt , βt) be the family of generalized diffeomor-
phisms generated by {ut } under ∗γ (recalled below). Set φt = γ + dbt . Then (7-9)
coincides with the infinitesimal action by (λt , βt) on a generalized metric G via
pushforward.

Proof. It’s more straightforward to work with the pullback action on generalized
metrics. Recall, e.g., from Hu and Uribe [27], that in (λt , βt), λt is the 1-parameter
family of diffeomorphisms generated by Z t , and

βt :=

∫ t

0
λ∗

s (dζs − ιZsγ ) ds.

The pushforward of x = X + ξ ∈ TM by (λt , βt) is given by

(λt , βt)∗x = λt∗(x + ιXβt)= λt∗X + (λ−1
t )∗(ξ + ιXβt)

with the corresponding infinitesimal action x 7→ −ut ∗γ x .
The pullback of G by (λt , βt) gives the family of generalized metrics

Gt(x, y) := G
(
(λt , βt)∗x, (λt , βt)∗y

)
,
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where x, y ∈ C∞(TM) are independent of t . Analogously to the computations in
the classical case, differentiating the above with respect to t gives, by the left-hand
side,( d

dt
Gt

)
(x, y)=

1
2

d
dt

[gt(X, Y )+ g−1
t (ξ − ιX bt , η− ιY bt)]

=
1
2

[( d
dt

gt

)
(X, Y )−

( d
dt

gt

)
(g−1

t ξ ′

t , g−1
t η′

t)

−

( d
dt

bt

)
(Y, g−1

t ξ ′

t )−
( d

dt
bt

)
(X, g−1

t η′

t)
]
,

where ξ ′
t = ξ − ιX bt and η′

t = η− ιY bt , and, by the right-hand side,( d
dt

Gt

)
(x, y)= Z t Gt(x, y)+ Gt(−ut ∗γ x, y)+ Gt(x,−ut ∗γ y)

=
1
2 [(LZ t gt)(X, Y )− (LZ t gt)(g−1

t ξ ′

t , g−1
t η′

t)]

+
1
2 [(−LZ t b + dζt − ιZ tγ )(Y, g−1

t ξ ′

t )

+ (−LZ t b + dζt − ιZ tγ )(X, g−1
t η′

t)].

Comparing these two ways of computing
( d

dt Gt
)
(x, y), the pullback action on G

gives 
d
dt

gt = LZ t gt ,

d
dt

bt = LZ t bt − (dζt − ιZ tγ ).

The pushforward action reverses the signs on the right-hand side, giving (7-9). □

A dφ-exact TM-form in �2
T(M) can be seen as the φ-curvature of a unitary

generalized connection on the trivial Hermitian line bundle. In general, let (V, h) be
a Hermitian line bundle with a family of unitary generalized connections {

∆
t }. By

Example 3.8, the Lax flow (7-8) defined by {θt =
√

−1Fφt (
∆

t)} where φt = γ +dbt

is equivalent to the system

(7-10)


d
dt

gt = −Lg−1
t ψt

gt ,

d
dt

bt =
√

−1F t
0 − ιg−1

t ψt
φt ,

which reduces to (7-9) when V is trivial, and admits similar interpretation in terms
of (not necessarily exact) generalized diffeomorphisms.

Theorem 7.10. Given a family of unitary generalized connections {
∆

t } on a
line bundle V with Hermitian metrics {ht }, the Lax flow (7-8) defined by {θt =
√

−1Fφt (
∆

t)}, where φt = γ + dbt , corresponds to the pushforward of an initial
generalized metric G by a family of generalized diffeomorphisms, which may not be
exact, i.e., is not generated by global sections of TM.
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Proof. In the notation of Example 3.8, the local section defining
∆

t is given by
√

−1ut =
√

−1(Z t +ζt), where Z t is a global vector field and ζt is a locally defined
1-form, with

Z t = g−1
t ψt =

1
2 g−1

t (νt,+ − νt,−) and ζt = ιZ t bt +
1
2(νt,+ + νt,−).

Then ∇
t
0 is defined by the local section 1

2(νt,+ + νt,−), which implies that
√

−1F t
0 = d(ζt − ιZ t bt)= −LZ t bt + dζt + ιZ t dbt .

Locally, the second equation in (7-10) is thus

d
dt

bt = −LZ t bt + dζt − ιZ tγ,

noting that φt = γ + dbt . By Proposition 7.9, (7-10) corresponds to pushing
forward by the local exact generalized diffeomorphisms generated by {(Z t , ζt)}.
Globally, (7-10) corresponds to pushing forward by possibly nonexact generalized
diffeomorphisms. □

Remark 7.11. The diffeomorphism components of the generalized diffeomor-
phisms in Theorem 7.10 arise from the vector components of

∆
t on V , which

vanish if they are liftings of classical connections on V .

Example 7.12. Let (M, γ ; J) be a generalized complex manifold and {θt ∈�
2
T(M)}

be a smooth family of TM-forms. The Lax flow with initial value J0 = J,

d
dt

Jt = [θt , Jt ],

consists of generalized almost complex structures. The flow above preserves J if
and only if [θt , J] = 0 for all t , which is equivalent to θt ∈�

1,1
J (M). Thus, starting

with a generalized Hermitian manifold (M, γ ; G, J), the Lax flow (7-8) defined
by {θt ∈�

1,1
J (M)} produces a family of generalized Hermitian structures with the

same J.
Suppose furthermore that (M, γ ; G, J) admits a γ -J-connection

∆T. Fix a J-
holomorphic line bundle V and let {θt } be the

∆T-Chern curvatures for a smooth
family of Hermitian metrics {ht } on V . By Proposition 6.3, {θt } consists of (1, 1)-
forms with respect to J. By Theorem 7.10, the corresponding Lax flow (7-8)
corresponds to the pushforward of G by a family of generalized diffeomorphisms
{(λt , βt)}. Alternatively, it can be seen as a family of generalized Hermitian struc-
tures (M, γ ; G, (λt , βt)

∗J) with G fixed.

7C. Ricci Lax flow. When the Ricci curvature of a generalized connection
∆T

satisfies (7-4), it can serve as the Lax operator in a Lax pair involving the generalized
metric.
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Definition 7.13. A smooth family of pairs {(Gt ,
∆Tt )} of generalized metrics Gt

and Gt -metric connections is a solution to the
∆T-Ricci Lax flow if {RicTt } satisfies

(7-4) and the pair {(RicTt ,Gt)} form a Lax pair, i.e.,

(7-11) d
dt

Gt = [RicTt ,Gt ].

When
∆Tt is prescribed to only depend on Gt , (7-11) becomes an equation for Gt

only, in which case the family of generalized metrics Gt is said to be a solution
to (7-11). If

∆Tt =
∆φt , then the flow (7-11) is simply called the Ricci Lax flow.

Since Rcφ is symmetric, it satisfies the condition in Corollary 7.5. Theorem 7.14
below shows that the Ricci Lax flow is equivalent to

(7-12) d
dt
(gt ∓ bt)= −2 Rc±φt

t = −2 Rct +
1
2φ

2
t ± d∗φt .

Let γ ∈ �3(M) such that dγ = 0 and set φt = γ + dbt . Then (7-12) coincides
with the generalized Ricci flow [12; 36] as a system for Riemannian metrics gt

and bt ∈�2(M):

(7-13)


d
dt

gt = −2 Rct +
1
2(γ + dbt)

2,

d
dt

bt = −d∗(γ + dbt).

Theorem 7.14. Under the further constraints that
∆T

=
∆φt and are Gt -metric

compatible with the Dorfman bracket ∗γ (2-37), i.e., φt − dbt = γ ∈ �3(M) for
all t , the Ricci Lax flow (7-11) is equivalent to the generalized Ricci flow (7-13).

Proof. It’s obvious that (7-13) follows from (7-12), by matching the symmetric and
skew-symmetric terms on both sides. To obtain (7-12) from (7-11), fix X, Y ∈ T M
and consider

x t
−

= st
−
(X) and yt

+
= st

+
(Y ).

The left-hand side of (7-12) is computed in Lemma 7.6, while the right-hand side
becomes

⟨[Ricφt ,Gt ]x t
−
, yt

+
⟩ = ⟨(Ricφt Gt − Gt Ricφt )x t

−
, yt

+
⟩

= −2Rcφt (x t
−
, yt

+
)= −2 Rc+φt (X, Y ).

This gives half of (7-12). The other half is equivalent. □

Example 7.15. Consider two 3-dimensional Lie groups: T = (U (1))3 and G =

SU(2), with their invariant metrics g and invariant volume forms φ. For both, set
b = 0 and consider the corresponding φ-Ricci curvature Ricφ .
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For T , the invariant metric is flat, thus Ric = 0 while Ric±φ
̸= 0 by (4-8). In

the G-eigendecomposition, Rcφ is of the form

Rcφ =

(
0 R

RT 0

)
,

where R = 13, the 3 × 3 identity matrix.
For G, the invariant metric is the standard round metric on S3 which is not flat,

while the connections with torsion ±φ are flat, hence Ric±φ
= 0. In this case, Rcφ

is of the form

Rcφ =

(
R 0
0 R

)
,

where R here is the classical Ricci tensor for the round metric (see Section 2E).

Definition 7.7 and Theorem 7.14 lead to the natural generalization of Ricci
solitons.

Definition 7.16. Let γ ∈�3(M) be a closed 3-form. A smooth family of generalized
metrics {Gt } is a Ricci Lax soliton if there exists a smooth family of sections
{ut ∈ C∞(TM)} and Gt -conformal forms {θt ∈�2

T(M)} with constant conformal
weights rt and st , and

(7-14) [Ricφt −dφt ut − θt ,Gt ] = 0,

where φt = γ + dbt . The family is a gradient Ricci Lax soliton if furthermore there
is f ∈ C∞(M) such that

{
ut = −

1
2 Gt(d f )

}
.

Notice that Gt(d f )= gradt f + ιgradt f bt , where gradt f is the gradient of f with
respect to gt . When st = 0, the gradient Ricci Lax soliton equation is then equivalent
to the system

(7-15)

{
Rct −

1
4φ

2
t + Hesst f = rt gt ,

d∗φt + ιgradt f φt = 0,

where Hesst f is the Hessian of f with respect to the Levi-Civita connection of gt .
When rt ≡ r is a constant function independent of t , the system (7-15) is exactly
the generalized Ricci soliton equation ([3] and references therein).

7D. Bismut–Ricci Lax flow. Even though Ricφ,B is neither symmetric nor skew-
symmetric, it satisfies (7-4), and thus can be used to define a Lax flow for generalized
metrics. In (7-11), taking Ricφ,B as the Lax operator leads to the Bismut–Ricci
Lax flow:

(7-16) d
dt

Gt = [Ricφt ,B,Gt ].
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Since Rcφ,B has the same mixed components as Rcφ,G, i.e.,

[Ricφ,G,G] = [Ricφ,B,G]

by Theorem 7.14, (7-16) is equivalent to (7-12), so they generate the same flow for
the generalized metric [35]. The Ricφ,B-differential of

∆φt ,B takes a particularly
simple form.

Proposition 7.17. Fix X, Y, Z ∈ C∞(T M) and x ∈ C∞(TM), with π(x)= X. Let
Y, Z ∈ C∞(T M) and yt

±
= st

±
(Y ), zt

±
= st

±
(Z). Then

(7-17) Gt((δRicφ,B
∆φt ,B

x )yt
±
, zt

±
)= −gt

(
Y, d

dt
∇

±φt
X Z

)
.

Proof. Only the case for C t
+

is shown here, and the case for C t
−

is similar:

Gt

( d
dt
(
∆φt ,B

x )yt
+
, zt

+

)
=

d
dt

[Gt(
∆φt ,B

x yt
+
, zt

+
)] − Gt

(∆φt ,B
x

[ d
dt
(bt + gt)Y

]
, zt

+

)
− Gt

(∆φt ,B
x yt

+
,

d
dt
(bt + gt)Z

)
= gt

( d
dt

∇
+φt
X Y, Z

)
+ [X Rc−φ

t (Y, Z)− Rc−φ
t (Y,∇+φt

X Z)− Rc−φ
t (∇

+φt
X Y, Z)],

where the final equality follows from (7-12) together with the fact that
∆φt ,B

preserves Gt . Next, (4-15) implies that

Gt([Ricφt ,B
t ,

∆φt ,B
x ]yt

+
, zt

+
)

= Gt(Ricφt ,B
t

∆φt ,B
x yt

+
−

∆φt ,B
x Ricφ,Bt yt

+
, zt

+
)

= Rcφt ,B
t (

∆φt ,B
x yt

+
, zt

+
)− X Rcφt ,B

t (yt
+
, zt

+
)+Rcφt ,B

t (yt
+
,
∆φt ,B

x zt
+
)

= −X Rc+φt
t (Y, Z)+ Rc+φt

t (Y,∇+φt
X Z)+ Rc+φt

t (∇
+φt
X Y, Z).

Combining the results above and applying (7-12) again lead to

Gt((δRicφ,B
∆φt ,B

x )yt
±
, zt

±
)

= gt

( d
dt

∇
+φt
X Y, Z

)
−

[
X

( d
dt

gt

)(
Y, Z

)
−

( d
dt

gt

)(
Y,∇+φt

X Z
)

−

( d
dt

gt

)(
∇

+φt
X Y, Z

)]
= −gt

(
Y, d

dt
∇

+φt
X Z

)
,

where the last equality follows from the fact that ∇
+φt preserves gt for all t . □

Consider a smooth family of generalized almost Hermitian structures (M, γ ;

Gt , Jt), where Gt is a solution to the Bismut–Ricci Lax flow (7-16). By Lemma 7.2,
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the Ricφ,B-differential δRicφ,BJt preserves the Gt -eigenbundles. Following compu-
tations similar to those in Proposition 7.17 leads to

(7-18) Gt((δRicφ,BJt)y±, z±)= −gt

(
Y,

( d
dt

I t
±

)
Z
)
.

Set Jt
−

:= Gt J
t . Then

δRicφ,BJt
−

= (δRicφ,BGt)J
t
+ Gt(δRicφ,BJt)= Gt(δRicφ,BJt).

This implies that Jt solves the following Lax flow (7-19), in which case so does Jt
−

,
if and only if I t

±
are constant almost complex structures:

(7-19) d
dt

Jt
= [Ricφt ,B, Jt

].

In terms of the 2-forms ω±, (7-19) is equivalent to the following simultaneous
almost Hermitian Ricci flows:

(7-20)
( d

dt
ωt

±

)
(X, Y )= 2 Rc(X, I t

±
Y )− 1

2φ
2
t (X, I t

±
Y ),

where X, Y ∈ C∞(T M). It has the classical Kähler–Ricci flow as a special case.

Example 7.18. Take a family of classical Kähler structures (gt , I, ωt), and set

Jt
=

[
I 0
0 −I ∗

]
and Jt

−
=

[
0 −ω−1

t
ωt 0

]
.

The generalized Bismut connections, as well as the G-adapted connections, are
simply the lift of the Levi-Civita connections for gt . Let X, Y ∈ T M . Since φ = 0,
(7-20) becomes ( d

dt
ωt

)
(X, Y )= 2 Rct(X, I Y )= −2ρt(X, Y ),

where ρt(X, Y )= Rct(I X, Y ) is the Ricci form. Thus (7-19) recovers exactly the
equation for the classical Kähler–Ricci flow.

Acknowledgements. I would like to thank Spiro Karigiannis for helpful discussions
and enlightening questions, and Yucong Jiang for pointing out references [37; 38].
Thanks also to the referee for suggestions that much improved the presentation.
This research was partially supported by the NSERC Discovery Grant RGPIN-2019-
05899.

References

[1] I. Agricola and T. Friedrich, “A note on flat metric connections with antisymmetric torsion”,
Differential Geom. Appl. 28:4 (2010), 480–487. MR Zbl

[2] A. Alekseev, H. Bursztyn, and E. Meinrenken, “Pure spinors on Lie groups”, pp. 131–199 in
From probability to geometry, I, Astérisque 327, 2009. MR Zbl

https://doi.org/10.1016/j.difgeo.2010.01.004
http://msp.org/idx/mr/2651537
http://msp.org/idx/zbl/1201.53052
http://msp.org/idx/mr/2642360
http://msp.org/idx/zbl/1251.53052


DIFFERENTIAL CALCULUS FOR GENERALIZED GEOMETRY 75

[3] V. Apostolov, J. Streets, and Y. Ustinovskiy, “Variational structure and uniqueness of generalized
Kähler–Ricci solitons”, Peking Math. J. 6:2 (2023), 307–351. MR Zbl

[4] J.-M. Bismut, “A local index theorem for non-Kähler manifolds”, Math. Ann. 284:4 (1989),
681–699. MR Zbl

[5] K. A. Brakke, The motion of a surface by its mean curvature, Mathematical Notes 20, Princeton
Univ. Press, 1978. MR Zbl

[6] M. P. do Carmo, Riemannian geometry, Birkhäuser, Boston, 1992. MR

[7] Élie Cartan and J. A. Schouten, “On Riemannian manifolds admitting an absolute parallelism”,
Proc. Amsterdam 29 (1926), 933–946. Zbl

[8] Élie Cartan and J. A. Schouten, “On the geometry of the group manifold of simple and semisimple
groups”, Proc. Amsterdam 29 (1926), 803–815. Zbl

[9] T. Friedrich and S. Ivanov, “Parallel spinors and connections with skew-symmetric torsion in
string theory”, Asian J. Math. 6:2 (2002), 303–335. MR Zbl

[10] M. Garcia-Fernandez, “Ricci flow, Killing spinors, and T-duality in generalized geometry”, Adv.
Math. 350 (2019), 1059–1108. MR Zbl

[11] M. Garcia-Fernandez and R. G. Molina, “Futaki invariants and Yau’s conjecture on the Hull–
Strominger system”, 2023. arXiv 2303.05274

[12] M. Garcia-Fernandez and J. Streets, Generalized Ricci flow, University Lecture Series 76, Amer.
Math. Soc., Providence, RI, 2020. MR Zbl

[13] M. Garcia-Fernandez, J. Jordan, and J. Streets, “Non-Kähler Calabi–Yau geometry and pluri-
closed flow”, J. Math. Pures Appl. (9) 177 (2023), 329–367. MR Zbl

[14] R. Goto, “Scalar curvature as moment map in generalized Kähler geometry”, J. Symplectic
Geom. 18:1 (2020), 147–190. MR Zbl

[15] R. Goto, “Scalar curvature and the moment map in generalized Kahler geometry”, 2021. arXiv
2105.13654

[16] A. Gray and L. M. Hervella, “The sixteen classes of almost Hermitian manifolds and their linear
invariants”, Ann. Mat. Pura Appl. (4) 123 (1980), 35–58. MR Zbl

[17] P. A. Griffiths, “Linearizing flows and a cohomological interpretation of Lax equations”, Amer. J.
Math. 107:6 (1985), 1445–1484. MR Zbl

[18] P. Griffiths and J. Harris, Principles of algebraic geometry, Wiley, 1978. MR Zbl

[19] M. Gualtieri, Generalized complex geometry, Ph.D. thesis, University of Oxford, 2003, available
at https://arxiv.org/abs/math/0401221.

[20] M. Gualtieri, “Branes on Poisson varieties”, pp. 368–394 in The many facets of geometry, Oxford
Univ. Press, 2010. MR Zbl

[21] M. Gualtieri, “Generalized complex geometry”, Ann. of Math. (2) 174:1 (2011), 75–123. MR
Zbl

[22] M. Gualtieri, “Generalized Kähler geometry”, Comm. Math. Phys. 331:1 (2014), 297–331. MR
Zbl

[23] R. S. Hamilton, “Three-manifolds with positive Ricci curvature”, J. Differential Geometry 17:2
(1982), 255–306. MR Zbl

[24] N. Hitchin, “Generalized Calabi–Yau manifolds”, Q. J. Math. 54:3 (2003), 281–308. MR Zbl

[25] N. Hitchin, “Generalized holomorphic bundles and the B-field action”, J. Geom. Phys. 61:1
(2011), 352–362. MR Zbl

[26] S. Hu, “On generalized Kähler geometry on compact Lie groups”, 2015. arXiv 1501.00754

https://doi.org/10.1007/s42543-022-00049-x
https://doi.org/10.1007/s42543-022-00049-x
http://msp.org/idx/mr/4619595
http://msp.org/idx/zbl/1519.53079
https://doi.org/10.1007/BF01443359
http://msp.org/idx/mr/1006380
http://msp.org/idx/zbl/0666.58042
http://msp.org/idx/mr/485012
http://msp.org/idx/zbl/0386.53047
http://msp.org/idx/mr/1138207
http://msp.org/idx/zbl/52.0744.02
http://msp.org/idx/zbl/52.0422.04
https://doi.org/10.4310/AJM.2002.v6.n2.a5
https://doi.org/10.4310/AJM.2002.v6.n2.a5
http://msp.org/idx/mr/1928632
http://msp.org/idx/zbl/1127.53304
https://doi.org/10.1016/j.aim.2019.04.038
http://msp.org/idx/mr/3948691
http://msp.org/idx/zbl/1507.53081
http://msp.org/idx/arx/2303.05274
https://doi.org/10.1090/ulect/076
http://msp.org/idx/mr/4284898
http://msp.org/idx/zbl/1489.53001
https://doi.org/10.1016/j.matpur.2023.07.002
https://doi.org/10.1016/j.matpur.2023.07.002
http://msp.org/idx/mr/4629758
http://msp.org/idx/zbl/07731005
https://doi.org/10.4310/JSG.2020.v18.n1.a4
http://msp.org/idx/mr/4088750
http://msp.org/idx/zbl/1436.53059
http://msp.org/idx/arx/2105.13654
http://msp.org/idx/arx/2105.13654
https://doi.org/10.1007/BF01796539
https://doi.org/10.1007/BF01796539
http://msp.org/idx/mr/581924
http://msp.org/idx/zbl/0444.53032
https://doi.org/10.2307/2374412
http://msp.org/idx/mr/815768
http://msp.org/idx/zbl/0585.58028
http://msp.org/idx/mr/507725
http://msp.org/idx/zbl/0408.14001
https://arxiv.org/abs/math/0401221
https://doi.org/10.1093/acprof:oso/9780199534920.003.0018
http://msp.org/idx/mr/2681704
http://msp.org/idx/zbl/1239.53104
https://doi.org/10.4007/annals.2011.174.1.3
http://msp.org/idx/mr/2811595
http://msp.org/idx/zbl/1235.32020
https://doi.org/10.1007/s00220-014-1926-z
http://msp.org/idx/mr/3232003
http://msp.org/idx/zbl/1304.53080
http://projecteuclid.org/euclid.jdg/1214436922
http://msp.org/idx/mr/664497
http://msp.org/idx/zbl/0504.53034
https://doi.org/10.1093/qjmath/54.3.281
http://msp.org/idx/mr/2013140
http://msp.org/idx/zbl/1076.32019
https://doi.org/10.1016/j.geomphys.2010.10.014
http://msp.org/idx/mr/2747007
http://msp.org/idx/zbl/1210.53079
http://msp.org/idx/arx/1501.00754


76 SHENGDA HU

[27] S. Hu and B. Uribe, “Extended manifolds and extended equivariant cohomology”, J. Geom.
Phys. 59:1 (2009), 104–131. MR Zbl

[28] S. Hu, R. Moraru, and R. Seyyedali, “A Kobayashi–Hitchin correspondence for I±-holomorphic
bundles”, Adv. Math. 287 (2016), 519–566. MR Zbl

[29] P. D. Lax, “Integrals of nonlinear equations of evolution and solitary waves”, Comm. Pure Appl.
Math. 21 (1968), 467–490. MR Zbl

[30] J. M. Lee, Introduction to Riemannian manifolds, 2nd ed., Graduate Texts in Mathematics 176,
Springer, 2018. MR Zbl

[31] K.-H. Lee, “The stability of generalized Ricci solitons”, J. Geom. Anal. 33:9 (2023), art. id. 273.
MR Zbl

[32] M. Lübke and A. Teleman, The Kobayashi–Hitchin correspondence, World Sci., 1995. MR Zbl

[33] P. Petersen, Riemannian geometry, 3rd ed., Graduate Texts in Mathematics 171, Springer, 2016.
MR Zbl

[34] J. Streets, “Regularity and expanding entropy for connection Ricci flow”, J. Geom. Phys. 58:7
(2008), 900–912. MR Zbl

[35] J. Streets, “Generalized geometry, T -duality, and renormalization group flow”, J. Geom. Phys.
114 (2017), 506–522. MR Zbl

[36] J. Streets and G. Tian, “Generalized Kähler geometry and the pluriclosed flow”, Nuclear Phys.
B 858:2 (2012), 366–376. MR Zbl

[37] P. Ševera and F. Valach, “Ricci flow, Courant algebroids, and renormalization of Poisson–Lie
T-duality”, Lett. Math. Phys. 107:10 (2017), 1823–1835. MR Zbl

[38] P. Ševera and F. Valach, “Courant algebroids, Poisson–Lie T-duality, and type II supergravities”,
Comm. Math. Phys. 375:1 (2020), 307–344. MR Zbl

[39] Y. Wang, “Toric generalized Kähler structures, III”, J. Geom. Phys. 151 (2020), art. id. 103634.
MR Zbl

Received September 6, 2022. Revised May 9, 2024.

SHENGDA HU

DEPARTMENT OF MATHEMATICS

WILFRID LAURIER UNIVERSITY

WATERLOO, ON
CANADA

shu@wlu.ca

https://doi.org/10.1016/j.geomphys.2008.10.004
http://msp.org/idx/mr/2479266
http://msp.org/idx/zbl/1158.55010
https://doi.org/10.1016/j.aim.2015.09.027
https://doi.org/10.1016/j.aim.2015.09.027
http://msp.org/idx/mr/3422685
http://msp.org/idx/zbl/1327.32041
https://doi.org/10.1002/cpa.3160210503
http://msp.org/idx/mr/235310
http://msp.org/idx/zbl/0162.41103
http://msp.org/idx/mr/3887684
http://msp.org/idx/zbl/1409.53001
https://doi.org/10.1007/s12220-023-01331-9
http://msp.org/idx/mr/4603301
http://msp.org/idx/zbl/1523.53094
https://doi.org/10.1142/2660
http://msp.org/idx/mr/1370660
http://msp.org/idx/zbl/0849.32020
https://doi.org/10.1007/978-3-319-26654-1
http://msp.org/idx/mr/3469435
http://msp.org/idx/zbl/1417.53001
https://doi.org/10.1016/j.geomphys.2008.02.010
http://msp.org/idx/mr/2426247
http://msp.org/idx/zbl/1144.53326
https://doi.org/10.1016/j.geomphys.2016.12.017
http://msp.org/idx/mr/3610057
http://msp.org/idx/zbl/1358.53071
https://doi.org/10.1016/j.nuclphysb.2012.01.008
http://msp.org/idx/mr/2881439
http://msp.org/idx/zbl/1246.53091
https://doi.org/10.1007/s11005-017-0968-5
https://doi.org/10.1007/s11005-017-0968-5
http://msp.org/idx/mr/3690034
http://msp.org/idx/zbl/1378.53095
https://doi.org/10.1007/s00220-020-03736-x
http://msp.org/idx/mr/4082188
http://msp.org/idx/zbl/1440.53092
https://doi.org/10.1016/j.geomphys.2020.103634
http://msp.org/idx/mr/4076960
http://msp.org/idx/zbl/1437.53063
mailto:shu@wlu.ca


PACIFIC JOURNAL OF MATHEMATICS
Vol. 331, No. 1, 2024

https://doi.org/10.2140/pjm.2024.331.77

A NORMAL UNIFORM ALGEBRA THAT FAILS TO BE
STRONGLY REGULAR AT A PEAK POINT

ALEXANDER J. IZZO

Dedicated to Joel Feinstein

We show that there exists a normal uniform algebra, on a compact metriz-
able space, that fails to be strongly regular at a peak point. This answers a
32-year-old question of Joel Feinstein. Our example is R(K ) for a certain
compact planar set K . Furthermore, our example has a totally ordered one-
parameter family of closed primary ideals whose hull is a peak point. We
establish general results regarding lifting ideals under Cole root extensions.
These results are applied to obtain a normal uniform algebra, on a compact
metrizable space, with every point a peak point but again having a totally
ordered one-parameter family of closed primary ideals.

1. Introduction

This paper is devoted to answering questions in the literature regarding strong
regularity of uniform algebras and to establishing general results regarding lifting
ideals under Cole root extensions. Our main goal is to answer the following question
raised by Joel Feinstein [1992, p. 298]. (For definitions of terminology and notation
used in this introduction see Section 2.)

Question 1.1. Does there exist a normal uniform algebra A, on a compact metrizable
space, such that A fails to be strongly regular at some peak point for A?

There are later variations on this question in the literature. With general uniform
algebras replaced by the special class of uniform algebras of the form R(K ) for K
a compact planar set, the question appears in the recent book of Garth Dales and Ali
Ülger [2024, Section 3.6]. Here, as usual, for K a compact set in the complex plane,
R(K ) denotes the uniform closure on K of the holomorphic rational functions with
poles off K . With uniform algebras replaced by the more general class of Banach
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function algebras, the question appears in Feinstein’s paper [1995]. An affirmative
answer to that variation was given by David Blecher and Charles Read [2016].

Part of the interest in Question 1.1, in its original form, comes from its connection
with the 67-year-old question of I. M. Gelfand [1957] whether every natural uniform
algebra on the closed unit interval [0, 1] is trivial. As observed by Feinstein, Donald
Wilken’s proof [1969] that every strongly regular uniform algebra on [0, 1] is trivial
actually shows that every natural uniform algebra on [0, 1] that is strongly regular at
a dense set of peak points is trivial. Consequently, a negative answer to Question 1.1
would imply that every normal uniform algebra on [0, 1] is trivial.

Another reason for interest in Question 1.1 is that Feinstein [1992, Theorem 5.2]
showed that it is equivalent to this question: Does there exist a normal uniform
algebra A, on a compact metrizable space X , such that every point of X is a peak
point for A but A fails to be strongly regular? Another closely related question
which seems not to be explicitly stated in the literature concerns primary ideals
(defined in this context to be those ideals contained in a unique maximal ideal):
Does there exist a uniform algebra A, normal or not, such that every point of the
maximal ideal space of A is a peak point for A, but A has a closed primary ideal that
is not maximal? By a result of Feinstein [2001, Corollary 8], there exist nonnormal
uniform algebras such that every point of the maximal ideal space is a peak point.

We answer Question 1.1, and all of the variations on it discussed above, affirma-
tively by establishing the following theorem.

Theorem 1.2. There exists a normal uniform algebra A, on a compact metrizable
space, such that A fails to be strongly regular at some peak point for A. In fact, A
can be taken to be R(K ) for a certain compact set K in the complex plane.

As already mentioned, Feinstein [1992, Theorem 5.2] showed that the assertion
of the first sentence of this theorem is equivalent to the following assertion.

Corollary 1.3. There exists a normal uniform algebra A, on a compact metrizable
space X , such that every point of X is a peak point for A but A is not strongly
regular.

The inspiration for our proof of Theorem 1.2, which will give considerably
more information than is stated above, comes from the Beurling–Rudin theorem
on the closed ideals in the disc algebra [Rudin 1957] (see also [Hoffman 1962,
pp. 82–89]). Given a compact planar set K contained in the closed unit disc D,
a point λ in K ∩ ∂ D, and a real number ρ ≥ 0, we will denote by I λ

ρ the closed
ideal in R(K ) generated by the function (z − λ) exp

(
ρ z+λ

z−λ

)
. When λ = 1 we will

write Iρ in place of I λ
ρ . When K is the closed unit disc, and hence R(K ) is the

disc algebra, the ideals I λ
ρ , ρ ≥ 0, are precisely the closed primary ideals contained

in the maximal ideal Mλ of functions that vanish at the point λ. Furthermore, for
0 ≤ ρ1 < ρ2 there is the strict inclusion I λ

ρ1
⊋ I λ

ρ2
. Our proof of Theorem 1.2
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essentially amounts to showing that, taking λ = 1 for instance, Robert McKissick’s
construction of the first nontrivial normal uniform algebra [1963] (see also [Stout
1971, Section 27]) can be refined so as to preserve this strict inclusion of ideals.
Using results in [Izzo 2022] we will show that, in addition, the uniform algebra can
be chosen in such a way that the point 1 is the only point where strong regularity
fails. We will thus obtain the following theorem that contains Theorem 1.2. Here,
and throughout the paper, we denote the open unit disc in the complex plane by D,
and given a disc 1, we denote the radius of 1 by r(1).

Theorem 1.4. For each r > 0, there exists a sequence of open discs {Dk}
∞

k=1 such
that

∑
∞

k=1 r(Dk) < r , the point 1 is in the set K = D \
⋃

∞

k=1 Dk , and the following
conditions hold:

(i) R(K ) is normal.

(ii) R(K ) is strongly regular at every point of K \ {1}.

(iii) R(K ) is not strongly regular at the point 1.

Furthermore, the discs {Dk}
∞

k=1 can be chosen in such a way that Iρ1 ⊋ Iρ2 for every
0 ≤ ρ1 < ρ2.

A modification of the proof of Theorem 1.4 will yield the next result, which
shows, in particular, that a normal uniform algebra can fail to be strongly regular at
an uncountable set of peak points.

Theorem 1.5. For each r > 0, there exists a sequence of open discs {Dk}
∞

k=1 such
that

∑
∞

k=1 r(Dk) < r and setting K = D \
⋃

∞

k=1 Dk the following conditions hold:

(i) R(K ) is normal.

(ii) R(K ) is strongly regular at every point of K \ ∂ D.

(iii) There is a set 3⊂ ∂ D whose complement in ∂ D has one-dimensional Lebesgue
measure less than r such that 3 is contained in K and at each point of 3, the
uniform algebra R(K ) fails to be strongly regular.

Furthermore, the discs {Dk}
∞

k=1 can be chosen in such a way that I λ
ρ1
⊋ I λ

ρ2
for every

λ ∈ 3 and every 0 ≤ ρ1 < ρ2.

Note that the uniform algebras in Theorems 1.4 and 1.5, in spite of failing to
be strongly regular, are strongly regular at every nonpeak point. Feinstein and
Matthew Heath [2007, Question 5.8] raised the question of whether there exists
a compact planar set K such that R(K ) is regular and has no nonzero bounded
point derivations, but is not strongly regular. Each of Theorems 1.4 and 1.5 answers
this question affirmatively since for the set K in each of those theorems there are
no nonzero bounded point derivations at the points of K \ ∂ D because R(K ) is
strongly regular at those points, and there are no nonzero point derivations at the
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points of K ∩ ∂ D since those points are peak points for R(K ). In [Izzo 2022] the
author effectively raised the same question but without the regularity hypothesis,
and he promised to give an example answering the question in a future paper. Thus
Theorems 1.4 and 1.5 fulfill that promise.

The next two results show that, as one might expect, Corollary 1.3 can be strength-
ened in ways analogous to how Theorems 1.4 and 1.5 strengthen Theorem 1.2.

Theorem 1.6. There exists a normal uniform algebra B, on a compact metrizable
space X , such that every point of X is a peak point for B but there is a point x0 ∈ X
such that there is a one-parameter family {Hρ : 0 ≤ ρ < ∞} of distinct closed
primary ideals contained in the maximal ideal Mx0 satisfying Hρ1 ⊋ Hρ2 for all
0 ≤ ρ1 < ρ2. Furthermore, B can be taken to have bounded relative units at, and
hence be strongly regular at, every point of X \ {x0}.

Theorem 1.7. There exists a normal uniform algebra B, on a compact metrizable
space X , such that every point of X is a peak point for B but there is an uncountable
subset L of X such that for every x ∈ L there is a one-parameter family {H x

ρ :

0 ≤ ρ < ∞} of distinct closed primary ideals contained in the maximal ideal Mx

satisfying H x
ρ1

⊋ H x
ρ2

for all 0 ≤ ρ1 < ρ2. Furthermore, B can be taken to have
bounded relative units at, and hence be strongly regular at, every point of X \ L.

Feinstein’s proof that Corollary 1.3 is equivalent to the assertion of the first
sentence in Theorem 1.2 used Brian Cole’s method of root extensions. Theorems 1.6
and 1.7 will be derived from Theorems 1.4 and 1.5 also using Cole’s method of
root extensions. However, to do so we will need to prove new results about lifting
ideals under root extensions. There are several examples in the literature in which a
certain object lifts under a root extension as a result of adjoining square roots to only
a restricted collection of functions. For instance in [Feinstein 1992; 1995; 2004;
Feinstein and Heath 2007; Izzo 2022; Izzo and Papathanasiou 2021] square roots
are adjoined only to functions that vanish on a given closed set (or a neighborhood
of the closed set), and consequently a copy of the given closed set is preserved in the
extension. In [Ghosh and Izzo 2023] square roots are adjoined only to functions on
which a given bounded point derivation vanishes, with the result that the bounded
point derivation lifts to the extended uniform algebra. In all these instances, the
functions for which square roots are adjoined come from some (proper) closed
ideal I of the uniform algebra A. We will prove general results regarding such root
extensions. Very roughly, the results say that in this situation, the quotient Banach
algebra A/I is preserved by the extension, and consequently, all the ideals in A
that contain I lift under the extension.

In the next section we define some terminology and notation already used above.
In Section 3 we present some known results that we will need. In Section 4 we
prove that for a normal uniform algebra, strong regularity at a point is a local
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property. Although not strictly necessary for the proofs of Theorems 1.4 and 1.5,
which are presented in Section 5, this result greatly simplifies establishing the
strong regularity assertion in those theorems. In Section 6 we present the theorems
discussed in the previous paragraph regarding lifting ideals under root extensions.
Theorems 1.6 and 1.7 are proved in Section 7.

2. Terminology and notation

Those readers well versed in uniform algebra concepts may wish to skip or skim
this section and refer back to it as needed.

It is to be understood that all sequences, unions, and sums involving an index
extend from 1 to ∞; thus for instance {Dk} means {Dk}

∞

k=1, and
⋃

Dk means⋃
∞

k=1 Dk . If f is a function whose domain contains a subset L , we denote the
restriction of f to L by f |L , and if A is a collection of such functions, we denote
the collection of restrictions of functions in A to L by A|L . The set of positive
integers will be denoted by Z+.

Throughout the paper all spaces will tacitly be required to be Hausdorff. Let X be
a compact space. We denote by C(X) the algebra of all continuous complex-valued
functions on X equipped with the supremum norm ∥ f ∥X = sup{| f (x)| : x ∈ X}. A
uniform algebra on X is a closed subalgebra of C(X) that contains the constants
and separates the points of X . A uniform algebra A on X is said to be

(a) natural if the maximal ideal space of A is X (under the usual identification of
a point of X with the corresponding multiplicative linear functional),

(b) regular on X if for each closed set K0 of X and each point x of X \ K0, there
exists a function f in A such that f (x) = 1 and f = 0 on K0,

(c) normal on X if for each pair of disjoint closed sets K0 and K1 of X , there
exists a function f in A such that f = 1 on K1 and f = 0 on K0.

The uniform algebra A on X is regular or normal if A is natural and is regular
on X or normal on X , respectively. In fact, every regular uniform algebra is normal
[Stout 1971, Theorem 27.2]. Also, if a uniform algebra A is normal on X , then A
is necessarily natural [Stout 1971, Theorem 27.3].

Let A be a uniform algebra on X , and let x ∈ X . We define the ideals Mx and Jx by

Mx = { f ∈ A : f (x) = 0},

Jx = { f ∈ A : f −1(0) contains a neighborhood of x in X}.

More generally, if E is a closed subset of X , we define the ideals ME and JE by

ME = { f ∈ A : f |E = 0},

JE = { f ∈ A : f −1(0) contains a neighborhood of E in X}.
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When it is necessary to indicate with respect to which algebra the ideals are taken,
we will denote the ideals Jx and Mx in the uniform algebra A by Jx(A) and Mx(A).

The uniform algebra A is strongly regular at x if Jx = Mx , and A is strongly
regular if A is strongly regular at every point of X . It was shown by Wilken [1969,
Corollary 1] that every strongly regular uniform algebra is normal.

Let A be a natural uniform algebra and let I be an ideal in A. The hull of I is
the common zero set of the functions in I and is denoted by hull(I ). The ideal I
is said to be local if I ⊃ J (hull(I )). The following result is standard [Dales 2000,
Proposition 4.1.20(iv)].

Theorem 2.1. Every ideal in a normal uniform algebra is local.

Consequently, a normal uniform algebra is strongly regular at a point x if and
only if there is no closed primary ideal properly contained in the maximal ideal Mx .

The uniform algebra A has bounded relative units at x with bound C ≥ 1 if
for each compact subset K of X \ {x}, there exists f ∈ Jx such that f |K = 1 and
∥ f ∥X ≤ C . If A has bounded relative units at every point of X , then A has bounded
relative units.

The point x is said to be a peak point for A if there is a function f in A such
that f (x) = 1 and | f (y)| < 1 for every y ∈ X \ {x}. The point x is said to be a
generalized peak point if for every neighborhood U of x there exists a function f
in A such that f (x) = ∥ f ∥ = 1 and | f (y)| < 1 for every y ∈ X \ U . When the
space X is metrizable the notions of peak point and generalized peak point coincide.

For φ a point in the maximal ideal space of the uniform algebra A, a bounded
point derivation on A at φ is a bounded linear functional d on A satisfying the
identity

d( f g) = d( f )φ(g) + φ( f )d(g)

for all f and g in A. It is standard [Browder 1969, p. 64] that a bounded linear
functional d on A is a bounded point derivation at φ if and only if d annihilates M2

φ

and the constant functions, and hence there exists a bounded point derivation at φ

if and only if M2
φ ̸= Mφ .

3. Preliminaries

In this section we collect various known results that we will need. The reader may
prefer to skip this section and merely refer back to it when the results are used.

As with McKissick’s construction [1963] of the first known nontrivial normal
uniform algebra, our proofs of Theorems 1.4 and 1.5 rely on the following lemma.
(Recall that given a disc 1, we denote the radius of 1 by r(1).)

Lemma 3.1. Let 1 be an open disc in the complex plane with center a and radius
r > 0, and let ε > 0 be given. Then there exist a sequence of open discs {1k}

∞

k=1



A NORMAL UNIFORM ALGEBRA NOT STRONGLY REGULAR AT A PEAK POINT 83

and a sequence of rational functions { f j }
∞

j=1 such that:

(a)
∑

∞

k=1 r(1k) < ε.

(b) The poles of the f j lie in
⋃

∞

k=1 1k .

(c) The sequence { f j } converges uniformly on C \
⋃

∞

k=1 1k to a function that is
identically zero outside 1 and zero free in 1 \

⋃
∞

k=1 1k .

(d)
⋃

∞

k=1 1k ⊂ {z : r − ε < |z − a| < r}.

Condition (d) is not part of the lemma as stated by McKissick but is established
in the paper of Thomas Körner [1986], where a proof of the lemma simpler than
the original one is given.

For the proofs of Theorems 1.4 and 1.5 we will need two recent results [Izzo 2022,
Theorem 1.2 and Lemma 4.2] on strong regularity in R(K ), which we state here.

Theorem 3.2. For each r > 0, there exists a sequence of open discs {Dk}
∞

k=1 such
that

∑
∞

k=1 r(Dk) < r and such that setting K = D \
⋃

∞

k=1 Dk , the uniform algebra
R(K ) is nontrivial and strongly regular.

Lemma 3.3. Given compact sets L ⊂ K ⊂C and given a point x ∈ L , if Jx(R(K ))⊃

Mx(R(K )), then Jx(R(L)) ⊃ Mx(R(L)).

The following three lemmas will be used to prove condition (v) in Theorem 6.9.
The first of these is due to Feinstein and Heath [2007, Lemma 4.3].

Lemma 3.4. Let A be a uniform algebra on X and x ∈ X. Suppose that, for each
compact subset E of X \ {x}, there exists a neighborhood U of x and a function
f ∈ A such that

(i) f |U = 1,

(ii) f |E = 0,

(iii) for each k ∈ Z+ there is a function g ∈ A with g2k
= f .

Then A has bounded relative units at x.

The next lemma is part of a result of Feinstein [1992, Proposition 1.5].

Lemma 3.5. Let A be a uniform algebra on a compact space X , and let x ∈ X. If A
has bounded relative units at x , then x is a generalized peak point for A, and A is
strongly regular at x.

The next lemma, whose elementary proof we omit, is a modification of a lemma
of Feinstein [1992, Lemma 3.5].

Lemma 3.6. Let A be a normal uniform algebra on a compact metrizable space X ,
and let F be a closed subset of X. Then there exists a countable subset F of A
consisting of functions each vanishing identically on a neighborhood of F such that
for each point x ∈ X \ F , and for each compact subset E of X \ {x}, there exists a
neighborhood U of x , and a function f ∈ F such that f |U = 1 and f |E = 0.
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4. Localness of strong regularity

In this section we prove the localness of strong regularity for normal uniform
algebras. The result will be used in the next section to obtain condition (ii) in
Theorems 1.4 and 1.5.

Theorem 4.1. Let A be a normal uniform algebra on a compact space X , and let x0

be a point of X. If there exists a closed neighborhood N of x0 in X such that A|N
is strongly regular at x0, then A is strongly regular at x0.

Proof. Suppose that there exists a closed neighborhood N of x0 in X such that A|N
is strongly regular at x0. Fix f ∈ A satisfying f (x0) = 0, and fix ε > 0. We are
to show that there exists a function g ∈ A such that ∥ f − g∥X < ε and g = 0 on a
neighborhood of x0.

Let L be a closed neighborhood of x0 contained in the interior N ◦ of N . By the
normality of A, there is a function ϕ ∈ A such that ϕ = 1 on L and ϕ = 0 on X \ N ◦.

By the strong regularity of A|N , there is a function h ∈ A|N such that ∥ f −h∥N <

ε/∥ϕ∥N and h = 0 on some closed neighborhood M of x0. There is a sequence (hn)

in A such that hn|N → h uniformly on N .
For each n ∈ Z+, set gn = ϕhn + (1 − ϕ) f . Then each gn is in A. Define a

function g on X by

g =

{
ϕh + (1 − ϕ) f on N ,

f on X \ N .

On X \ N we have gn = f = g. Moreover, gn → g uniformly on X . Thus g is in A.
Furthermore,

∥ f − g∥X = ∥ f − g∥N = ∥ϕ( f − h)∥N ≤ ∥ϕ∥N ∥ f − h∥N < ε.

Finally, g = 0 on the neighborhood L ∩ M of x0. □

5. Proofs of Theorems 1.4 and 1.5

Recall that given a disc 1, we denote the radius of 1 by r(1). We will denote
the distance from 1 to the point 1 by s(1). Explicitly, s(1) = inf{|z − 1| : z ∈ 1}.
We will denote the open disc with center an and radius rn by D(an, rn) and the
corresponding closed disc by D(an, rn).

The following lemma is the key to the proofs of Theorems 1.4 and 1.5.

Lemma 5.1. Fix real numbers 0 ≤ρ1 <ρ2. Let {Dk}
∞

k=1 be a sequence of discs such
that

∑
∞

k=1 r(Dk) exp(2ρ2/s(Dk)) < ∞. Set K = D \
⋃

∞

k=1 Dk . Then Iρ1 ⊋ Iρ2 .

Proof. It is easily shown that the function (z − 1) exp
(
ρ2

z+1
z−1

)
is in Iρ1 , and hence

Iρ1 ⊃ Iρ2 . To prove that the inclusion is strict, we will exhibit a measure on K that
annihilates Iρ2 but does not annihilate the function (z − 1) exp

(
ρ1

z+1
z−1

)
.
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For n ∈ Z+, let Kn = D \
⋃n

k=1 Dk . The boundary of Kn consists of the union
of a finite collection of circular arcs (and possibly some isolated points which can
be ignored), and we can define a measure µn on ∂Kn by requiring that for every
function f ∈ C(Kn) we have∫

f dµn =

∫
∂Kn

f (z) exp
(
−ρ2

z+1
z−1

)
dz.

Let M=
∑

∞

k=1 r(Dk) exp(2ρ2/s(Dk))<∞. Then ∥µn∥≤2π(M+1). Consequently,
{µk}

∞

k=1 has a weak∗-accumulation point µ. Since K =
⋂

Kn , the measure µ is
supported on K . If g is a rational function with no poles on K , then for large values
of n, the function g has no poles on Kn , and by Cauchy’s theorem∫

g(z)(z − 1) exp
(
ρ2

z+1
z−1

)
dµn =

∫
∂Kn

g(z)(z − 1) dz = 0.

Thus ∫
g(z)(z − 1) exp

(
ρ2

z+1
z−1

)
dµ = 0

for every rational function g with no poles on K . It follows that µ annihilates Iρ2 .
To calculate the integral

∫
(z − 1) exp

(
ρ1

z+1
z−1

)
dµ first note that the function

(z −1) exp
(
(ρ1 −ρ2)

z+1
z−1

)
has a single isolated singularity at z = 1, and the residue

there is 2(ρ1 − ρ2)
2 exp(ρ1 − ρ2) since

(z − 1) exp
(

(ρ1 − ρ2)
z + 1
z − 1

)
= (z − 1) exp

(
(ρ1 − ρ2)

(
1 +

2
z − 1

))
= (z − 1) exp

(
(ρ1 − ρ2) +

(
2(ρ1 − ρ2)

z − 1

))
= (z − 1)(exp(ρ1 − ρ2))

(
1 +

2(ρ1 − ρ2)

z − 1
+

1
2

(
2(ρ1 − ρ2)

z − 1

)2

+ · · ·

)
.

For each m, n ∈ Z+, set K m
n = Kn ∪ D

(
1, 1

m

)
. To each n there corresponds an

N (n) ∈ Z+ such that for all m ≥ N (n), the discs D1, . . . , Dn are disjoint from the
disc D

(
1, 1

m

)
. Consequently, letting γm denote the part of ∂ D contained in D

(
1, 1

m

)
,

and letting σm denote the part of ∂ D
(
1, 1

m

)
outside D, we have for all m ≥ N (n) that

∂K m
n = (∂Kn \ γm) ∪ σm .

The integrals∫
γm

(z − 1) exp
(
(ρ1 − ρ2)

z+1
z−1

)
dz and

∫
σm

(z − 1) exp
(
(ρ1 − ρ2)

z+1
z−1

)
dz
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each go to zero as m → ∞ because the lengths of γm and σm go to zero as m → ∞

and the integrands are bounded in modulus by 1
m . Therefore, applying the residue

theorem gives∫
(z − 1) exp

(
ρ1

z+1
z−1

)
dµn =

∫
∂Kn

(z − 1) exp
(
(ρ1 − ρ2)

z+1
z−1

)
dz

= lim
m→∞

∫
∂K m

n

(z − 1) exp
(
(ρ1 − ρ2)

z+1
z−1

)
dz

= 4π i(ρ1 − ρ2)
2 exp (ρ1 − ρ2).

Thus ∫
(z − 1) exp

(
ρ1

z+1
z−1

)
dµ = 4π i(ρ1 − ρ2)

2 exp(ρ1 − ρ2) ̸= 0. □

Proof of Theorem 1.4. By the preceding lemma, it suffices to show that discs {Dk}

can be chosen such that
∑

r(Dk) < r , such that
∑

r(Dk) exp(ν/s(Dk)) < ∞ for
every ν > 0, and such that conditions (i) and (ii) hold. We begin by choosing discs
such that these conditions are satisfied with the (possible) exception of condition (ii),
and then we choose additional discs to achieve condition (ii) in addition.

Choose a sequence {D(an, rn)}
∞

n=1 of closed discs such that:

(a) Each of the discs D(1, 1/j) for j = 1, 2, . . . is in {D(an, rn)}.

(b) The discs D(1, 1/j) for j = 1, 2, . . . are the only discs in {D(an, rn)} that
contain the point 1.

(c) For every ε > 0, every point of D lies in an open disc D(an, rn) with rn < ε.

Then for each n ∈ Z+, the annulus {z : rn/2 < |z − an| < rn} is at some positive
distance δn from the point 1. Set εn = min{2−(n+1)r, 2−ne−n/δn }. For each n ∈ Z+,
choose discs {1n

k }
∞

k=1 in the annulus {z : rn/2 < |z − an| < rn} as in Lemma 3.1
with 1 = D(an, rn) and ε = εn . Then

∑
∞

n=1
∑

∞

k=1 r(1k
n) < r/2. Now let ν > 0 be

arbitrary. For each n ∈ Z+ we have
∞∑

k=1

r(1n
k ) exp(ν/s(1n

k )) < εn exp(ν/δn).

Thus, in particular,
∑

∞

k=1 r(1n
k ) exp(ν/s(1n

k )) < ∞. Furthermore, for all n > ν,
we have

∞∑
k=1

r(1n
k ) exp(ν/s(1n

k )) < εn exp(n/δn) ≤ 2−n.

Consequently,
∑

∞

n=1
∑

∞

k=1 r(1n
k ) exp(ν/s(1n

k )) < ∞.
Set

K1 = D \

∞⋃
n=1

∞⋃
k=1

1n
k .
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Then R(K1) is regular, and hence normal, for given a closed set L ⊂ K1 and a point
x ∈ K1 \ L , there is some D(an, rn) that contains x and is disjoint from L , and
hence, by the choice of the discs {1n

k }, there is a function in R(K1) that vanishes
on L but not at x .

To achieve the strong regularity at points different from 1 we will use Theorem 3.2
together with Theorem 4.1 on the localness of strong regularity. Choose a countable
collection of open discs {Bn} that covers K1 \ {1} such that none of the closed
discs Bn contains the point 1. Let αn denote the distance from Bn to the point 1.
Set ε̃n = min{2−(n+1)r, 2−ne−n/αn }. Since in Theorem 3.2 the open unit disc can,
of course, be replaced by any open disc, there exists a sequence of open discs {1̃n

k }

such that
∑

∞

k=1 r(1̃n
k ) < ε̃n and such that setting

K n
2 = Bn \

∞⋃
k=1

1̃n
k ,

the uniform algebra R(K n
2 ) is strongly regular. Note that

∑
∞

n=1
∑

∞

k=1 r(1̃n
k ) < r/2

and
∑

∞

n=1
∑

∞

k=1 r(1̃n
k ) exp(ν/s(1̃n

k

)
< ∞ for every ν > 0 by a computation that

is identical to an earlier one.
Now let {Dk} be an enumeration of the collection of discs {1n

k }
∞

k,n=1 ∪{1̃n
k }

∞

k,n=1,
and set K = D \

⋃
Dk . Of course

∑
r(Dk) < r , and

∑
r(Dk) exp(ν/s(Dk)) < ∞

for every ν > 0. The uniform algebra R(K ) is normal because K is contained
in K1 and R(K1) is normal. Consider an arbitrary point x0 ∈ K \ {1}, and choose a
disc Bn0 , from the collection {Bn}, that contains x0. Then R(K ∩ Bn0) is strongly
regular by Lemma 3.3 because K ∩ Bn0 is contained in K n0

2 and R(K n0
2 ) is strongly

regular. Furthermore, R(K )|(K ∩ Bn0) = R(K ∩ Bn0). Thus Theorem 4.1 shows
that R(K ) is strongly regular at x0. □

Proof of Theorem 1.5. Since the proof is similar to the proof of Theorem 1.4, we
merely indicate the modifications needed. For the discs {D(an, rn)}, we discard
conditions (a) and (b) and instead require that each disc D(an, rn) is either centered at
a point of ∂ D or else is contained in D, and we retain condition (c). Let 0 denote the
set of n such that an is in ∂ D. For each n ∈0, choose a number γn > 0 in such a way
that the intersection with ∂ D of the union of the annuli {z :rn−γn < |z−an|<rn+γn}

has one-dimensional Lebesgue measure less than r . Let 3 be the complement
of that union in ∂ D. Choose, for each n ∈ Z+, a positive number r ′

n such that
rn − γn < r ′

n < rn . Then the annulus {z : r ′
n < |z − an| < rn} is at a positive

distance δn from 3. To establish everything except condition (ii), we choose discs
{1n

k } in the annulus {z : r ′
n < |z −an| < rn} as in Lemma 3.1 arguing as in the proof

of Theorem 1.4, but with distance s(1n
k ) to 1 replaced by distance to 3.

To get condition (ii), we argue essentially as in the proof of Theorem 1.4 except
that for the collection {Bn} we take the collection

{
D

(
0, 1−

1
n

)
: n = 2, 3, . . .

}
, and

we again replace distance to 1 by distance to 3. □
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6. Root extensions and ideals

In this section we prove results about systems of root extensions and ideals which
we will use in the next section to prove Theorems 1.6 and 1.7. We present the results
in greater generality than we will need because we believe they are of interest in
their own right and are likely to have further applications.

Cole’s method of root extensions [1968] (see also [Stout 1971, Section 19])
involves an iterative process. We begin by discussing a single step of the iteration.

Let A be a uniform algebra on a compact space X , and let F be a (nonempty)
subset of A. Endow CF with the product topology. Let p1 : X × CF

→ X
and p f : X × CF

→ C denote the projections given by p1(x, (zg)g∈F ) = x and
p f (x, (zg)g∈F ) = z f . Define XF ⊂ X × CF by

XF = {y ∈ X × CF
: (p f (y))2

= f (p1(y)) for all f ∈ F },

and let AF be the uniform algebra on XF generated by the set of functions
{ f ◦ p1 : f ∈ A} ∪ {p f : f ∈ F }. On XF we have p2

f = f ◦ p1 for every f ∈ F .
Set π = p1|XF , and note that π is surjective. There is an isometric embedding
π∗

: A → AF given by π∗( f ) = f ◦ π .
We call the uniform algebra AF or the pair (AF , XF ), the F -extension of A,

and we call π the associated surjection. Note that if X is metrizable and F is
countable, then XF is metrizable also. Given x ∈ X , if F is contained in Mx , then
the set π−1(x) consists of a single point.

There is an operator S : AF → π∗(A) given by integrating over the fibers of π

using the measure on each fiber that is invariant under the obvious action of (Z/2)F

on each fiber. See [Cole 1968] or [Stout 1971, pp. 194–195] for details. Rather
than working with S, we will use the operator T : AF → A obtained from S by
identifying π∗(A) with A. The following properties of T are almost obvious.

Lemma 6.1.

(i) ∥T ∥ = 1.

(ii) T ◦ π∗ is the identity.

(iii) Given distinct functions f1, . . . , fr ∈ F and a function f ∈ A,

T (π∗( f )p f1 · · · p fr ) = 0.

One can iterate the above extension process. This leads to the notion of a system
of root extensions, which we next define.

Henceforth, τ will be a fixed infinite ordinal. A system of root extensions is a
triple of indexed sets ({Aα}, {Xα}, {πα,β}) (0 ≤ α ≤ β ≤ τ) (denoted for brevity
by {Aα}0≤α≤τ ) where each Xα is a compact space, each Aα is a uniform algebra
on Xα, and each πα,β is a continuous surjective map πα,β : Xβ → Xα such that
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the following conditions hold:

(i) The equation π∗

α,β( f ) = f ◦ πα,β defines a homomorphism of Aα into Aβ .

(ii) For α ≤ β ≤ γ , πα,β ◦ πβ,γ = πα,γ , and πα,α is the identity on Xα.

(iii) For α < τ , there is a subset Fα of Aα such that Aα+1 is the Fα-extension
of Aα and πα,α+1 is the associated surjection.

(iv) For γ a limit ordinal, the space Xγ is the inverse limit of the inverse system
{Xα, πα,β}α≤β<γ , the maps πα,γ : Xγ → Xα are those associated with the
inverse limit, and Aγ is the closure in C(Xγ ) of

⋃
α<γ

π∗
α,γ (Aα).

The existence of systems of root extensions is of course proved by transfinite
induction. A choice of the subsets Fα uniquely determines a system of root
extensions.

Remark 6.2. It follows trivially from conditions (i) and (ii) that for α ≤ β ≤ γ ,
π∗

β,γ ◦ π∗

α,β = π∗
α,γ , and π∗

α,α is the identity on Aα.

Given a uniform algebra A on X , a uniform algebra Ã on X̃ , and a surjective
continuous map π̃ : X̃ → X , we will say that Ã and π̃ are obtained from A by a system
of root extensions if there exists a system of root extensions ({Aα}, {Xα}, {πα,β})

(0 ≤ α ≤ β ≤ τ) with A0 = A, Aτ = Ã, and π0,τ = π̃ .
The following is [Feinstein 1992, Corollary 2.9].

Lemma 6.3. Given a system of root extensions {Aα}0≤α≤τ , if A0 is normal, then
Aα is normal for all α.

For a system of root extensions {Aα}0≤α≤τ , Cole introduced certain surjective
linear operators Tβ : Aβ → A0. It will be helpful for us to introduce, more generally,
operators Tα,β : Aβ → Aα for every α ≤ β.

Lemma 6.4. Given a system of root extensions {Aα}0≤α≤τ there exists a system
of surjective linear operators {Tα,β : Aβ → Aα}0≤α≤β≤τ such that the following
conditions hold for all 0 ≤ α ≤ β ≤ γ ≤ τ :

(a) Tα,α is the identity operator on Aα.

(b) ∥Tα,β∥ = 1.

(c) Tα,β ◦ Tβ,γ = Tα,γ .

(d) Tα,β ◦ π∗

α,β is the identity on Aα.

(e) Tα,γ ◦ π∗

β,γ = Tα,β .

(f) Tβ,γ ◦ π∗
α,γ = π∗

α,β .

Proof. First note that condition (d) is an immediate consequence of conditions
(a) and (e), note that condition (f) is an immediate consequence of condition (d)
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and Remark 6.2, and note that the surjectivity of the operators {Tα,β} follows from
condition (d). Thus it suffices to show that the operators {Tα,β} can be chosen to
satisfy conditions (a), (b), (c), and (e). We will apply transfinite induction on β

with α fixed to obtain operators {Tα,β} satisfying conditions (a), (b), and (e), and
then observe that these operators satisfy condition (c) also.

The operator Tα,α is specified. Consider α ≤ β ≤ τ , and assume as the induction
hypothesis that operators Tα,δ have been defined for all α ≤ δ < β in such a way
that conditions (a), (b), and (e) hold. If β = δ + 1 for some δ, then Aβ is the
Fδ-extension of Aδ . Let T : Aβ → Aδ be the operator discussed in the paragraph
immediately preceding Lemma 6.1, set Tα,β = Tα,δ ◦ T , and verify that conditions
(a), (b), and (e) continue to hold. If β is a limit ordinal, define an operator T̃α,β on
the dense subspace

⋃
α≤δ<β π∗

δ,β(Aδ) of Aβ by

T̃α,β(π∗

δ,β f ) = Tα,δ f for f ∈ Aδ.

Condition (e) ensures that T̃α,β is well defined, i.e., if f1 ∈ Aδ1 and f2 ∈ Aδ2 satisfy
π∗

δ1,β
f1 = π∗

δ2,β
f2, then Tα,δ1 f1 = Tα,δ2 f2. Furthermore, ∥T̃α,β∥ = 1, so T̃α,β has a

unique continuous extension to an operator on Aβ , which we declare to be Tα,β .
Conditions (a), (b), and (e) continue to hold. Thus the existence of operators
{Tα,β}0≤α≤β≤τ satisfying conditions (a), (b), and (e) is established.

To verify that the operators we have defined satisfy condition (c), fix α and β,
and apply transfinite induction on γ . □

Lemma 6.5. If π−1
α,β(x) consists of a single point, then (Tα,β f )(x) = f (π−1

α,β(x))

for each function f ∈ Aβ .

Proof. For fixed α, apply transfinite induction on β. □

We will need the following functional analysis lemma, whose elementary proof
we omit.

Lemma 6.6. Let X be a Banach space, let Y be a closed subspace of X , let I be a
closed subspace of Y , and let S : X → X be a norm 1 projection of X onto Y . Then
the map S̃ : X/S−1(I ) → X/I induced by S is an isometry.

The next lemma is the key to the proofs of our results on root extensions and
ideals. Its proof is similar to the proof of [Ghosh and Izzo 2023, Lemma 4.1], which
is essentially the special case in which the closed ideal I arises from a bounded
point derivation. In the lemma, T : AF → A is the operator in Lemma 6.1.

Lemma 6.7. Let A be a uniform algebra on a compact space X , let I be a closed
ideal in A, and let φ : A → A/I denote the quotient map. Let F be a subset
of I . Then in the F -extension AF of A the set IF = T −1(I ) is a closed ideal, and
the map φ ◦ T : AF → A/I is a Banach algebra homomorphism that induces an
isometric Banach algebra isomorphism of AF/IF onto A/I .
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Proof. For notational convenience set 8 = φ ◦ T . Then 8 is a linear map with
kernel IF . Therefore, if 8 is multiplicative, i.e., if it satisfies

(1) 8( f g) = 8( f )8(g)

for all f, g ∈ AF , then 8 is a Banach algebra homomorphism, IF is an ideal in AF ,
and identifying A with the subspace π∗(A) of AF and applying Lemma 6.6 shows
that the induced Banach algebra isomorphism of AF/IF onto A/I is isometric.
Thus it suffices to show that 8 satisfies (1) for all f, g ∈ AF . Moreover, it is
enough to verify (1) for f and g belonging to the dense subalgebra H of AF that
is algebraically generated by π∗(A) ∪ {p f : f ∈ F }. Functions f and g in H can
be expressed in the form

f = π∗( f0) +

s∑
u=1

π∗( fu)Fu and g = π∗(g0) +

t∑
v=1

π∗(gv)Gv,

where f0, f1, . . . , fs, g0, g1, . . . , gt ∈ A and each Fu and each Gv is a nonempty
product of distinct functions of the form p f for f ∈ F .

By Lemma 6.1, T f = f0 and T g = g0, so

8( f ) = (φ ◦ T )( f ) = φ( f0) and 8(g) = (φ ◦ T )(g) = φ(g0).

Since φ( f0g0) = φ( f0)φ(g0), the proof will be complete once we show that
8( f g) = φ( f0g0).

View f g as a sum of four terms:

f g = π∗( f0g0) +

( s∑
u=1

π∗( fug0)Fu

)
+

( t∑
v=1

π∗( f0gv)Gv

)
+

( s∑
u=1

t∑
v=1

π∗( fugv)FuGv

)
.

By Lemma 6.1,

T (π∗( f0g0)) = f0g0,(2)

T
( s∑

u=1

π∗( fug0)Fu

)
= 0,(3)

T
( t∑

v=1

π∗( f0gv)Gv

)
= 0.(4)

Now for fixed u and v, consider T (π∗( fugv)FuGv). We have Fu = p f1 · · · p fa and
Gv = pg1 · · · pgb where f1, . . . , fa are distinct elements of F and g1, . . . , gb are
also distinct elements of F . Note that each of the sets { f1, . . . , fa} and {g1, . . . , gb}
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is necessarily nonempty. If { f1, . . . , fa} = {g1, . . . , gb}, then FuGv = p2
f1

· · · p2
fa

=

π∗( f1 · · · fa), and hence, by Lemma 6.1(ii),

(φ ◦ T )(π∗( fugv)FuGv) = (φ ◦ T )(π∗( fugv f1 · · · fa)) = φ( fugv f1 · · · fa);

the last quantity above is zero because f1, . . . , fa belong to the ideal I . If instead
{ f1, . . . , fa} ̸={g1, . . . , gb}, then FuGv can be expressed as the product of a possibly
empty set of elements of π∗(A) and a nonempty set of functions ph1, . . . , phc

with h1, . . . , hc ∈ { f1, . . . , fa, g1, . . . , gb}; consequently, T (π∗( fugv)FuGv) = 0
by Lemma 6.1(iii). We conclude that

(5) (φ ◦ T )

( s∑
u=1

t∑
v=1

π∗( fugv)FuGv

)
= 0.

Collectively, (2)–(5) yield that

8( f g) = (φ ◦ T )( f g) = φ( f0g0),

as desired. □

Finally we come to the theorems of this section.

Theorem 6.8. Let ({Aα}, {Xα}, {πα,β}) (0 ≤ α ≤ β ≤ τ) be a system of root
extensions. Let I0 be a closed ideal in A0, and set S0 = hull(I0). For every 0 ≤α ≤ τ ,
set Iα = T −1

0,α (I0) and Sα = π−1
0,α(S0). Suppose that Iα ⊃ Fα for every 0 ≤ α < τ .

Then, for every 0 ≤ α ≤ τ :

(i) π0,α takes Sα homeomorphically onto S0.

(ii) π∗

0,α induces in the obvious way an isometric isomorphism of A0|S0 onto Aα|Sα .

(iii) Iα is a closed ideal in Aα such that hull(Iα) = Sα, such that Iα ∩ π∗

0,α(A0) =

π∗

0,α(I0), and such that Aα/Iα is isometrically isomorphic as a Banach algebra
to A0/I0. Consequently, there is an order-preserving bijective correspondence
between the closed ideals of Aα containing Iα and the closed ideals of A0

containing I0.

Proof. By a simple transfinite induction, one shows simultaneously that the hy-
potheses imply that every function in Iα, and hence every function in Fα, is zero
on Sα , and that π0,α takes Sα one-to-one onto S0. Since π0,α is continuous and Sα

is compact, condition (i) follows.
Given f ∈ A0, the restriction of π∗

0,α( f ) = f ◦ π0,α to π−1
0,α(S0) = Sα depends

only on the restriction of f to S0, so π∗

0,α induces a map of A0|S0 into Aα|Sα that
is obviously isometric. Given g ∈ Aα, Lemma 6.5 shows that π∗

0,α(T0,αg)|Sα = g,
so the map is onto. Thus condition (ii) holds.
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We have already noted that every function in Iα is zero on Sα. Since for every
point x of Xα \ Sα there is a function f ∈ I0 such that π∗

0,α( f ), a function in Iα , is
nonzero at x , this gives that hull(Iα) = Sα.

The equality Iα ∩ π∗

0,α(A0) = π∗

0,α(I0) follows immediately from Lemma 6.4(d).
It remains to show, for each α, that Iα is an ideal in Aα and that Aα/Iα and A0/I0

are isometrically isomorphic as Banach algebras. Let φ : A0 → A0/I0 denote the
quotient map. Assume for the moment that the map φ ◦ T0,α : Aα → A0/I0 is
a Banach algebra homomorphism for every α. Then since Iα = ker(φ ◦ T0,α), it
follows that Iα is an ideal in Aα, and that the induced map Aα/Iα → A0/I0 is a
Banach algebra isomorphism. Identifying A0 with the subspace π∗

0,α(A0) of Aα and
applying Lemma 6.6 shows that this isomorphism is an isometry. Thus to complete
the proof it suffices to show that the map φ ◦ T0,α : Aα → A0/I0 is indeed a Banach
algebra homomorphism for every α.

We apply transfinite induction. Consider 0 ≤ β ≤ τ , and assume as the induction
hypothesis that φ ◦T0,α is a Banach algebra homomorphism for every α < β. When
β = 0, nothing needs to be proved. If β is a limit ordinal, then it is immediate
from the induction hypothesis that the restriction of φ ◦ T0,β to the dense subset⋃

α<β π∗

α,β(Aα) of Aβ is an algebra homomorphism, and hence, φ◦T0,β is a Banach
algebra homomorphism by continuity. Now suppose instead that β = γ + 1 for
some γ . The map φ ◦ T0,γ is a Banach algebra homomorphism by the induction
hypothesis. Consequently, Iγ is a closed ideal in Aγ . Let φγ : Aγ → Aγ /Iγ denote
the quotient map, and let ιγ : Aγ /Iγ → A0/I0 denote the Banach algebra isomor-
phism induced by φ ◦ T0,γ . By Lemma 6.7, the map φγ ◦ Tγ,γ+1 : Aγ+1 → Aγ /Iγ
is a Banach algebra homomorphism. Now consider the following commutative
diagram:

Aγ+1 Aγ A0

Aγ+1/Iγ+1 Aγ /Iγ A0/I0

Tγ,γ+1

T0,γ+1

T0,γ

φγ φ

ιγ

Observe that the map φ ◦ T0,γ+1 : Aγ+1 → A0/I0 coincides with the composition
of the Banach algebra homomorphisms φγ ◦ Tγ,γ+1 and ιγ and hence is itself a
Banach algebra homomorphism, as desired. □

By suitable choice of system of root extensions we will obtain the following as a
corollary.

Theorem 6.9. Let A be a uniform algebra on a compact space X , let I be an ideal
in A, and set S = hull(I ). Then there exists a uniform algebra Ã on a compact
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space X̃ and a surjective continuous map π̃ : X̃ → X , obtained from A by a system
of root extensions, and there exists an ideal Ĩ in Ã such that setting S̃ = π̃−1(S)

conditions (i)–(iii) of Theorem 6.8 hold with Ã, X̃ , Ĩ , S̃, and π̃ in place of Aα, Xα,
Iα, Sα, and π0,α, respectively, and such that furthermore:

(iv) Every function in Ĩ has a square root in Ĩ .

(v) If A is normal, then Ã is normal and has bounded relative units at every point
of X̃ \ S̃, and hence every point of X̃ \ S̃ is a generalized peak point for Ã.

If X is metrizable, then, in addition, we can take X̃ to be metrizable provided we
replace condition (iv) by:

(iv′) There is a dense subset F of Ĩ such that every function in F has a square root
in F .

Proof. Using Theorem 6.8 and transfinite induction, it is easily shown that there is a
system of root extensions satisfying the conditions of Theorem 6.8 with τ = � (the
first uncountable ordinal) and Fα = Iα for every 0 ≤ α < �. Set Ã = A�, X̃ = X�,
Ĩ = I�, etc. Then conditions (i)–(iii) hold with Ã, X̃ , Ĩ , . . . in place of Aα, Xα,
Iα, . . . , respectively, by Theorem 6.8.

Given f ∈ Ĩ = I�, there is some α < � and some g ∈ Aα such that f = π∗

α,�g.
By construction and Lemma 6.1(iii), π∗

α,α+1g = h2 for some h ∈ Aα+1 such that

(6) Tα,α+1h = 0.

Now
(π∗

α+1,�h)2
= π∗

α+1,�h2
= π∗

α+1,�π∗

α,α+1g = π∗

α,�g = f.

Furthermore, by Lemma 6.4 and (6),

T0,�(π∗

α+1,�h) = (T0,α+1 ◦ Tα+1,�)(π∗

α+1,�h) = T0,α+1h = T0,α ◦ Tα,α+1h = 0,

so π∗

α+1,�h is in Ĩ . Thus every function in Ĩ has a square root in Ĩ .
Now suppose that A is normal. Then, by Lemma 6.3, Ã is normal. Consequently,

given a point x̃ ∈ X̃ \ S̃ and a compact subset E of X̃ \ {x̃}, Theorem 2.1 ensures
that there is a function in Ĩ that is one on a neighborhood of x̃ and zero on E .
Therefore, Ã has bounded relative units at x̃ by Lemma 3.4. The final assertion of
condition (v) follows by Lemma 3.5.

All that remains is to prove the last sentence of the theorem. From now on suppose
that X is metrizable. Using Theorem 6.8 and induction, it is easily shown that
there is a system of root extensions satisfying the conditions of Theorem 6.8 with
τ = ω (the first infinite ordinal) and with the property that, for every 0 ≤ α < ω, the
collection Fα is a countable dense subset of Iα such that for every function f ∈ Fα

the function π∗

α,α+1 f is the square of a function in Fα+1. Furthermore, if A is
normal, then Lemma 3.6 and Theorem 2.1 show that we can, and therefore we shall,
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choose Fα such that, setting Sα = π−1
0,α(S), we have that for each point x ∈ Xα \ Sα ,

and for each compact subset E of Xα \{x}, there exists a neighborhood U of x , and
a function f ∈ Fα such that f |U = 1 and f |E = 0. Set Ã = Aω, X̃ = Xω, Ĩ = Iω,
etc. Then X̃ is metrizable. Furthermore, conditions (i)–(iii) hold with Ã, X̃ , Ĩ , . . .

in place of Aα, Xα, Iα, . . . , respectively, by Theorem 6.8.
We will establish condition (iv′) with F =

⋃
α<ω π∗

α,ω(Fα). First we show that
every function in F has a square root in F . Given f ∈ F , there is some α < ω

and some g ∈ Fα such that f = π∗
α,ωg. By construction, π∗

α,α+1g = h2 for some
h ∈ Fα+1. Then π∗

α+1,ωh is in F , and by Remark 6.2

(π∗

α+1,ωh)2
= π∗

α+1,ωh2
= π∗

α+1,ωπ∗

α,α+1g = π∗

α,ωg = f,

so f has a square root in F .
Next we show that F is contained in Ĩ . Let f , α, and g be as in the previous

paragraph. Then, by Lemma 6.4,

T0,ω f = T0,ωπ∗

α,ωg = T0,αTα,ωπ∗

α,ωg = T0,αg,

and T0,αg is in I because g is in Fα ⊂ Iα = T −1
0,α (I ). Thus f is in Ĩ , as desired.

To prove the density of F in Ĩ , first note that π∗
α,ω(Fα) is dense in π∗

α,ω(Iα), so it
suffices to show that

⋃
α<ω π∗

α,ω(Iα) is dense in Ĩ . Fix f ∈ Ĩ and ε > 0 arbitrary. We
will show that ∥π∗

α,ω(Tα,ω f )− f ∥ < ε for some α < ω. Since T0,α(Tα,ω f ) = T0,ω f
is in I , the function Tα,ω f is in Iα, so this will establish the desired density.

By the definition of Ã = Aω, there exists α < ω and a ∈ Aα such that

(7) ∥ f − π∗

α,ωa∥ < ε/2.

Then
∥(π∗

α,ω ◦ Tα,ω)( f ) − (π∗

α,ω ◦ Tα,ω)(π∗

α,ωa)∥ < ε/2.

Since Tα,ω ◦ π∗
α,ω is the identity, this gives

(8) ∥(π∗

α,ω ◦ Tα,ω)( f ) − π∗

α,ωa∥ < ε/2.

From (7) and (8) we get

∥(π∗

α,ω ◦ Tα,ω)( f ) − f ∥ < ε.

This concludes the proof of condition (iv′).
If A is normal, then a simple argument shows that our choice of the Fα ensures

that for every point x̃ ∈ X̃ \ S̃ and every compact subset E of X̃ \ {x̃}, there exists
a neighborhood U of x̃ and a function f ∈ F such that f |U = 1 and f |E = 0.
Consequently, condition (v) can be proven in the same manner as was done earlier
when we took Fα = Iα. □
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7. Normal peak point algebras that are not strongly regular

In this section we prove Theorems 1.6 and 1.7.

Proof of Theorem 1.6. Set A = R(K ) with K as in Theorem 1.4, and set I = J1.
Then let B be the uniform algebra Ã obtained by applying Theorem 6.9 taking X̃
to be metrizable. Let x0 be the unique point of π̃−1(1). The uniform algebra B is
normal. Also B has bounded relative units at every point of X̃ \ {x0}, and hence,
by Lemma 3.5, B is strongly regular at every point of X̃ \ {x0} and every point
of X̃ \ {x0} is a peak point for B. The point x0 is a peak point for B as well because
the function ((1 + z)/2) ◦ π̃ peaks at x0.

There is an order-preserving bijection between the closed ideals of B containing Ĩ
and the closed ideals of R(K ) containing I . So the family of ideals {Iρ : 0 ≤ρ <∞}

in R(K ) yields the family of ideals {Hρ : 0 ≤ ρ < ∞} in B. □

Proof of Theorem 1.7. The proof is essentially the same as the previous proof except
that now we set A = R(K ) with K as in Theorem 1.5, let 3 be as in Theorem 1.5,
and set I = J3. □
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ULTRAPRODUCT METHODS
FOR MIXED q-GAUSSIAN ALGEBRAS

MARIUS JUNGE AND QIANG ZENG

We provide a unified ultraproduct approach for constructing Wick words
in mixed q-Gaussian algebras which are generated by s j = a j + a∗

j for
j = 1, . . . , N , where ai a∗

j − qi j a∗

j ai = δi j . Here we also allow equality
in −1 ≤ qi j = q j i ≤ 1. Using the ultraproduct method, we construct an
approximate comultiplication of the mixed q-Gaussian algebras. Based on
this we prove that these algebras are weakly amenable and strongly solid
in the sense of Ozawa and Popa. We also encode Speicher’s central limit
theorem in the unified ultraproduct method, and show that the Ornstein–
Uhlenbeck semigroup is hypercontractive, the Riesz transform associated to
the number operator is bounded, and the number operator satisfies the L p

Poincaré inequalities with constants C√ p.

1. Introduction

Group measure space constructions go back to the original work of Murray and von
Neumann [1936]. In the last decades Popa and his collaborators have solved many
open problems about fundamental groups and uniqueness of Cartan subalgebras;
see, e.g., [Ozawa and Popa 2010a; 2010b; Popa and Vaes 2010; 2014; Houdayer
and Shlyakhtenko 2011]. In parallel, von Neumann algebras generated by q-
commutation relations (motivated by physics and number theory) were introduced
by Bożejko and Speicher [1991], and further investigated by Bożejko, Kümmerer,
and Speicher [Bożejko et al. 1997], Shlyakhtenko [2004], Nou [2004], Śniady
[2004], Ricard [2005], Kennedy and Nica [2011], and Avsec [2011], among others.
More recently, Dabrowski [2014] and Guionnet and Shlyakhtenko [2014] have
shown that for small q , the q-Gaussian algebras are isomorphic to free group factors.
All these results on factoriality, embeddability in Rω, and approximation properties
face a similar problem: how to derive properties of von Neumann algebras from
combinatorial structures given by the original q-commutation relations.
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In this paper we study generalized q-commutation relations: Given a symmetric
matrix Q = (qi j )

N
i, j=1, qi j ∈[−1, 1], Speicher [1993] considered variables satisfying

(1-1) ai a∗

j − qi j a∗

j ai = δi j .

The mixed q-Gaussian algebra 0Q is generated by the self-adjoint variables s j =

a∗

j + a j and admits a normal faithful tracial state (see Section 3 for more details).
Bożejko and Speicher [1994] systematically constructed the Fock space representa-
tion of the so-called braid relations, which is more general than (1-1). Then various
properties were studied in, e.g., [Nou 2004; Krȯlak 2000; 2005]. As for (1-1),
Lust-Piquard [1999] showed the L p boundedness of the Riesz transforms associated
to the number operator of the system when qi i < 1. Other generalized Gaussian
systems related to our investigation have also been studied; see, e.g., [Guţă and
Maassen 2002; Guţă 2003].

It is very tempting to believe that mixed q-Gaussian algebras behave in any
respect the same way as the q-Gaussian algebras with constant q. Indeed, the L2

space of such an algebra admits a decomposition

L2(0Q)=

∞⊕
k=0

H k
Q

into finite-dimensional subspaces H k
Q of dimension N k , which are eigenspaces of

the number operator. For fixed qi j = q the number operator can be defined in a
functorial way following Voiculescu’s lead [Voiculescu et al. 1992] for q =0. Indeed,
for every real Hilbert H one finds the q-Gaussian von Neumann algebra 0q(H) and
a group homomorphism α : O(H)→Aut(0q(H)) such that for o ∈ O(H) and h ∈ H

α(o)(sq(h))= sq(o(h)).

Here, sq(e j )= s j and (e j ) is an orthonormal basis for the N-dimensional Hilbert
space H . Then

Tt = Eα(ot)π,

where π : 0q(H)→ 0q(H ⊕ H) is the natural embedding with conditional expec-
tation E , and

ot =

(
e−t id −

√
1 − e−2t id

√
1 − e−2t id e−t id

)
.

For nonconstant Q = (qi j ) we can no longer refer to functoriality directly. One
of the first results in this paper is to provide a unified approach to the Ornstein–
Uhlenbeck semigroup for |qi j | ≤ 1 including the classical cases q = 1 for bosons
and q = −1 for fermions. The fact that the dimension of the eigenspace H k

Q is not
more than N k uniformly for all Q is based on thorough analysis of different forms
of Wick words and probabilistic estimates (see Section 3).
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Another new feature of these generalized relations comes from studying the
operators

8(x)= E(sN+1xsN+1),

where x is generated by s1, . . . , sN . For constant qi j = q we find 8(x) = ql(x)x
can be easily computed in terms of the length function l(x) = k if x ∈ H k

Q . The
formula for general Q is vastly more complicated. However, such expressions are
crucial building blocks in proving strong solidity.

Let us recall some notions in operator algebras. We always assume the von
Neumann algebras to be finite in this paper. Recall that a von Neumann algebra M
has the weak* completely bounded approximation property (w*CBAP) if there
exists a net of normal, completely bounded, finite-rank maps φα : M → M such
that ∥φα∥cb ≤ C for all α, and φα → id in the point weak* topology. Here,
∥ · ∥cb denotes the completely bounded norm. The infimum of such constants C is
called the Cowling–Haagerup constant and is denoted by 3cb(M). Cowling and
Haagerup [1989] showed that a discrete group G is weakly amenable if and only if
its group von Neumann algebra LG has w*CBAP. Thus, a von Neumann algebra
with w*CBAP is also said to be weakly amenable. If 3cb(M)= 1, M is said to
have the weak* completely contractive approximation property (w*CCAP). See,
e.g., [Brown and Ozawa 2008] for more details of the approximation properties.
Following Ozawa and Popa [2010a], a von Neumann algebra M is called strongly
solid if the normalizer NM(P) := {u ∈U(M) : u Pu∗

= P} of any diffuse amenable
subalgebra P ⊂ M generates an amenable von Neumann algebra. Here, U(M) is
the set of unitary operators in M.

Theorem 1.1. 0Q has w*CCAP and is strongly solid provided max1≤i, j≤N |qi j |< 1.

These properties extend similar results due to Avsec [2011] for q-Gaussian von
Neumann algebras. The w*CCAP for 0Q is proved using a transference method
based on Avsec’s w*CCAP result for the q-Gaussian algebras. Then we show a weak
containment result of certain bimodules. These results, together with a modification
of Popa’s s-malleable deformation estimate, leads to strong solidity using a, by
now, standard argument. The method used here follows that of [Houdayer and
Shlyakhtenko 2011; Avsec 2011]. However, the techniques are more difficult than
the case of q-Gaussian algebras. We have to use some nontrivial tricks to achieve
certain results similar to those in [Avsec 2011].

The ultraproduct method plays an essential role in many aspects of this paper.
It is well known that CCAP is a stepping stone for proving strong solidity. The
transference method mentioned above relies entirely on an embedding of 0Q into an
ultraproduct of von Neumann algebras which preserves the Wick words. This allows
us to transfer the CCAP result of the constant q case of Avsec to the current mixed q
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case. The argument can be illustrated using the following commutative diagram:

0Q
� � πU //

ψα

��

∏
m,U 0q(ℓ

m
2 )⊗0Q̃⊗1m

ϕα(A)⊗id
��

0Q
� � πU //

∏
m,U 0q(ℓ

m
2 )⊗0Q̃⊗1m

The notation will be explained in the proof of Theorem 5.5. The map πU can be
understood as an approximate comultiplication. Without the help of the ultraproduct
method above, we will have to extend directly the argument for the constant q case
to the mixed q case, which may be very hard due to the involved combinatorial
structure.

We also prove some analytic properties for 0Q following the unified ultraproduct
approach. The cornerstone is a Wick word decomposition result, whose proof in-
volves some complicated combinatorial and probabilistic arguments. In this context,
the ultraproduct construction provides a natural framework to encode Speicher’s
central limit theorem; see [Speicher 1992; 1993; Junge 2006]. Furthermore, the
Wick words are identified as some special sequences in the ultraproduct of spin
matrix models. Once we have the Wick word decomposition, it follows immediately
that the Ornstein–Uhlenbeck semigroup (Tt)t≥0 associated to 0Q is hypercontractive:
For 1 ≤ p, r <∞,

∥Tt∥L p→Lr = 1 if and only if e−2t
≤

p − 1
r − 1

.

Here, L p = L p(0Q, τQ) is the noncommutative L p space associated to the canonical
tracial state τQ on 0Q . This result is a vast generalization of the work of Biane
[1997] and Junge et al. [2015]. Indeed, we obtain hypercontractivity results for
free products of q-Gaussian algebras and, in particular, free products of Clifford
algebras. More exotic choices may be obtained for general qi j . We also recover and
extend the result of Lust-Piquard [1999] on the boundedness of Riesz transforms.
Let A be the number operator of 0Q , which is also the generator of Tt . Define the
gradient form (Meyer’s “carré du champ”) associated to A as

0( f, g)=
1
2(A( f ∗)g + f ∗ Ag − A( f ∗g))

for f, g in the domain of A. We show that

(a) for p ≥ 2,

c−1
p ∥A1/2 f ∥p ≤ max

{
∥0( f, f )1/2∥p, ∥0( f ∗, f ∗)1/2∥p

}
≤ K p∥A1/2 f ∥p

with cp = O(p2) and K p = O(p3/2);
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(b) for 1< p < 2,

K −1
p′ ∥A1/2 f ∥p ≤ inf

δ( f )=g+h
g∈Gc

p,h∈Gr
p

{
∥E(g∗g)1/2∥p + ∥E(hh∗)1/2∥p

}
≤ C p∥A1/2 f ∥,

with K p′ = O(1/(p −1)3/2) and C p = O(1/(p −1)2), where δ is a derivation
related to the Riesz transforms and Gc

p and Gr
p are two Gaussian spaces (all

will be defined below).

Moreover, we obtain the L p Poincaré inequalities:

∥ f − τQ( f )∥p ≤ C
√

p max
{
∥0( f, f )1/2∥p, 0( f ∗, f ∗)1/2∥p

}
for p ≥ 2.

This is an extension of similar results for the Walsh and Fermionic system in [Efraim
and Lust-Piquard 2008]. It is known that the constant C

√
p in such inequalities is

crucial for proving concentration and transportation inequalities; see, e.g., [Zeng
2014].

The paper is organized as follows. Some preliminaries and notation are pre-
sented in Section 2. We construct the mixed q-Gaussian algebras and the Ornstein–
Uhlenbeck semigroup in Section 3, where the Wick word decomposition result
is also proved with a lengthy argument. The analytic properties are proved in
Section 4, and the strong solidity is proved in Section 5.

2. Preliminaries and notation

2A. Notation. We write [N ] = {1, 2, . . . , N } for N ∈ N. The set of nonnegative
integers is denoted by Z+. For n ∈ N, we denote by Mn the algebra of n×n matrices.
We will use some notation to analyze combinatorial structures following [Speicher
1992; Junge et al. 2015]. Denote by P(d) the set of all partitions of [d]= {1, . . . , d}.
For σ, π ∈ P(d), we write σ ≤ π or π ≥ σ if σ is a refinement of π . We denote
the integer valued vectors by i, j , etc. Given i = (i1, . . . , id) ∈ [N ]

d , we associate
a partition σ(i) to i by requiring k, l ∈ [d] belonging to the same block of σ(i) if
and only if ik = il .

We denote by |S| or #S the cardinality of a (finite) set S. If d is an even
integer, we define P2(d) to be the set of pair partitions of [d], i.e., P2(d) consists
of π = {V1, . . . , Vd/2} such that |Vk | = 2 for every block Vk . Write Vk = {ek, zk}

with ek < zk and e1 < e2 < · · ·< ed/2. Given π ∈ P2(d), the set of crossings of π
is denoted by

(2-1) I (π)=
{
{k, l} | 1 ≤ k, l ≤ d/2 and ek < el < zk < zl

}
.

For d ∈ N, we denote by P1(d) the one element set of singleton partition of [d], i.e.,
P1(d)= {σ0} and σ0 = {{1}, {2}, . . . , {d}}. Let P1,2(d) denote the set of partitions
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consisting of only singletons and pair blocks, and Pr (d) = P(d) \ P1,2(d). Let
σ ∈ P1,2(d) be given by

σ = {V1, . . . , Vs+u},

where the V j ’s are singletons (V j = {e j = z j }) or pair blocks (V j = {e j , z j }).
Assume there are s singleton blocks and u pair blocks in σ . Let σp be a subpartition
consisting of the u pair blocks of σ ∈ P1,2(d). Denote by Ip(σ ) := I (σp) the set of
pair crossings of σ given in (2-1) and define

Isp(σ )=
{
{r, t} : er < et = zt < zr

}
to be the set of crossings between pairs and singletons.

Given a discrete group G, the left regular representation is λ : G → ℓ2(G),
λ(g)δh = δgh for g, h ∈ G, and (δg)g∈G is a canonical basis of ℓ2(G). The group
von Neumann algebra of G is denoted by LG and the canonical trace by τG . The
Kronecker delta function is denoted by δi, j . The use of two δ’s will not appear in
the same place. It should be clear from the context which one we are using. We
let 1n denote the n × n matrix with all entries equal to 1.

2B. Spin matrix model. We consider a general spin matrix model, following [Lust-
Piquard 1998; Junge et al. 2015]. Fix a finite integer N . Let JN ,m = [N ]× [m] and
JN = [N ] × N. We usually do not specify the dependence on N and simply write
Jm = JN ,m and J = JN if there is no ambiguity. We equip Jm with the lexicographical
order. Let ε : J×J →{−1, 1} be a map satisfying ε(x, y)=ε(y, x) and ε(x, x)=−1
for all x, y ∈ J . Consider the complex unital algebra Am = Am(N , ε) generated by
(xi (k))(i,k)∈Jm , where the xi (k)’s satisfy xi (k)∗ = xi (k) and

xi (k)x j (l)− ε((i, k), ( j, l))x j (l)xi (k)= 2δ(i,k),( j,l)

for (i, k), ( j, l) ∈ Jm . It is well known that the xi (k)’s can be represented as tensor
products of Pauli matrices. Thus Am can be represented as a matrix subalgebra
of M2Nm . A generic element of Am can be written as a linear combination of words
of the form

xB = xi1(k1) · · · xid (kd),

where B ={(i1, k1), . . . , (id , kd)}⊂ Jm . We say xB is a reduced word if the xir (kr )’s
in xB are pairwise different for r = 1, . . . , d . Using the commutation relation, every
word ξ can be written in the reduced form, denoted by ξ̃ . There is a canonical
normalized trace τm on Am such that τm(xB)= δB,∅ for a reduced word xB .

2C. Pisier’s method for multi-index summations. Let σ ∈ P(d) be a partition. In
the following we need to estimate the L p norm of∑

k∈[m]d :σ(k)≥σ

x1(k1) · · · xd(kd),
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where xi (ki ) ∈
⋂

p<∞
L p(τ ), and L p(τ ) is a noncommutative L p space associated

to a trace τ . To this end, we follow Pisier’s method [2000]. As illustrated in the
proof of [Pisier 2000, Sublemma 3.3], one can find ξ1(k1), . . . , ξd(kd) ∈ LG such
that τG(ξ1(k1) · · · ξd(kd))= 1 if and only if σ(k)≥ σ and τG(ξ1(k1) · · · ξd(kd))= 0
otherwise. Here, G is a suitable product of free groups, LG is the von Neumann
algebra of G, and τG is the canonical trace on LG.

Let us explain this in more detail using an example. We denote by Fm the free
group with free generators (gi )i∈[m]. Suppose d = 6 and σ = {{1, 3, 5}, {2, 6}, {4}}.
In this case, G = Fm × Fm × Fm and for i ∈ [m],

ξ1(i)= λ(gi )
∗
⊗ 1 ⊗ 1, ξ2(i)= 1 ⊗ λ(gi )

∗
⊗ 1,

ξ3(i)= λ(gi )⊗ 1 ⊗ λ(gi )
∗, ξ4(i)= 1 ⊗ 1 ⊗ 1,

ξ5(i)= 1 ⊗ 1 ⊗ λ(gi ), ξ6(i)= 1 ⊗ λ(gi )⊗ 1.

Then τG(ξ1(k1) · · · ξ6(k6))= 1 if and only if k1 = k3 = k5 and k2 = k6.
Returning to the general setting, consider the algebraic tensor product LG⊗L p(τ ).

Since τG ⊗ id extends to contractions on L p, using Hölder’s inequality, we have∥∥∥∥ ∑
k∈[m]d :σ(k)≥σ

x1(k1) · · · xd(kd)

∥∥∥∥
p
=

∥∥∥∥ ∑
k∈[m]d

τG(ξ1(k1) · · ·ξd(kd))x1(k1) · · · xd(kd)

∥∥∥∥
p

≤

∥∥∥∥ ∑
k∈[m]d

ξ1(k1)⊗ x1(k1) · · ·ξd(kd)⊗ xd(kd)

∥∥∥∥
p

≤

d∏
i=1

∥∥∥∥ m∑
ki =1

ξi (ki )⊗ xi (ki )

∥∥∥∥
pd
.

If i belongs to a singleton block of σ , then ξi (ki )= 1 and∥∥∥∥ m∑
ki =1

ξi (ki )⊗ xi (ki )

∥∥∥∥
pd

=

∥∥∥∥ m∑
ki =1

xi (ki )

∥∥∥∥
pd
.

If i does not belong to any singleton of σ , then it is well known that∥∥∥∥ m∑
ki =1

ξi (ki )⊗ xi (ki )

∥∥∥∥
pd

=

∥∥∥∥ m∑
ki =1

λ(gi )⊗ xi (ki )

∥∥∥∥
pd
.

By [Pisier 2000, Lemma 3.4], we have, for any even integer p ≥ 2,∥∥∥∥ m∑
ki =1

λ(gi )⊗ xi (ki )

∥∥∥∥
p

≤
3π
4

max
{∥∥∥∥(∑

ki

xi (ki )
∗xi (ki )

)1
2
∥∥∥∥

p
,

∥∥∥∥(∑
ki

xi (ki )xi (ki )
∗

)1
2
∥∥∥∥

p

}
.
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We record this result as follows. Denote by σsing and σns the union of singletons and
the union of nonsingleton blocks of σ respectively. Thus we have #σsing +#σns = d .

Proposition 2.1. Let σ ∈ P(d) be a partition and xi (ki ) ∈ L p(τ ) for k ∈ [m]
d

and i ∈ [d]. Then, for any even integer p ≥ 2,∥∥∥∥ ∑
k:σ(k)≥σ

x1(k1) · · · xd(kd)

∥∥∥∥
p

≤

(
3π
4

)#σns ∏
i∈σsing

∥∥∥∥ m∑
ki =1

xi (ki )

∥∥∥∥
pd

∏
i∈σns

max
{∥∥∥∥( m∑

ki =1

xi (ki )
∗xi (ki )

)1
2
∥∥∥∥

pd
,

∥∥∥∥( m∑
ki =1

xi (ki )xi (ki )
∗

)1
2
∥∥∥∥

pd

}
.

This result will be used in a slightly more general setting. We may have other
fixed operators, y j ’s, inside the product x1(k1) · · · xd(kd). In this case, we may
simply attach the y j ’s to their adjacent xi (ki )’s and then invoke Proposition 2.1.

3. Construction and Wick word decomposition

The algebra we study here can be constructed using purely operator algebraic tech-
niques if max1≤i, j≤N |qi j |< 1 as shown in [Bożejko and Speicher 1994]. However,
we use the probabilistic approach due to Speicher [1992; 1993]. This is convenient
for studying the analytic properties following Biane’s original idea [1997]. The
main result of this section is Theorem 3.8. Although the proof is unexpectedly
lengthy, the analytic properties are easy consequences of this result. As a byproduct,
we also provide an alternative construction of the Fock space representation.

3A. Speicher’s CLT and von Neumann algebra ultraproducts. Let Q = (qi j )
N
i, j=1

be a symmetric matrix where qi j = q(i, j) ∈ [−1, 1]. Note that we do not
specify the values on the diagonal. Following the notation of Section 2B, we
consider a probability space (�,P) and a family of independent random variables
ε((i, k), ( j, l)) :�→ {−1, 1} for (i, k) < ( j, l) with distribution

(3-1)
P
(
ε((i, k), ( j, l))= −1

)
=

1
2(1 − q(i, j)),

P
(
ε((i, k), ( j, l))= 1

)
=

1
2(1 + q(i, j)),

so that E[ε((i, k), ( j, l))] = q(i, j). Here, (i, k), ( j, l) ∈ [N ] × N. Given ω ∈ �,
the commutation/anticommutation relation is fixed. We understand all generators
xi (k)(ω) to depend on ω. Restricting k ∈ [m] we get random Am . Because the
dependence on ω should be clear from the context, we will not write ω in the
following to simplify notation. Let x̃i (m)=

1
√

m

∑m
k=1 xi (k).
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The following central limit theorem result was due to Speicher [1993] and is a
generalization of [Speicher 1992]. We streamline Speicher’s proof in the appendix
for the reader’s convenience. The same strategy will be used repeatedly when we
prove Theorem 3.8.

Theorem 3.1. Let i ∈ [N ]
s . Then

lim
m→∞

τm (̃xi1(m) · · · x̃is (m))= δs∈2Z

∑
σ∈P2(s)
σ≤σ(i)

∏
{r,t}∈I (σ )

q(i(er ), i(et)) a.s.

Here and in what follows, we understand
∏

{i, j}∈∅ q(i, j) to be equal to 1.

By Theorem 3.1, we can find a full probability set �0 ⊂ � such that the con-
vergence holds for all ω ∈ �0. Fix a free ultrafilter U on N. By the well-known
ultraproduct construction of von Neumann algebras (see, e.g., [Brown and Ozawa
2008, Appendix A]), we have a finite von Neumann algebra AU :=

∏
m,U Am

with normal faithful tracial state τU = limm,U τm . Put A∞
U =

⋂
p<∞

L p(AU ). For
each ω ∈�0,

(̃xi (m)(ω))• ∈ A∞

U .

Here and in what follows, we write (̃xi (m)(ω))• for the element represented by
(̃xi (m)(ω))m∈N in the ultraproduct. We have the moment formula

(3-2) τU
(
(̃xi1(m)(ω))

•
· · · (̃xis (m)(ω))

•
)
= δs∈2Z

∑
σ∈P2(s)
σ≤σ(i)

∏
{r,t}∈I (σ )

q(i(er ), i(et)).

It follows that
τU (|(̃xi (m)(ω))•|p)≤ Cp p.

By the uniqueness argument in [Junge 2006, Section 6], the von Neumann algebras
generated by the spectral projections of the (̃xi (m)(ω))•, where i = 1, . . . , N , for
different ω ∈�0 are isomorphic. We denote by 0Q any von Neumann algebra in the
isomorphic class with generators (̃xi (m)(ω))•, where i = 1, . . . , N . This algebra
was introduced by Speicher [1993] and studied in [Bożejko and Speicher 1994; Lust-
Piquard 1999]. Note that (̃xi (m)(ω))• may be an unbounded operator, therefore
may not be in 0Q . But, by our construction, it belongs to 0∞

Q :=
⋂

p<∞
L p(0Q, τU ).

In the following, whenever we say that the (̃xi (m)(ω))•, where i = 1, . . . , N , are
generators of 0Q , we always mean (̃xi (m)(ω))• ∈ 0∞

Q and 0Q is generated by the
spectral projections of the (̃xi (m)(ω))•’s. We call 0Q the mixed q-Gaussian algebra,
and Q the structure matrix of 0Q . Sometimes we also write τQ = τU |0Q .

There is another way of constructing 0Q . All the xi (k)’s are in fact in L∞(�;Am)

and thus x̃i (m)∈ L∞(�;Am). Here, the trace on L∞(�;Am) is given by E⊗τm . By
the same CLT argument as for Theorem 3.1, we find the moment formula (A-4) in the
limit, which is the same as (3-2). Therefore, as before, the (̃xi (m))• for i = 1, . . . , N
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generate a von Neumann algebra, denoted by 0a
Q . We call it the average model.

Using the uniqueness results in [Junge 2006, Section 6], we have that 0a
Q is

isomorphic to 0Q . When we write (̃xi (m))•, it can mean either an element in⋂
p<∞

L p
(∏

m,U L∞(�;Am)
)

or simply (̃xi (m)(ω))• for some ω ∈�0. It should
be clear from the context which one we are using. In fact, we may simply write
x1, . . . , xN for the generators of 0Q if we are not concerned with the construction.

By considering different structure matrix Q, we can construct various examples
as special cases of 0Q . The same philosophy was used before by Lust-Piquard
[1999].

Example 3.2. 0q(H), where q ∈ [−1, 1] is fixed. If q(i, j) = q all 1 ≤ i, j ≤ N ,
then we recover the classical q-Gaussian algebra 0q(H), where H is a real Hilbert
space with dim H = N .

Example 3.3. ∗
n
i=1 0qi (Hi ), where qi ∈ [−1, 1] is fixed for i = 1, . . . , n. Here, the

Hi ’s are real Hilbert spaces with dim Hi = di . Let N = d1 + · · · + dn . Define Q as
follows. For k = 0, . . . , n − 1 and 1 ≤ α, β ≤ dk+1, put

q
( k∑

j=1

d j +α,

k∑
j=1

d j +β

)
= qk+1,

and q(α, β) = 0 otherwise. Then by the moment formula (3-2), we recover
∗

n
i=1 0qi (Hi ). The case qi = −1 for all i = 1, . . . , n was considered in [Junge

et al. 2015].

Example 3.4.
⊗n

i=1(0qi (Hi ) ∗ 0pi (Ki )), where qi , pi ∈ [−1, 1] are fixed. Here,
the Hi ’s and Ki ’s are real Hilbert spaces with dim Hi = di and dim Ki = d ′

i . Let
N =

∑n
i=1 di + d ′

i . For k = 0, . . . , n − 1, define

q̃
( i∑

j=1

(d j+d ′

j )+α,

i∑
j=1

(d j+d ′

j )+β

)
=


qi if 1 ≤α, β ≤ di+1,

pi if di+1 + 1 ≤α, β ≤ di+1 + d ′

i+1,

0 if 1 ≤α≤ di+1<β ≤ di+1 + d ′

i+1,

and q̃(α, β)= 1 otherwise. Let Q = (̃qα,β)1≤α,β≤N . By the moment formula (3-2),
this model gives mixed products of q-Gaussian algebras. For example, consider the
von Neumann algebra of the integer lattice L(Zn). We may identify L(Zn) with⊗n

i=100(R) via λ(gk) 7→ xk , where the gk’s are the generators of Zn and the xk’s
are generators of

⊗n
i=100(R). Alternatively, by extending λ(gk) 7→ x2k−1x2k , we

may embed L(Zn) into
⊗n

i=10−1(R) ∗0−1(R).

3B. Wick word decomposition. For our later development, we need an analogue of
Wick word decomposition, i.e., rewriting (̃xi1(m))

•
· · · (̃xid (m))

• as a linear combina-
tion of Wick words (to be defined) so that we can analyze the Ornstein–Uhlenbeck
semigroup easily. This procedure is conceptually clear with the help of Fock
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space representation because (̃xi1(m))
•
· · · (̃xid (m))

• belongs to L2(0Q) and L2(0Q)

should coincide with the Fock space, which is spanned by Wick products; see
[Bożejko et al. 1997; Bożejko and Speicher 1994]. However, we do not know
the explicit formula for the decomposition of (̃xi1(m))

•
· · · (̃xid (m))

• in terms of
matrix models. Moreover, the known Fock space construction usually requires
maxi, j |qi j |< 1.

Our approach is again probabilistic. We refer the readers to Section 2A for the
notation used in the following. By definition

(̃xi1(m))
•
· · · (̃xid (m))

•
=

(
1

md/2

∑
k∈[m]d

xi1(k1) · · · xid (kd)

)
•

.

Note that∑
k∈[m]d

xi1(k1) · · · xid (kd)

=

∑
σ∈P1,2(d)

∑
σ(k)=σ

xi1(k1) · · · xid (kd)+
∑

σ∈Pr (d)

∑
σ(k)=σ

xi1(k1) · · · xid (kd).

We first record a simple algorithm which we will refer to later on.

Proposition 3.5. Let i ∈ [N ]
d , k ∈ [m]

d , σ(k) ≤ σ(i) and σ(k) ∈ P1,2(d). Then
there is a specific algorithm to interchange xiα (kα)’s in xi1(k1) · · · xid (kd) such that

(1) xi1(k1) · · · xid (kd)= ε(i, k)x j1(l
′

1) · · · x js (l
′
s) · · · x jd (l

′

d), where ε(i, k) is a ran-
dom sign resulting from interchanging xiα (kα)’s which is given by

ε(i, k)=

∏
{r,t}∈Isp(σ (k))

ε([i(er ), k(er )], [i(et), k(et)])

×

∏
{r,t}∈Ip(σ (k))

ε([i(er ), k(er )], [i(et), k(et)]);

(2) (l ′1, . . . , l
′
s) are pairwise different and maintain their relative positions in k,

i.e., (l ′1, . . . , l
′
s) is obtained from k by removing the kα’s which correspond to

pair blocks;

(3) l ′s+1 = l ′s+2, . . . , l
′

d−1 = l ′d .

Proof. Since σ(k)∈ P1,2(d), for each kα in k, there is at most one kβ in k equal to kα .
We can find the first kα corresponding to a singleton in σ(k), and move xiα (kα)
to the beginning of the word by interchanging it with the xiβ (kβ)’s which are to
the left of xiα (kα). Rename this xiα (kα) to be x j1(l

′

1). This process produces a
product of random signs of the form ε((iα, kα), (iβ, kβ)), where kα corresponds
to a singleton and kβ corresponds to a pair block in σ(k). Then we repeat this
procedure for the second kα corresponding to a singleton in σ(k), and rename
it x j2(l

′

2). We continue until all the xiα (kα) corresponding to singletons in σ(k)
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are in front of the remaining xiβ (kβ)’s corresponding to pair blocks in σ(k). In
this way, we get x j1(l

′

1) · · · x js (l
′
s) and a product of random signs. Afterwards, we

rename the variable xiα (kα) right-adjacent to x js (l
′
s) to be x js+1(l

′

s+1). Then move the
other term with the same kα to the right of x js+1(l

′

s+1), and call it x js+2(l
′

s+2). This
produces a product of ε((iα, kα), (iβ, kβ)), where kβ and kα correspond to different
pair blocks. Repeat this procedure for the next pair of kα’s. After finitely many
steps, the algorithm will stop and we obtain ε(i, k)x j1(l

′

1) · · · x js (l
′
s) · · · x jd (l

′

d) with
the desired three properties. □

We write

(3-3) (l ′1, . . . , l
′

d)= (kπ(1), . . . , kπ(d)),

where π is a permutation determined by the algorithm. Similarly, ( j1, . . . , jd)=

(iπ(1), . . . , iπ(d)). Let

(3-4) l1 = l ′1, . . . , ls = l ′s, ls+1 = l ′s+1 = l ′s+2, . . . , ls+u = l ′d−1 = l ′d .

Here, s and u are the number of singletons and pair blocks of σ(k), respectively.

Lemma 3.6. Let σ ∈ P1,2(d). Then, for all 2< p <∞ and fixed ω ∈�,

lim
m→∞

∥∥∥∥ 1
md/2

∑
k∈[m]d :σ(k)=σ

xi1(k1) · · · xid (kd)

−
1

md/2

∑
k∈[m]d :σ(k)=σ

ENs(k)[xi1(k1) · · · xid (kd)]

∥∥∥∥
L p(Am ,τm)

= 0.

Here, Ns(k) denotes the von Neumann algebra generated by all the xiα (kα)’s, where
the kα’s correspond to singleton blocks in σ(k).

Proof. Let s and u denote the number of singletons and pair blocks of σ , respectively.
Clearly, s + 2u = d and there are

m(s+u) := m(m − 1) · · · (m − s − u + 1)

vectors k ∈ [m]
d with σ(k)= σ . Let l be given in (3-4). l is a vector of length s +u.

Let δ1, . . . , δm be i.i.d. random selectors uniformly distributed on {1, 2, . . . , s + u}

which are independent from L∞(�;Am). If all the lα’s are pairwise different, then
by independence,

Eδ(1[δl1=1]1[δl2=2] · · · 1[δls+u =s+u])= (s + u)−s−u,

where Eδ is the expectation with respect to the δlq’s. Define random sets Bq for
q = 1, . . . , s + u by

Bq = {lq ∈ [m] : δlq = q}.
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Then, for each instance of the δlq’s, the Bq’s are pairwise disjoint and their union
is [m]. By (3-3), there is a 1-to-1 correspondence between k and l. We may rewrite∑
k∈[m]d :σ(k)=σ

xi1(k1) · · · xid (kd)

=

∑
l∈[m]s+u :σ(l)∈P1(s+u)

xi1(k1) · · · xid (kd)

= (s + u)s+u
∑

l:σ(l)∈P1(s+u)

Eδ[1[δl1=1]1[δl2=2] · · · 1[δls+u =s+u]xi1(k1) · · · xid (kd)]

= (s + u)s+uEδ

( ∑
ls+u∈Bs+u

· · ·

∑
l1∈B1

xi1(k1) · · · xid (kd)

)
,

where σ(l) ∈ P1(s + u) amounts to saying that all the lq’s are pairwise different.
For q = s, s + 1, . . . , s + u, let Nq(k) be the von Neumann algebra generated by

{x jα (l
′

α) : α ≤ s + 2(q − s)}.

Recall that ls+u = kπ(d−1) = kπ(d). Let

wi,l(ls+u)=

∑
ls+u−1∈Bs+u−1

· · ·

∑
l1∈B1

xi1(k1) · · · xid (kd).

Here we only fix ls+u and sum over all the other indices. It is straightforward to
check that

{wi,l(ls+u)− ENs+u−1(k)(wi,l(ls+u))}ls+u∈Bs+u

is a sequence of martingale differences. Using the noncommutative Burkholder–
Gundy inequality [Pisier and Xu 1997], we have∥∥∥∥ ∑

ls+u∈Bs+u

· · ·

∑
l1∈B1

(
xi1(k1) · · · xid (kd)− ENs+u−1(k)[xi1(k1) · · · xid (kd)]

)∥∥∥∥
p

=

∥∥∥∥ ∑
ls+u∈Bs+u

(
wi,l(ls+u)− ENs+u−1(k)(wi,l(ls+u))

)∥∥∥∥
p

≤ C p

∥∥∥∥( ∑
ls+u∈Bs+u

|wi,l(ls+u)− ENs+u−1(k)(wi,l(ls+u))|
2

+
∣∣(wi,l(ls+u)− ENs+u−1(k)(wi,l(ls+u))

)∗∣∣2)1
2
∥∥∥∥

p
=:9.
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By the triangle inequality, we have

9 ≤ C p
√

|Bs+u| sup
ls+u∈Bs+u

∥wi,l(ls+u)− ENs+u−1(k)(wi,l(ls+u))∥p

≤ 2C p
√

|Bs+u| sup
ls+u∈Bs+u

∥wi,l(ls+u)∥p.

Recall that kα = lπ−1(α) if α is a singleton of σ . In this case, lβ ∈ Bβ if and only if
kα ∈ Bπ−1(α), where π(β)= α. Replacing p by a larger even integer if necessary,
arguing as for Proposition 2.1, or simply adding zeros to apply Proposition 2.1, we
find

∥wi,l(ls+u)∥p ≤

(3π
4

)2u ∏
α∈σ̃sing

∥∥∥∥ ∑
kα∈B

π−1(α)

xiα (kα)
∥∥∥∥

pd

∏
α∈σ̃ns

m1/2.

Here, σ̃ is obtained from σ by erasing one pair block containing π(d) so that
# σ̃ns = 2(u − 1). We mention one subtlety here in applying Proposition 2.1.
Since ls+u is fixed, the term xiα (ls+u) is regarded to “attach” to its adjacent term.
For instance, xi j ′

(k j ′)xiα (ls+u)xi j (k j ) is regarded as a product of two terms, i.e.,
[xi j ′

(k j ′)xiα (ls+u)]xi j (k j ) or xi j ′
(k j ′)[xiα (ls+u)xi j (k j )]. Using the noncommutative

Khintchine inequality [Lust-Piquard 1986; Lust-Piquard and Pisier 1991] or the
Burkholder–Gundy inequality [Pisier and Xu 1997], we have, for α ∈ σ̃sing,∥∥∥∥ ∑

kα∈B
π−1(α)

xiα (kα)
∥∥∥∥

pd

≤ C pd max
{∥∥∥∥∑

kα

xiα (kα)
∗xiα (kα)

∥∥∥∥1/2

pd/2
,

∥∥∥∥∑
kα

xiα (kα)xiα (kα)
∗

∥∥∥∥1/2

pd/2

}
≤ C pdm1/2.

It follows that ∥wi,l(ls+u)∥p ≤ C p,σms/2+u−1 and thus 9 ≤ C p,σms/2+u−1/2. We
have shown that

(3-5)
1

md/2

∥∥∥∥ ∑
ls+u∈Bs+u

· · ·

∑
l1∈B1

(
xi1(k1) · · · xid (kd)

− ENs+u−1(k)[xi1(k1) · · · xid (kd)]
)∥∥∥∥

p
≤

C p,σ

m1/2 .

Repeating the argument u −1 times by replacing u with u −1, u −2, . . . , 1, we find

1
mq−s/2

∥∥∥∥ ∑
lq∈Bq

· · ·

∑
l1∈B1

(
ENq (k)[xi1(k1) · · · xid (kd)]−ENq−1(k)[xi1(k1) · · · xid (kd)]

)∥∥∥∥
p

≤
C p,σ

m1/2 ,
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for q = s +u −1, . . . , s +1. In this iteration argument, we use the same “attaching”
procedure as described above in order to apply Proposition 2.1. By the triangle
inequality, we have

1
md/2

∥∥∥∥ ∑
ls+u∈Bs+u

· · ·

∑
l1∈B1

(
xi1(k1) · · · xid (kd)− ENs(k)[xi1(k1) · · · xid (kd)]

)∥∥∥∥
p
≤

C p,σ

m1/2 .

Hence, by Jensen’s inequality,∥∥∥∥ 1
md/2

∑
k:σ(k)=σ

xi1(k1) · · · xid (kd)−
1

md/2

∑
k:σ(k)=σ

ENs(k)[xi1(k1) · · · xid (kd)]

∥∥∥∥
L p(Am ,τm)

≤
(s+u)s+u

md/2 Eδ

∥∥∥∥ ∑
ls+u∈Bs+u

· · ·

∑
l1∈B1

(
xi1(k1) · · · xid (kd)−ENs(k)[xi1(k1) · · · xid (kd)]

)∥∥∥∥
p

≤
C p,σ

m1/2 .

In the last inequality, the upper bound holds for every instance of δ and thus holds
for the average. The proof is complete by sending m → ∞. □

Lemma 3.7. Let σ ∈ Pr (d). Then, for all p <∞ and fixed ω ∈�,

lim
m→∞

∥∥∥∥ 1
md/2

∑
k:σ(k)=σ

xi1(k1) · · · xid (kd)

∥∥∥∥
L p(Am ,τm)

= 0.

Proof. We follow the same argument as for Lemma 3.6 and only indicate the
differences. For σ ∈ Pr (d), there is at lease one block with more than two elements.
Without loss of generality, assume there is only one block in σ with more than two
elements. Suppose this block has, say, three elements. We list the running indices k
in the sum as {l1, . . . , ls, ls+1, . . . , ls+u, ls+u+1}, where there are s singletons, u
pairs and one block with three elements in σ . Using the random selectors, it suffices
to show that

1
md/2

∥∥∥∥ ∑
ls+u+1∈Bs+u+1

· · ·

∑
l1∈B1

xi1(k1) · · · xid (kd)

∥∥∥∥
p
→ 0

as m → ∞, where B1, . . . , Bs+u+1 are disjoint random sets with union [m]. Denote
by Ns+u(k) the von Neumann algebra generated by xiπ(α)(l

′
α) for all α ≤ s + 2u,

where l ′ is a permutation of k so that l1 = l ′1, . . . , ls = l ′s, ls+1 = l ′s+1 = l ′s+2, etc.
Then using the noncommutative Burkholder–Gundy inequality, we can show that

1
md/2

∥∥∥∥ ∑
ls+u+1∈Bs+u+1

· · ·

∑
l1∈B1

(
xi1(k1) · · · xid (kd)−ENs+u(k)[xi1(k1) · · · xid (kd)]

)∥∥∥∥
p

≤
C p,σms/2+u+1/2

ms/2+u+3/2 → 0
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as m → ∞. It remains to show
1

md/2

∥∥∥∥( ∑
ls+u+1∈Bs+u+1

· · ·

∑
l1∈B1

ENs+u(k)[xi1(k1) · · · xid (kd)]

)∥∥∥∥
p
→ 0.

Note that
1

md/2

∥∥∥∥( ∑
ls+u+1∈Bs+u+1

· · ·

∑
l1∈B1

ENs+u(k)[xi1(k1) · · · xid (kd)]

)∥∥∥∥
p

≤
1
m

∑
ls+u+1∈Bs+u+1

1
m(d−2)/2

∥∥∥∥ ∑
ls+u∈Bs+u

· · ·

∑
l1∈B1

xi1(k1) · · · xid (kd)

∥∥∥∥
p
.

Now apply Proposition 2.1 with the same “attaching” procedure as above, yielding∥∥∥∥ ∑
ls+u∈Bs+u

· · ·

∑
l1∈B1

xi1(k1) · · · xid (kd)

∥∥∥∥
p
≤ C p,σms/2+u,

which gives a decay factor and completes the proof. □

Theorem 3.8. Let (̃x j (m))• ∈
⋂

p<∞
L p
(∏

m,U L∞(�;Am)
)

for j = 1, . . . , d.
Then

(̃xi1(m))
•
· · · (̃xid (m))

•
=

∑
σ∈P1,2(d)
σ≤σ(i)

wσ (i),

where the equality holds for all ω ∈� and

(3-6) wσ (i)=

(
1

md/2

∑
k∈[m]

d
:σ(k)=σ

ENs(k)[xi1(k1) · · · xid (kd)]

)
•

.

Proof. By Lemmas 3.6 and 3.7, we have

(̃xi1(m))
•
· · · (̃xid (m))

•
=

∑
σ∈P1,2(d)

(
1

md/2

∑
k∈[m]

d
:σ(k)=σ

ENs(k)[xi1(k1) · · · xid (kd)]

)
•

.

By Proposition 3.5, we write

( j1, . . . , jd)= (iπ(1), . . . , iπ(d)) and (l ′1, . . . , l
′

d)= (kπ(1), . . . , kπ(d)).

It follows that

ENs(k)[xi1(k1) · · · xid (kd)] = ε(i, k)x j1(l
′

1) · · · x js (l
′

s)δ js+1, js+2 · · · δ jd−1, jd .

Note that ENs(k)[xi1(k1) · · · xid (kd)] is nonzero only if js+1 = js+2, . . . , jd−1 = jd .
Since σ(k)= σ , we have σ ≤ σ(i). □

If σ ≤ σ(i), we call the wσ (i) defined in (3-6) the arbitrary Wick words. By
Theorem 3.8,

L2(0Q)⊂ L2- span{wσ (i) : i ∈ [N ]
d , σ ∈ P1,2(d), d ∈ N}.
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Here and in what follows, L p- span W means the L p(τU ) closure of linear combi-
nations of elements in W . We want to identify L2(0Q) with the span of fewer Wick
words. Let i ∈ [N ]

s for s ∈ N. We define the special Wick words

(3-7) w(i)=

(
1

ms/2

∑
k∈[m]s :σ(k)∈P1(s)

xi1(k1) · · · xis (ks)

)
•

.

Let i ′
∈ [N ]

s′

. In order to understand the inner product of w(i) and w(i ′), we
first introduce some notions. Let {2 · 1, 2 · 2, . . . , 2 · s} be a multiset, each element
with multiplicity 2. One can regard it as a set of cardinality 2s given by [2s] =

{1, 2, . . . , s, 1̃, 2̃, . . . , s̃}. Let σ b be a partition of the set [2s]. We call it a bipartite
pair partition of [2s] if

σ b
=
{
{ek, zk} : ek = 1, 2, . . . , s, zk = 1̃, 2̃, . . . , s̃

}
.

Let Pb
2 (2s) denote the set of all bipartite pair partitions. Let i, i ′

∈ [m]
s , where i ′ is

understood as a map i ′
: {̃1, 2̃, . . . , s̃}→[m]. Define the concatenation operation by

(3-8) i ⊔ i ′
= (i1, . . . , is, i ′

1̃, . . . , i ′

s̃).

We denote by σ(i ⊔ i ′) the partition induced by i and i ′ on the multiset [2s]. For
example, {k, l, k̃} are in the same block of σ(i⊔i ′) if ik = il = i ′

k̃
. Given σ b

∈ Pb
2 (2s),

define the set of bipartite crossings by

I b(σ b)=
{
{k, l} : 1 ≤ k, l ≤ s, ek < el, zl > zk

}
.

Recall that ⟨w(i), w(i ′)⟩ = τU [w(i ′)∗w(i)].

Proposition 3.9. Let w(i) and w(i ′) be special Wick words. Then there exists a full
probability set �0 ⊂� such that for all ω ∈�0,

⟨w(i), w(i ′)⟩=


∑

σ b
∈Pb

2 (2s)
σ b

≤σ(i⊔i ′)

∏
{r,t}∈I b(σ b)

q(i(er ), i(et)) if {i1, . . . , is}={i ′

1, . . . , i ′

s′},

0 otherwise,

where {i1, . . . , is} = {i ′

1, . . . , i ′

s′} means that i and i ′ are equal as multisets, i.e.,
both the elements and their multiplicities are the same.

Proof. We follow the same argument as for Theorem 3.1. By definition,

⟨w(i), w(i ′)⟩ = lim
m,U

1
m(s+s′)/2

∑
k,k′

:σ(k)∈P1(s)
σ (k′)∈P1(s′)

τm[xi ′

s′
(k ′

s′) · · · xi ′

1
(k ′

1)xi1(k1) · · · xis (ks)].

Since all the kα’s are pairwise different, τm[xi ′

s′
(k ′

s′) · · · xi ′

1
(k ′

1)xi1(k1) · · · xis (ks)]=0
unless s = s ′. Moreover, every xiα (kα) has to be the same as exactly one xi ′

β
(k ′

β)
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to contribute to the sum. This implies i and i ′ are equal as multisets. We rewrite∑
k,k′

:σ(k)∈P1(s)
σ (k′)∈P1(s′)

τm[xi ′

s′
(k ′

s′) · · · xi ′

1
(k ′

1)xi1(k1) · · · xis (ks)]

=

∑
σ(k),σ (k′)∈P1(s)

τm[xi ′
s
(k ′

s) · · · xi ′

1
(k ′

1)xi1(k1) · · · xis (ks)]

=

∑
σ b

∈Pb
2 (2s)

σ b
≤σ(i⊔i ′)

∑
σ(k⊔k′)=σ b

τm[xi ′
s
(k ′

s) · · · xi ′

1
(k ′

1)xi1(k1) · · · xis (ks)].

If {r, t} ∈ I b(σ b), then we have to switch xi(er )(k(er )) and xi(et )(k(et)) to cancel
the corresponding xi(zr )(k(zr )) and xi(zt )(k(zt)) terms. It follows that

τm[xi ′
s
(k ′

s) · · · xi ′

1
(k ′

1)xi1(k1) · · · xis (ks)]=
∏

{r,t}∈I b(σ b)

ε([i(er ), k(er )], [i(et), k(et)]).

Since k ∈ P1(s), by independence, we have

1
ms

∑
σ(k⊔k′)=σ b

Eτm[xi ′
s
(k ′

s) · · · xi ′

1
(k ′

1)xi1(k1) · · · xis (ks)]

=
m(m − 1) · · · (m − s + 1)

ms

∏
{r,t}∈I b(σ b)

q(i(er ), i(et)).

Hence, if i = i ′ as multisets, then

E⟨w(i), w(i ′)⟩ =

∑
σ b

∈Pb
2 (2s)

σ b
≤σ(i⊔i ′)

∏
{r,t}∈I b(σ b)

q(i(er ), i(et)).

To show almost sure convergence, let

Xm =
1

ms

∑
σ b

∈Pb
2 (2s)

σ b
≤σ(i⊔i ′)

∑
σ(k⊔k′)=σ b

τm[xi ′
s
(k ′

s) · · · xi ′

1
(k ′

1)xi1(k1) · · · xis (ks)].

Since P(ω : |Xm − EXm | > η) ≤ Var(Xm)/η
2, by the Borel–Cantelli lemma, it

suffices to show that
∑

∞

m=1 Var(Xm) <∞. But

Var(Xm)=
1

m2s

∑
σ b,πb∈Pb

2 (2s)

∑
σ(k⊔k′)=σ b

σ(ℓ⊔ℓ′)=πb

Vk,ℓ,

where

Vk,ℓ = E(τm[xi ′
s
(k ′

s) · · · xi ′

1
(k ′

1)xi1(k1) · · · xis (ks)]

× τm[xi ′
s
(ℓ′s) · · · xi ′

1
(ℓ′1)xi1(ℓ1) · · · xis (ℓs)])

− E(τm[xi ′
s
(k ′

s) · · · xi ′

1
(k ′

1)xi1(k1) · · · xis (ks)])

× E(τm[xi ′
s
(ℓ′s) · · · xi ′

1
(ℓ′1)xi1(ℓ1) · · · xis (ℓs)])
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= E

[ ∏
{r,t}∈I b(σ b)

ε([i(er ), k(er )], [i(et), k(et)])

×

∏
{r ′,t ′}∈I b(πb)

ε([i(er ′), ℓ(er ′)], [i(et ′), ℓ(et ′)])

]
−

∏
{r,t}∈I b(σ b)

q(i(er ), i(et))
∏

{r ′,t ′}∈I b(πb)

q(i(er ′), i(et ′)).

By independence, Vk,ℓ is nonzero only if there are two pairs {r, t} ∈ I b(σ b) and
{r ′, t ′

} ∈ I b(πb) such that {k(er ), k(et)} = {ℓ(er ′), ℓ(et ′)}. In this case,

#
{
k, k ′, ℓ, ℓ′ : σ(k ⊔ k ′)= σ b and σ(ℓ⊔ ℓ′)= πb}

≤ msms−2
= m2s−2.

Since Vk,ℓ is uniformly bounded and C(s) := [#Pb
2 (2s)]2 is independent from m,

∞∑
m=1

Var(Xm)≤

∞∑
m=1

C(s)
m2 <∞. □

Recall the notation Ip(σ ) and Isp(σ ) from Section 2A. For i ∈ [N ]
d and σ ∈

P1,2(d) with σ ≤ σ(i), put

(3-9) fσ (i)=

∏
{r,t}∈Ip(σ )

q(i(er ), i(et))
∏

{r,t}∈Isp(σ )

q(i(er ), i(et)),

with the convention that the product over an empty index set is 1.

Proposition 3.10. Let σ ∈ P1,2(d) and σ ′
∈ P1,2(d ′) be partitions. Let wσ (i) and

wσ ′(i ′) be arbitrary Wick words as defined in (3-6). Then, for almost all ω ∈�,

(3-10) ⟨wσ (i), wσ ′(i ′)⟩

=

{
⟨ fσ (i)w(inp), fσ ′(i ′)w(i ′

np)⟩ if σ ≤ σ(i) and σ ′
≤ σ(i ′),

0 otherwise.

Here, inp is the vector obtained by removing coordinates in i which correspond to
the pair blocks of σ .

Example 3.11. Suppose that i = (2, 4, 7, 4, 7) and σ = {{1}, {2}, {4}, {3, 5}}. Then
inp = (2, 4, 4).

Proof of Proposition 3.10. By definition,

⟨wσ (i),wσ ′(i ′)⟩= lim
m,U

1
m(d+d ′)/2

∑
k,k′

:σ(k)=σ
σ(k′)=σ ′

τm[xi ′

d′
(k ′

d ′) · · · xi ′

1
(k ′

1)xi1(k1) · · · xid (kd)].

Note thatwσ (i) is nonzero only if σ ≤σ(i). Then kα = kβ implies iα = iβ . By (A-2),
we may assume that, in xi ′

d′ (k ′

d ′) · · · xi ′

1
(k ′

1)xi1(k1) · · · xid (kd), if kα = kβ for α ̸= β,
then k ′

γ ̸= kα for all γ ∈ [d ′
]. In other words, kα ̸= k ′

γ for all α ∈ [d] and γ ∈ [d ′
] if
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both of them belong to pair blocks. Applying Proposition 3.5 to xi1(k1) · · · xid (kd)

and xi ′

1
(k ′

1) · · · xi ′

d′
(k ′

d ′), we find

τm[xi ′

d′
(k ′

d ′) · · · xi ′

1
(k ′

1)xi1(k1) · · · xid (kd)]

= ε(i, k)ε(i ′, k ′)τm[x j ′

s′
(ℓ′s′) · · · x j ′

1
(ℓ′1)x j1(ℓ1) · · · x js (ℓs)],

where ℓ ∈ P1(s), ℓ′ ∈ P1(s ′), j = inp, j ′
= i ′

np, and ε(i, k)ε(i ′, k ′) is given in
Proposition 3.5. By independence, we have

Eτm[xi ′

d′
(k ′

d ′) · · · xi ′

1
(k ′

1)xi1(k1) · · · xid (kd)]

=

∏
{r,t}∈Ip(σ )

q(i(er ), i(et))
∏

{r,t}∈Isp(σ )

q(i(er ), i(et))
∏

{r ′,t ′}∈Ip(σ ′)

q(i(er ′), i(et ′))

×

∏
{r ′,t ′}∈Isp(σ ′)

q(i(er ′), i(et ′))Eτm[x j ′

s′
(ℓ′s′) · · · x j ′

1
(ℓ′1)x j1(ℓ1) · · · x js (ℓs)].

As shown in Proposition 3.9, τm[x j ′

s′
(ℓ′s′) · · · x j ′

1
(ℓ′1)x j1(ℓ1) · · · x js (ℓs)] is zero if

ℓ and ℓ′ are not equal as multisets, and there is nothing more to prove. Assume
ℓ and ℓ′ are equal. Let u and u′ be the number of pair blocks in σ and σ ′. By
Proposition 3.9, we find

E⟨wσ (i), wσ ′(i ′)⟩ = lim
m,U

m · · · (m − s + 1)
ms ·

(m − s) · · · (m − s − u − u′
+ 1)

mu+u′

× fσ (i) fσ ′(i ′)Eτm[x j ′

s′
(ℓ′s′) · · · x j ′

1
(ℓ′1)x j1(ℓ1) · · · x js (ℓs)]

= fσ (i) fσ ′(i ′)E⟨w(inp), w(i ′
np)⟩.

The almost sure convergence follows from the same argument as for Proposition 3.9
using the Borel–Cantelli lemma and independence. □

In the two proofs above, the Borel–Cantelli lemma may be avoided if we use the
average model 0a

Q ; see Section 3A. Note that for i ∈ [m]
s, wσ (i)= w(i) for any

σ ∈ P1(s).

Corollary 3.12. Let σ ≤ σ(i). We have wσ (i)= fσ (i)w(inp) for almost all ω ∈�.

Proof. Since τU is faithful on 0Q , it suffices to show

τU
(
(wσ (i)− fσ (i)w(inp))

∗(wσ (i)− fσ (i)w(inp))
)
= 0.

But, by Proposition 3.10, we have

⟨w(inp), wσ (i)⟩ = fσ (i)⟨w(inp), w(inp)⟩.

From here the claim follows by linearity. □

This result yields the identification

L2- span{wσ (i) : i ∈[N ]
d , σ ∈ P1,2(d), d ∈Z+}= L2- span{w(i) : i ∈[N ]

s, s ∈Z+},

with the inner product relation given by (3-10).
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Proposition 3.13. L2(0Q)= L2- span{w(i) : i ∈ [N ]
s, s ∈ Z+}.

Proof. Write Hw := L2- span{w(i) : i ∈ [N ]
s, s ∈ Z+}. By Theorem 3.8 and

Corollary 3.12, L2(0Q)⊂ Hw. It remains to show that Hw ⊂ L2(0Q). We proceed
by induction on the length s of special Wick words w(i). First observe that if
σ(i) ∈ P1(s), then the only partition σ ≤ σ(i) is σ(i) itself. In this case, by
Theorem 3.8, we have

(3-11) (̃xi1(m))
•
· · · (̃xis (m))

•
= wσ(i)(i)= w(i) ∈ L2(0Q),

since every (̃xi1(m))
• is in

⋂
p<∞

L p(0Q). If s = 1,

w(i)=

(
1

√
m

m∑
k1=1

xi1(k1)

)
•

∈ L2(0Q)

by definition. If s = 2 and i1 ̸= i2, then w(i) ∈ L2(0Q) by (3-11). If i1 = i2, using
Theorem 3.8, we find

(̃xi1(m))
•(̃xi2(m))

•
= wσ(i)(i)+wσ0(i)= 1 +wσ0(i),

where σ0 ∈ P1(2). It follows that w(i)=wσ0(i) ∈ L2(0Q). Suppose w(i) ∈ L2(0Q)

for all i with |i |< s. Consider i ∈ [N ]
s . We know w(i) ∈ L2(0Q) if σ(i) ∈ P1(s).

If σ(i) ̸∈ P1(s), by Theorem 3.8, we have

(3-12) (̃xi1(m))
•
· · · (̃xis (m))

•
= wσ0(i)+

∑
σ∈P1,2(s)

σ≤σ(i),σ ̸∈P1(s)

wσ (i),

where σ0 ∈ P1(s). By Corollary 3.12, we have wσ (i)= fσ (i)w(inp), and inp is a
vector of dimension at most s − 2. By the induction hypothesis, wσ (i) ∈ L2(0Q)

for σ ̸∈ P1(s). We deduce from (3-12) that w(i)= wσ0(i) ∈ L2(0Q). □

3C. Fock spaces and mixed q-commutation relations. From the work in the
previous section, we can describe the Fock space and creation/annihilation operators
associated to 0Q . Given a vector i , we denote by |i | the number of nonzero
coordinates in i . Let H s

Q = span{w(i) : |i | = s}. We define the mixed Fock space by

(3-13) FQ =

∞⊕
s=0

H s
Q .

Clearly, FQ = L2- span{w(i) : i ∈ [N ]
s, s ∈ Z+}, which can be further identified

with L2(0Q) by Proposition 3.13.

Proposition 3.14. Let x j =
( 1

√
m

∑m
k=1 x j (k)

)
•

∈ 0∞

Q for j = 1, . . . , N be genera-
tors of 0Q and w(i) ∈ H s

Q . Then

x jw(i)= w( j ⊔ i)+
s∑

l=1

δ j,ilw(i − il)

l−1∏
r=1

q(ir , il).
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Here, j ⊔i = ( j, i1, . . . , is)∈ [N ]
s+1 is the concatenation operation defined in (3-8),

i − il = (i1, . . . , il−1, il+1, . . . , is) with |i − il | = s − 1, and we understand the
product over empty index set to be 1. Therefore,

x j =

∞∑
s=0

Ps+1x j Ps +

∞∑
s=1

Ps−1x j Ps,

where Ps : FQ → H s
Q is the orthogonal projection.

Proof. By definition,

x jw(i)=

(
1

√
m

m∑
k0=1

x j (k0)
1

ms/2

∑
k∈[m]s :σ(k)∈P1(s)

xi1(k1) · · · xis (ks)

)
•

=

(
1

m(s+1)/2

∑
k0⊔k∈[m]s+1:σ(k0⊔k)∈P1(s+1)

x j (k0)xi1(k1) · · · xis (ks)

)
•

+

s∑
l=1

(
1

m(s+1)/2

∑
k0⊔k∈[m]

s+1
:k0=kl

σ(k)∈P1(s)

x j (k0)xi1(k1) · · · xis (ks)

)
•

.

The first term in the above equation is clearly the special Wick word w( j ⊔ i). To
understand the second one, we define σl ∈ P1,2(s +1) by σl = σ(k0 ⊔ k) for k0 = kl

and k ∈ P1(s), i.e.,

σl =
{
{1, l + 1}, {2}, . . . , {l}, {l + 2}, . . . , {s + 1}

}
.

Using (the proof of) Lemma 3.6, we deduce that the arbitrary Wick word satisfies(
1

m(s+1)/2

∑
k0⊔k∈[m]

s+1
:k0=kl

σ(k)∈P1(s)

x j (k0)xi1(k1) · · · xis (ks)

)
•

= wσl ( j ⊔ i).

Note that wσl ( j ⊔ i) is nonzero only if σl ≤ σ( j ⊔ i) or equivalently j = il . Using
(3-9) and Corollary 3.12, we find

wσl ( j ⊔ i)= δ j,il

l−1∏
r=1

q(ir , il)w(i − il). □

Define operators c j and a j acting on FQ by

(3-14) c jw(i)= w( j ⊔ i), a jw(i)=

s∑
l=1

δ j,ilw(i − il)

l−1∏
r=1

q(ir , il).

Clearly x j = c j + a j , c j =
∑

∞

s=0 Ps+1x j Ps and a j =
∑

∞

s=1 Ps−1x j Ps . Since
x j = x∗

j , we have c∗

j = a j . We call c j and a j the creation and annihilation operators
respectively for j = 1, . . . , N . The following result is simply a recapitulation; see,
e.g., [Brown and Ozawa 2008] for more about QWEP C∗-algebras.
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Corollary 3.15. Let 0̃Q be the von Neumann algebra generated by (the spectral
projections of ) c j + a j for j = 1, . . . , N. Then 0Q = 0̃Q . In particular, 0̃Q is
QWEP.

Proposition 3.16. For j, k = 1, . . . , N , c j and c∗

j satisfy the mixed q-commutation
relation

(3-15) c∗

k c j − q( j, k)c j c∗

k = δ j,k1.

Proof. Let w(i) ∈ H s
Q . Then

c∗

j c jw(i)= c∗

jw( j ⊔ i)= w(i)+
s∑

l=1

δ j,ilw( j ⊔ (i − il))q( j, il)

l−1∏
r=1

q(ir , il).

But

c j c∗

jw(i)=

s∑
l=1

δ j,ilw( j ⊔ (i − il))

l−1∏
r=1

q(ir , il).

Hence c∗

j c jw(i)− q( j, j)c j c∗

jw(i)= w(i). If j ̸= k, then

c∗

k c jw(i)= c∗

kw( j ⊔ i)=

s∑
l=1

δk,ilw( j ⊔ (i − il))q( j, il)

l−1∏
r=1

q(ir , il),

and

c j c∗

kw(i)=

s∑
l=1

δk,ilw( j ⊔ (i − il))

l−1∏
r=1

q(ir , il).

Hence c∗

k c jw(i)− q( j, k)c j c∗

kw(i)= 0. □

Remark 3.17. The Fock space representation was studied in more general setting
by Bożejko and Speicher [1994]. Let (ei ) be an orthonormal basis (o.n.b.) of a
Hilbert space H . One can construct the Fock space FQ(H) following [Bożejko
and Speicher 1994; Lust-Piquard 1999]. Let � be the vacuum state and W be the
Wick product, i.e.,

W (ei1 ⊗ · · · ⊗ eis )�= ei1 ⊗ · · · ⊗ eis .

The Wick product was studied in detail in [Krȯlak 2000]. Suppose i ∈ [N ]
s and

j ∈ [N ]
s′

. We have

⟨w(i), w( j)⟩ = ⟨ei1 ⊗ · · · ⊗ eis , e j1 ⊗ · · · ⊗ e js′ ⟩,

where the left side is given by Proposition 3.9 and the right side is understood as
the inner product in FQ(H); see [Bożejko and Speicher 1994; Lust-Piquard 1999].
Our argument shows that one can alternatively implement (3-15) and construct the
Fock space using the probabilistic approach (Speicher’s CLT) and the von Neumann
algebra ultraproduct. If supi j qi j < 1 and i ∈ [N ]

s , we can identify our special Wick
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words w(i) with W (ei1 ⊗· · ·⊗ eis ). Thus we can also identify H s
Q with H⊗s . This

identification will play an important role when we study the operator algebraic
properties of 0Q in later parts of this paper.

3D. The Ornstein–Uhlenbeck semigroup on 0Q . Let T m
t denote the Ornstein–

Uhlenbeck semigroup acting on Am ; see [Biane 1997, Section 2.1]. T m
t is given by

T m
t xi1(k1) · · · xid (kd)= e−td xi1(k1) · · · xid (kd)

if σ(k) ∈ P1(d). Let us first recall an elementary fact.

Lemma 3.18. Let (N , τ ) be noncommutative W ∗ probability space, where N is a
von Neumann algebra and τ is a normal faithful tracial state. Let T : N → N be a
∗-preserving linear normal map with pre-adjoint map T∗ : N∗ → N∗. Suppose T is
self-adjoint on L2(N , τ ). Then T = T∗|N .

Proof. Let x, y ∈ N . Denote the dual pairing between x∗ ∈ N∗ and x by (x∗, x),
which can be implemented by (x∗, x)= τ(x∗x). Since N ⊂ N∗ = L1(N , τ ),

(T x, y)= τ((T x)y)= ⟨T x, y∗
⟩L2(N ,τ ) = τ(x(T y))= (x, T y)= (T∗x, y). □

Let (T m
t )∗ : L1(Am)→ L1(Am) be the pre-adjoint map of Tt . By Lemma 3.18, it

coincides with Tt on Am . Let
∏

m,U L1(Am) be the ultraproduct of Banach spaces
L1(Am). Recall that AU =

∏
m,U Am is the von Neumann algebra ultraproduct in

Section 3A. Note we have the canonical inclusion L1(AU , τU )⊂
∏

m,U L1(Am, τm).
Let ((T m

t )∗)
• be the usual ultraproduct of (T m

t )∗. If (xm)
•
∈ AU , then

((T m
t )∗)

•(xm)
•
= (T m

t xm)
•
∈ AU

because supm ∥T m
t xm∥ ≤ supm ∥xm∥ <∞. Hence, ((T m

t )∗)
• leaves AU invariant.

We have checked the commutative diagram

AU
� � //

((T m
t )∗)

•
|AU

��

L1(AU , τU )
� � //

((T m
t )∗)

•
|L1(AU ,τU )

��

∏
m,U L1(Am, τm)

((T m
t )∗)

•

��

AU
� � // L1(AU , τU )

� � //
∏

m,U L1(Am, τm)

We define Tt =
(
((T m

t )∗)
•
|L1(AU ,τU )

)∗. Then, by construction, Tt : AU → AU is a
normal unital completely positive map which is self-adjoint on L2(AU , τU ). By
Lemma 3.18 again, Tt coincides with ((T m

t )∗)
• on AU and thus on L2(AU , τU ).

Since 0Q ⊂ AU is a von Neumann subalgebra, L2(0Q) ⊂ L2(AU ) ⊂ L1(AU ).
Therefore, for i ∈ [N ]

s and w(i) ∈ L2(0Q),

Ttw(i)=

(
1

ms/2

∑
k:σ(k)∈P1(s)

e−ts xi1(k1) · · · xis (ks)

)
•

= e−tsw(i) ∈ L2(0Q).
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Since L2(0Q)∩AU = 0Q , Tt leaves 0Q invariant. Also, we see that (Tt)t≥0 is a
strongly continuous semigroup in L2(0Q). Note that in general (Tt)t≥0 may not be
a point σ -weakly continuous semigroup in t , hence may not extend to a strongly
continuous semigroup on L2(AU ). By Theorem 3.8,

Tt
(
(̃xi1(m))

•
· · · (̃xid (m))

•
)
=

∑
σ∈P1,2(d)
σ≤σ(i)

e−t |σsing|wσ (i)=

∑
σ∈P1,2(d)
σ≤σ(i)

e−t |inp| fσ (i)w(inp),

where |σsing| is the number of singletons in σ , and |inp| is the dimension of inp.
fσ (i) and inp are defined in (3-9) and Proposition 3.10. The generator of Tt is the
number operator, denoted by A.

4. Analytic properties

Our goal of this section is to prove some analytic properties for 0Q . This will be
done via a limit procedure, as was used in [Biane 1997; Junge et al. 2015] for
proving hypercontractivity.

4A. Hypercontractivity. Biane [1997, Theorem 5] proved the Ornstein–Uhlenbeck
semigroup acting on Am = Am(N , ε) is hypercontractive.

Theorem 4.1. Let 1 ≤ p, r <∞. Then, for every ω ∈�,

∥T m
t ∥L p→Lr = 1 if and only if e−2t

≤
p − 1
r − 1

.

With the hard work done in the previous section, it is very easy to prove the
following result.

Theorem 4.2. Let Tt be the Ornstein–Uhlenbeck semigroup on 0Q for an arbitrary
N × N symmetric matrix Q with entries in [−1, 1]. Then, for 1 ≤ p, r <∞,

∥Tt∥L p→Lr = 1 if and only if e−2t
≤

p − 1
r − 1

.

Proof. The “only if” part follows verbatim Biane’s argument [1997, p. 461]. For
the converse, since the special Wick words span L p(0Q), it suffices to prove that if
e−2t

≤ (p − 1)/(r − 1) then∥∥∥∥Tt

(∑
i

αiw(i)
)∥∥∥∥

r
≤

∥∥∥∥∑
i

αiw(i)
∥∥∥∥

p
,

where
∑

i αiw(i) is a finite linear combination of special Wick words.
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But, by Theorem 4.1,∥∥∥∥T m
t

(∑
i

αi

md(i)/2

∑
k∈[m]d(i):σ(k)∈P1(d(i))

xi1(k1) · · · xid(i)(kd(i))

)∥∥∥∥
r

≤

∥∥∥∥∑
i

αi

md(i)/2

∑
k∈[m]d(i):σ(k)∈P1(d(i))

xi1(k1) · · · xid(i)(kd(i))

∥∥∥∥
p
.

Since there is a canonical inclusion L p(0Q)⊂
∏

m,U L p(A, τm), we have∥∥∥∥∑
i

αiw(i)
∥∥∥∥

p
= lim

m,U

∥∥∥∥∑
i

αi

md(i)/2

∑
k∈[m]d(i):σ(k)∈P1(d(i))

xi1(k1) · · · xid(i)(kd(i))

∥∥∥∥
p
.

Similarly,∥∥∥∥Tt

(∑
i

αiw(i)
)∥∥∥∥

r

=

∥∥∥∥∑
i

αi e−t |i |w(i)
∥∥∥∥

r

= lim
m,U

∥∥∥∥∑
i

αi e−t |i |

md(i)/2

∑
k∈[m]d(i):σ(k)∈P1(d(i))

xi1(k1) · · · xid(i)(kd(i))

∥∥∥∥
r

= lim
m,U

∥∥∥∥T m
t

(∑
i

αi

md(i)/2

∑
k∈[m]d(i):σ(k)∈P1(d(i))

xi1(k1) · · · xid(i)(kd(i))

)∥∥∥∥
r
.

The assertion follows immediately. □

This result in particular implies the hypercontractivity results for 0q(H) due to
Biane [1997] and for the free product of 0−1(R

n) obtained in [Junge et al. 2015].
See also [Królak 2005] for another generalization with the braid relation. Using the
standard argument [Biane 1997], the log-Sobolev inequality follows from optimal
hypercontractivity bounds. Recall that A is the number operator associated to 0Q .

Corollary 4.3 (log-Sobolev inequality). For any finite linear combination of special
Wick words f =

∑
i αiw(i),

τQ(| f |
2 ln | f |

2)− ∥ f ∥
2
2 ln ∥ f ∥

2
2 ≤ 2τQ( f A f ∗).

4B. Derivations. Given the N × N matrix Q = (qi j ), we define a 2N ×2N matrix
Q′ by

Q′
= Q ⊗

(
1 1
1 1

)
=

(
Q Q
Q Q

)
.
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Recall that Am(N , ε) is the spin matrix system with Nm generators as in Section 2B
and JN ,m = [N ]× [m]. We can extend the function ε to J2N ,m × J2N ,m as follows:

ε′((i, k), ( j, l))=


ε((i, k), ( j, l)) if (i, k), ( j, l) ∈ JN ,m,

ε((i − N , k), ( j, l)) if 1 ≤ j < N + 1 ≤ i ≤ 2N ,
ε((i, k), ( j − N , l)) if 1 ≤ i < N + 1 ≤ j ≤ 2N ,
ε((i − N , k), ( j − N , l)) if N + 1 ≤ i, j ≤ 2N .

In other words, ε′
= ε⊗

( 1
1

1
1

)
. We may write ε for ε′ without causing any ambiguity.

Now we define a linear map

(4-1) δ : Am(N , ε)→ Am(2N , ε′),

xi1(k1)xi2(k2) · · · xin (kn)

7→

n∑
α=1

xi1(k1) · · · xiα−1(kα−1)xiα+N (kα)xiα+1(kα+1) · · · xin (kn),

where xi1(k1)xi2(k2) · · · xin (kn) is assumed to be in the reduced form. See also
[Lust-Piquard 1999]. It is easy to see that δ is ∗-preserving.

Lemma 4.4. δ is a derivation, i.e., δ(ξη)= δ(ξ)η+ ξδ(η) for two words ξ and η.

Proof. The assertion follows from the fact that δ is the derivative of certain one
parameter group of automorphisms; see [Lust-Piquard 1998; 1999; Efraim and
Lust-Piquard 2008]. We provide a direct elementary proof here. Note that if ξ and η
are two reduced words with no common generators, the derivation property follows
easily from (4-1). It remains to verify the derivation property when ξ and η have
common generators. Let ξ = xi1(k1) · · · xin (kn) ∈Am(N , ε) be a reduced word, and
let a be an arbitrary generator. Assume a = xi(α0)(k(α0)) and write the reduced
form of aξ as ãξ . Then

ãξ = ε((i1, k1), (iα0, kα0)) · · · ε((iα0−1, kα0−1), (iα0, kα0))xi1(k1)

· · · x̌iα0
(kα0) · · · xin (kn),

where x̌ means the generator x is omitted in the expression. We have

δ(ãξ)= ε((i1, k1), (iα0, kα0)) · · · ε((iα0−1, kα0−1), (iα0, kα0))

×

n∑
α=1,α ̸=α0

xi1(k1) · · · xiα−1(kα−1)xiα+N (kα)xiα+1(kα+1) · · · xin (kn).

Here we understand that if α= α0 −1 then iα+1 is actually iα+2 because xiα0
(kα0) is

omitted. Similar remark applies when α=α0+1 and we will follow this convention
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to ease notation in this proof. On the other hand,

δ(a)ξ + aδ(ξ)= xiα0+N (kα0)xi1(k1) · · · xin (kn)+ axi1(k1) · · · xiα0+N (kα0) · · · xin

+

α0−1∏
j=1

ε((i j ,k j ), (iα0,kα0))

×

n∑
α=1,α ̸=α0

xi1(k1) · · · xiα−1(kα−1)xiα+N (kα)xiα+1(kα+1) · · · xin (kn)

=

α0−1∏
j=1

ε((i j ,k j ), (iα0,kα0))

×

n∑
α=1,α ̸=α0

xi1(k1) · · · xiα−1(kα−1)xiα+N (kα)xiα+1(kα+1) · · · xin (kn).

Here we used the commutation relation given by ε in both equalities. Hence,

(4-2) δ(ãξ)= δ(a)ξ + aδ(ξ).

Now assume δ(η̃ξ)= δ(η)ξ + ηδ(ξ), where both ξ and η are reduced words and
the generators of η are all in ξ , i.e., η is a subword of ξ . We want to show that
δ(ãηξ)= δ(ãη)ξ + aηδ(ξ), where a is a generator. Note that ãηξ = ãη̃ξ . By (4-2)
and the induction hypothesis,

δ(ãη̃ξ )= δ(a)ηξ + aδ(η̃ξ)

= δ(a)ηξ + aδ(η)ξ + aηδ(ξ)= δ(ãη)ξ + aηδ(ξ).

The derivation property is verified when η is a subword of ξ . For arbitrary reduced
words ξ and η, using the commutation relation we can write η = η1η2 so that η1

and ξ have no common generators and the generators of η2 are in ξ . Then

δ(η̃ξ)= δ(η1η̃2ξ)= δ(η1)η2ξ + η1δ(η̃2ξ)= δ(η1)η2ξ + η1δ(η2)ξ + η1η2δ(ξ)

= δ(η1η2)ξ + η1η2δ(ξ)= δ(η)ξ + ηδ(ξ). □

This lemma implies in particular that δ(ξ) can be defined by (4-1) and is equal
to δ(̃ξ) even if ξ is not a reduced word. We will simply write δ(ξ) for any word ξ
in the following. If we denote by Am the number operator associated to the spin
system Am(N , ε), the gradient form is defined as

0m( f, g)=
1
2(A

m( f ∗)g + f ∗ Am(g)− Am( f ∗g))

for f, g ∈ Am(N , ε). The superscript m is used to distinguish the operators from
their counterparts defined for the limiting algebra 0Q . We may simply omit this
superscript if there is no ambiguity.
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Lemma 4.5. Let f, g ∈ Am(N , ε). Then

0( f, g)= E(δ( f )∗δ(g)),

where E : Am(2N , ε)→ Am(N , ε) is the conditional expectation satisfying

E(xB)= δB∩({N+1,...,2N }×[m]),∅xB

for a reduced word xB .

Proof. By linearity, it suffices to check 0( f, g)= E(δ( f )∗δ(g)) if f and g are re-
duced words in Am(N , ε). Let X B = xi1(k1) · · · xin (kn) and XC = x j1(l1) · · · x js (ls)

be two reduced words, where B,C ⊂ [N ] × [m] consist of (iα, kα) and ( jβ, lβ)
respectively. By the derivation property (4-1),

E(δ(X B)
∗δ(XC))

=

n∑
α=1

s∑
β=1

E(xin (kn) · · · xiα+N (kα) · · · xi1(k1)x j1(l1) · · · x jβ+N (lβ) · · · x js (ls)).

We claim that the only nonzero terms in the above sum are those with (iα, kα)=

( jβ, lβ). Indeed, the conditional expectation simply computes the trace of generators
with subscript greater than N in the reduced form of

xin (kn) · · · xiα+N (kα) · · · xi1(k1)x j1(l1) · · · x jβ+N (lβ) · · · x js (ls).

Thus xiα+N (kα) and x jβ+N (lβ) have to be the same to cancel out in order to con-
tribute to the sum. It follows that

(4-3) E(δ(X B)
∗δ(XC))

=

∑
α,β:(iα,kα)=( jβ ,lβ )

E
(
xin (kn) · · · xiα+N (kα) · · · xi1(k1)x j1(l1)

· · · x jβ+N (lβ) · · · x js (ls)
)

=

∑
α,β:(iα,kα)=( jβ ,lβ )

xin (kn) · · · xiα (kα) · · · xi1(k1)x j1(l1) · · · x jβ (lβ) · · · x js (ls).

Here we used the extended commutation relation on A(2N , ε) given by ε in the
last equality. Since X B and XC are reduced, given (iα, kα) ∈ B there is at most one
( jβ, lβ) ∈ C such that they are equal, and vice versa. We see that there are |B ∩ C |

terms in the sum of (4-3). Hence, we find

E(δ(X B)
∗δ(XC))= |B ∩ C |X∗

B XC .

On the other hand,

0(X B, XC)=
1
2(A(X

∗

B)XC + X∗

B A(XC)− A(X∗

B XC))

=
1
2(|B| + |C | − |B△C |)

× xin (kn) · · · xiα (kα) · · · xi1(k1)x j1(l1) · · · x jβ (lβ) · · · x js (ls).
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Note that we have the same word here as the summand of (4-3). Since 2|B ∩ C | =

|B| + |C | − |B△C |, we must have

0(X B, XC)= |B ∩ C |X∗

B XC = E(δ(X B)
∗δ(XC)). □

Let w(i) ∈ H s
Q be a special Wick word with length s ∈ Z+. We define a linear

map δ : H s
Q → H s

Q′

(4-4) δ(w(i))=

(
1

ms/2

∑
k:σ(k)∈P1(s)

δm
[xi1(k1) · · · xis (ks)]

)
•

,

where δm is the derivation defined in (4-1). Here we used Remark A.1 implicitly.
Note that δm is bounded when acting on words with fixed length s although it is not
uniformly (in m) bounded on Am . Hence δ = (δm)• is well-defined on H s

Q . Since
L2(0Q) =

⊕
∞

s=0 H s
Q , we can define δ on each H s

Q by (4-4). By definition, δ is
densely defined on FQ = L2(0Q) and Dom(δ) = Dom(A) can be identified with
the linear span of special Wick words with finite length, where A is the number
operator on L2(0Q). Since each w(i) is actually in 0∞

Q , δ(w(i)) is in 0∞

Q′ .

Proposition 4.6. δ : L2(0Q)→ L2(0Q′) is a closed derivation.

Proof. Let Ps : L2(0Q)→ H s
Q and P ′

s : L2(0Q′)→ H s
Q′ be the orthogonal projections.

Suppose xn ∈ Dom(δ), limn→∞ ∥xn∥2 = 0 and limn→∞ ∥δ(xn)− y∥2 = 0. Then
Ps xn → 0 for each s ∈ Z+. It follows that

P ′

sδ(xn)= δ(Ps(xn))→ 0 as n → ∞.

But P ′
sδ(xn) → P ′

s y, we find P ′
s y = 0 and thus y = 0. Hence δ is closed. The

derivation property follows from the definition (4-4), (4-1) and Remark A.1. □

Denote by AU (N ) the von Neumann algebra ultraproduct of Am(N ). Then
E = (Em)• :AU (2N )→AU (N ) is the canonical conditional expectation, where Em

:

Am(2N )→ Am(N ) is given in Lemma 4.5. Since 0Q ⊂ AU (N ) as a von Neumann
subalgebra, there is a trace-preserving conditional expectation E : 0Q′ → 0Q which
extends to contractions on L p for 1 ≤ p <∞. Recall that 0( · , · ) is the gradient
form associated with the number operator A on 0Q .

Proposition 4.7. Let f, g ∈ Dom(δ). Then

0( f, g)= E(δ( f )∗δ(g)).

Proof. By linearity, it suffices to check the claim for f = w(i) and g = w(i ′).
By the construction of conditional expectation, the proof of Lemma 4.5 and the
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construction of the Ornstein–Uhlenbeck semigroup on L2(0Q) in Section 3D,

E[δ(w(i))∗δ(w(i ′))]

=

(
1

m(d+d ′)/2 Em
(
δm
( ∑

k:σ(k)∈P1(d)

xi1(k1) · · · xid (kd)

)∗

× δm
( ∑

k′:σ(k′)∈P1(d ′)

xi ′

1
(k ′

1) · · · xi ′

d′
(k ′

d ′)

)))
•

=
1
2 [A(w(i∗)w(i ′)+w(i)∗ A(w(i ′))− A(w(i)∗w(i ′))] = 0(w(i), w(i ′)),

where A is the number operator on 0Q . □

4C. Riesz transforms. Lust-Piquard [1998] showed the boundedness of Riesz
transforms for the general spin system. Let T ∈ Am(N , ε) with τm(T )= 0. Recall
that the Riesz transforms satisfy R j (T )= D j (Am)−1/2(T ), where D j is the annihi-
lation operator and Am

=
∑Nm

j=1 D∗

j D j is the number operator for the spin system
Am(N , ε). By [Lust-Piquard 1998, Lemma 3.2 and Proposition 1.3], we have

(4-5) K̃ −1
p′ ∥T ∥p ≤

∥∥∥∥ Nm∑
j=1

Pj R j (T )
∥∥∥∥

p
≤ K̃ p∥T ∥p for 1< p <∞,

where K̃ p = O(p3/(p −1)3/2), 1/p +1/p′
= 1, and Pj is a certain tensor of Pauli

matrices in the general spin system; see [Lust-Piquard 1998, Definition 2.1]. It
is known that ∥

∑Nm
j=1 Pj R j (T )∥p = ∥δm(Am)−1/2(T )∥p (see [Lust-Piquard 1999,

p. 547]), where δm is the derivation defined in (4-1). By considering T = (Am)1/2 f ,
(4-5) can be rewritten as

(4-6) K̃ −1
p′ ∥(Am)1/2 f ∥p ≤ ∥δm( f )∥p ≤ K̃ p∥(Am)1/2 f ∥p.

Now it is easy to recover the main result in [Lust-Piquard 1999]. Recall that A is
the number operator on 0Q .

Theorem 4.8 (Lust-Piquard). Let 1< p <∞ and 1/p +1/p′
= 1. Let δ be defined

by (4-4). Then, for any f ∈ Dom(δ),

K̃ −1
p′ ∥A1/2 f ∥p ≤ ∥δ( f )∥p ≤ K̃ p∥A1/2 f ∥p,

where K̃ p = O(p3/(p − 1)3/2).

Proof. We may assume without loss of generality that f =
∑

i αiw(i) is a finite
linear combination of special Wick words. Write w(i)= (X (i,m))•. Then

∥δ( f )∥p =

∥∥∥∥∑
i

αiδ(w(i))
∥∥∥∥

p
= lim

m,U

∥∥∥∥∑
i

αiδ
m(X (i,m))

∥∥∥∥
p
.
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Similarly,

∥A1/2 f ∥p = lim
m,U

∥∥∥∥∑
i

αi
√

|i |X (i,m)
∥∥∥∥

p
= lim

m,U
∥(Am)1/2 f ∥p.

The assertion follows from (4-6) with a limiting procedure. □

In fact, we can give more precise estimates using the gradient form. Let

G p = L p- span{w(i) : i ∈ [2N ]
s, s ∈ N, 1 ≤ ik ≤ N for all but at most one k}.

Since L p(0Q)⊂ G p ⊂ L p(0Q′), we have E : G p → L p(0Q) given by the restriction
of the conditional expectation E : 0Q′ → 0Q . If f ∈ 0Q′ , we define ∥ f ∥Lc

p(E) =

∥E( f ∗ f )1/2∥p and ∥ f ∥Lr
p(E) = ∥ f ∗

∥Lc
p(E). The conditional L p(0Q′) space is

Lrc
p (E)=

{
Lr

p(E)+ Lc
p(E) if 1 ≤ p ≤ 2,

Lr
p(E)∩ Lc

p(E) if 2 ≤ p ≤ ∞.

Define Gr
p (resp. Gc

p) as the space of G p with the norm inherited from Lr
p(E) (resp.

Lc
p(E)). Now we follow [Junge et al. 2014] to derive a Khintchine-type inequality.

First, since E : 0Q′ → 0Q extends to contractions on L p for 1 ≤ p <∞, we have,
for f ∈ L p(0Q′) and 2 ≤ p <∞,

(4-7) max
{
∥E( f ∗ f )1/2∥p, ∥E( f f ∗)1/2∥p

}
≤ ∥ f ∥L p .

This means that L p(0Q′)⊂ Lrc
p (E) contractively for 2 ≤ p <∞.

Lemma 4.9. Let E : G p → L p(0Q) be as above. Then, for 2 ≤ p <∞,

∥ f ∥G p ≤ C
√

p max
{
∥E( f ∗ f )1/2∥p, ∥E( f f ∗)1/2∥p

}
≤ C

√
p∥ f ∥G p ,

and for 1< p ≤ 2,

∥ f ∥G p ≤ inf
f =g+h

g∈Gc
p,h∈Gr

p

{
∥E(g∗g)1/2∥p + ∥E(hh∗)1/2∥p

}
≤ C

√
p

p − 1
∥ f ∥G p .

Proof. Let 2 ≤ p <∞. The right inequality is a special case of (4-7). For the left
inequality, let n ∈ N and i ∈ [2N ]

s . For j = 1, . . . , n, define

φ j : [2N ]
s
→ [2N ]

ns, φ j (i)= 0 ⊔ · · · 0 ⊔ i ⊔ 0 · · · ⊔ 0,

where i occurs in the j-th position. Put π̃ j (w(i))= w(φ j (i)), where w(φ j (i)) is
the special Wick word associated to φ j (i). Define

πn : 0Q′ → 0Q′⊗1n , πn(w(i))=
1

√
n

n∑
j=1

w(φ j (i)).

Here, 1n is the n × n matrix with all entries equal to 1. The map πn extends to a
trace-preserving ∗-homomorphism. Alternatively, one may define πn via the second
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quantization functor as in [Lust-Piquard 1999]. It is crucial to observe that the
π̃ j (w(i)), where j = 1, . . . , n, are fully independent over 0Q⊗1n (see [Junge and
Zeng 2013]) if w(i)∈ G p, as can be checked from the definition of E0Q :0Q′ →0Q .
We may assume f is a finite linear combination of special Wick words in G p. By the
noncommutative Rosenthal inequality [Junge and Xu 2008; Junge and Zeng 2013],

∥πn( f )∥p

≤
Cp
√

n

( n∑
j=1

∥π̃ j ( f )∥p
p

)1
p

+
C

√
p

√
n

max
{∥∥∥∥( n∑

j=1

E[π̃ j ( f )∗π̃ j ( f )]
)1

2
∥∥∥∥

p
,

∥∥∥∥( n∑
j=1

E[π̃ j ( f )π̃ j ( f )∗]
)1

2
∥∥∥∥

p

}
.

We have extended the conditional expectation E :0Q′ →0Q to E :0Q′⊗1n →0Q⊗1n .
Note that E[π̃ j ( f )∗π̃ j ( f )]= π̃ j [E( f ∗ f )] and ∥π̃ j ( f )∥p =∥ f ∥p. Sending n →∞,
for 2< p <∞, we have

(4-8) ∥ f ∥G p ≤ C
√

p max
{
∥E( f ∗ f )1/2∥p, ∥E( f f ∗)1/2∥p

}
.

For the case 1 < p < 2, we argue by duality. Define the orthogonal projection
P : Lrc

2 (E)→ G2 ∩ Lrc
2 (E). By orthogonality, for g ∈ 0Q′ ,

E(g∗g)= E(Pg∗ Pg)+ E(P⊥g∗ P⊥g)≥ E(Pg∗ Pg).

Similarly, E(gg∗)≥ E(Pg Pg∗). Since

max
{
∥E(Pg∗Pg)1/2∥p,∥E(Pg Pg∗)1/2∥p

}
≤ max

{
∥E(g∗g)1/2∥p,∥E(gg∗)1/2∥p

}
,

we deduce from (4-8) that P extends to a bounded projection with norm

∥P : Lrc
p (E)→ L p(0Q′)∥ ≤ C

√
p

for 2 ≤ p <∞. For 1< p ≤ 2 and f ∈ G2, since P∗
= P , we have by duality

∥ f ∥Lrc
p (E) = ∥P f ∥Lrc

p (E) ≤ C
√

p′∥ f ∥L p(0Q′ ),

where 1/p + 1/p′
= 1. By density, this inequality extends to f ∈ G p. It suffices

to consider the decomposition of f ∈ G p in Gc
p + Gr

p when we compute ∥ f ∥Lrc
p (E).

This gives the right inequality. The left inequality follows from duality and (4-7). □

Remark 4.10. In fact, the above argument also shows that G p is complemented
in L p(0Q′). Morally speaking, G p is a 0Q–0Q bimodule corresponding to differen-
tial forms of order one.

Corollary 4.11. (a) Let 2 ≤ p <∞. Then, for every f ∈ Dom(A),

c−1
p ∥A1/2 f ∥p ≤ max

{
∥0( f, f )1/2∥p, ∥0( f ∗, f ∗)1/2∥p

}
≤ K p∥A1/2 f ∥p,

where cp = O(p2) and K p = O(p3/2).
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(b) Let 1< p ≤ 2. Then, for every f ∈ Dom(A),

K −1
p′ ∥A1/2 f ∥p ≤ inf

δ( f )=g+h
g∈Gc

p,h∈Gr
p

{
∥E(g∗g)1/2∥p + ∥E(hh∗)1/2∥p

}
≤ C p∥A1/2 f ∥,

where K p′ = O(1/(p − 1)3/2) and C p = O(1/(p − 1)2).

Proof. Note that δ( f )∈ G p if f ∈ Dom(A). Since E(δ( f )∗δ( f ))=0( f, f ), using
Lemma 4.9 for 2 ≤ p <∞, we have

∥δ( f )∥p ≤ C
√

p max
{
∥0( f, f )1/2∥p, ∥0( f ∗, f ∗)1/2∥p

}
≤ C

√
p∥δ( f )∥p.

Now apply Theorem 4.8 to conclude (a). For the constants, K p = O(p3/2) is trivial.
Since K̃ p′ = O(p′3/(p′

− 1)3/2) = O(p3/2), we have cp ≤ O(p2). Assertion (b)
follows similarly using Lemma 4.9 and Theorem 4.8. □

Compared with Theorem 4.8, which was proved in [Lust-Piquard 1999], this
result is closer to Lust-Piquard’s original formulation of the Riesz transforms on
the Walsh system and the fermions given in [Lust-Piquard 1998]. In particular, we
get the exact order of constants as in [Lust-Piquard 1998].

4D. L p Poincaré inequalities. Efraim and Lust-Piquard [2008] proved that the L p

Poincaré inequalities (2 ≤ p <∞),

(4-9) ∥ f − τm( f )∥p ≤ C
√

p max
{
∥0m( f, f )1/2∥p, 0

m( f ∗, f ∗)1/2∥p
}
,

hold for Walsh systems and CAR algebras. In fact, the same proof also works
for the general spin matrix system Am with some technical variants as shown in
[Lust-Piquard 1998]. Indeed, Lemmas 6.2–6.5 in [Efraim and Lust-Piquard 2008]
hold for the general spin systems, from which (4-9) follows. Recall that we denote
by A the number operator on 0Q .

Theorem 4.12. Let 2 ≤ p <∞. Then, for every f ∈ Dom(A),

∥ f − τQ( f )∥p ≤ C
√

p max
{
∥0( f, f )1/2∥p, 0( f ∗, f ∗)1/2∥p

}
.

Proof. Assume without loss of generality that f =
∑

i αiw(i) = ( f m)• is a
finite linear combination of special Wick words. Note that E(δ( f )∗δ( f )) =

(Em
[δm( f m)δm( f m)])•. Then the assertion follows from (4-9) and a limiting proce-

dure as for Theorems 4.2 and 4.8 with the help of Lemma 4.5 and Proposition 4.7. □

5. Strong solidity

5A. CCAP. Let 0q(H) be the q-Gaussian von Neumann algebra associated to a
real Hilbert space H with dim H ≥ 2; see, e.g., [Bożejko et al. 1997] for more
information on 0q(H). Avsec showed that 0q(H) for −1< q < 1 has the weak*
completely contractive approximation property (w*CCAP) in [Avsec 2011]. In
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particular, 0q(H) is weakly amenable. Our goal here is to prove that 0Q also has
w*CCAP if max1≤i, j≤N |qi j |< 1. Our argument is based on Avsec’s result.

Assume that maxi, j |qi j | < 1. We may find q such that maxi, j |qi j | < q < 1.
Let Q = q Q̃, where Q̃ = (̃qi j ) satisfies maxi, j |̃qi j | < 1. For h ∈ H , let cq(h)
and (cq)∗(h) be the creation and annihilation operators, respectively, acting on
the q-Fock space Fq(H), where dim H = N . We write the q-Gaussian variables
as sq(h) = cq(h)+ (cq)∗(h). In particular, for an orthonormal basis (o.n.b.) (e j )

of H , we write sq
j = sq(e j ). Similarly, we write s Q(h) = cQ(h)+ (cQ)∗(h) for

the mixed q-Gaussian variables of 0Q ; see [Lust-Piquard 1999]. In particular,
s Q

j = s Q(e j ). We write xi, j = s Q̃⊗1n ( fi ⊗ e j ), where ( fi ) is an o.n.b. of ℓN
2 , and

(e j ) is an o.n.b. of ℓn
2 . Clearly, the xi, j ’s generate 0Q̃⊗1n

. We first construct an
“approximate comultiplication” for 0Q .

Proposition 5.1. Let πU : 0Q →
∏

m,U 0q(ℓ
m
2 )⊗ 0Q̃⊗1m

be a ∗-homomorphism
given by

πU (s
Q
i )=

(
1

√
m

m∑
k=1

sq
k ⊗ xi,k

)
•

.

Then πU is trace-preserving. Therefore, 0Q is isomorphic to the von Neumann
algebra generated by πU (s

Q
i ).

Proof. Let d be an even integer. By the moment formula (3-2),∑
k∈[m]d

τq ⊗ τQ̃⊗1m
[(sq

k1
· · · sq

kd
)⊗ (xi1,k1 · · · xid ,kd )]

=

∑
σ∈P2(d),σ≤σ(i)

∑
σ(k)=σ

q#I (σ )
∏

{r,t}∈I (σ )

q̃(i(er ), i(et))

=

∑
σ∈P2(d),σ≤σ(i)

∑
σ(k)=σ

∏
{r,t}∈I (σ )

q(i(er ), i(et)),

where I (σ ) is the set of inversions for the partition σ . Counting the number of k
with σ(k)= σ , we have

τU

(
1

md/2

∑
k∈[m]d

(sq
k1

· · · sq
kd
)⊗ (xi1,k1 · · · xid ,kd )

)
•

=

∑
σ∈P2(d)
σ≤σ(i)

∏
{r,t}∈I (σ )

q(i(er ), i(et)).

This coincides with τQ(s
Q
i1

· · · s Q
id
) given by (3-2). □

Now we want to understand the image of Wick words of 0Q under πU . We need
a Wick word decomposition result similar to Theorem 3.8. For i ∈ [N ]

d , we define

(5-1) ws(i)=

(
1

md/2

∑
k:σ(k)∈P1(d)

(sq
k1

· · · sq
kd
)⊗ (xi1,k1 · · · xid ,kd )

)
•

.
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Proposition 5.2. Following the notation of Proposition 5.1, we have

πU (s
Q
i1

· · · s Q
id
)=

∑
σ∈P1,2(d)
σ≤σ(i)

ws
σ (i).

Here,ws
σ (i)= fσ (i)ws(inp), fσ (i) and inp are the same as those in Proposition 3.10.

Proof. Following verbatim the argument for Theorem 3.8, we have

πU (s
Q
i1

· · · s Q
id
)=

∑
σ∈P1,2(d)

ws
σ (i).

Here we have

ws
σ (i)=

(
1

md/2

∑
k∈[m]

d
:σ(k)=σ

ENs(k)[(s
q
k1

· · · sq
kd
)⊗ (xi1,k1 · · · xid ,kd )]

)
•

,

and Ns(k) is the von Neumann algebra generated by all the sq
kα ⊗ xiα,kα’s, where

the kα’s correspond to singleton blocks in k. To simplify the conditional expectation
in the ultraproduct, we denote by N 1

s (k) and N 2
s (k) the von Neumann algebras

generated by the sq
kα ⊗0Q̃⊗1m

’s and 0q(ℓ
m
2 )⊗ xiα,kα’s, respectively, where the kα’s

correspond to singleton blocks in k. Clearly, Ns(k)⊂ N 1
s (k)∩N 2

s (k). We claim

(5-2) EN 2
s (k)(1 ⊗ (xi1,k1 · · · xid ,kd ))

=

{
fσ,Q̃(i)1 ⊗ (x j1,l1 · · · x js ,ls ) if σ = σ(k)≤ σ(i),

0 otherwise,

where (l1, . . . , ls) is obtained by deleting pair blocks in k, which also gives the
corresponding ( j1, . . . , js), and

fσ,Q̃(i)=

∏
{r,t}∈Ip(σ )

q̃(i(er ), i(et))
∏

{r,t}∈Isp(σ )

q̃(i(er ), i(et)).

Unlike in the matrix models, the xiα,kα’s do not have commutation relations. We
check (5-2) by calculating the inner product of EN 2

s (k)(1 ⊗ xi1,k1 · · · xid ,kd ) and
monomials generated by the 1 ⊗ xiα,kα’s in N 2

s (k). Let 1 ⊗ xi ′

1,k
′

1
· · · xi ′

n,k′
n
∈ N 2

s (k)
be a monomial. Since EN 2

s (k) is trace-preserving, by the moment formula (3-2) for
mixed q-Gaussian algebras,

τQ̃⊗1m
[xi ′

n,k′
n
· · · xi ′

1,k
′

1
EN 2

s (k)(xi1,k1 · · · xid ,kd )]

=

{
fσ,Q̃(i)τQ̃⊗1m

(xi ′
n,k′

n
· · · xi ′

1,k
′

1
x j1,l1 · · · x js ,ls ) if σ = σ(k)≤ σ(i),

0 otherwise.

Hence (5-2) is verified. Similarly, it can be checked that

EN 1
s (k)((s

q
k1

· · · sq
kd
)⊗ 1)= q#Ip(σ )+#Isp(σ )sq

l1
· · · sq

ls
.

Note that fσ (i) = q#Ip(σ )+#Isp(σ ) fσ,Q̃(i). The assertion follows from the fact that
ENs(k) = ENs(k)EN 1

s (k)EN 2
s (k). □
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Proposition 5.3. πU extends to an isomorphism

L2(0Q)∼= L2- span{ws(i) : i ∈ [N ]
d , d ∈ Z+}.

Proof. Put HW = L2- span{ws(i) : i ∈ [N ]
d , d ∈ Z+}. By Proposition 5.2, we

know that πU (L2(0Q))⊂ HW . The converse containment follows from the same
induction argument as for Proposition 3.13. □

Remark 5.4. In fact, one can prove that πU (w(i))= ws(i) using the Fock space
representation. Since we do not need this fact, we leave it to the reader.

Now we are ready for the first main result of this section.

Theorem 5.5. 0Q has the weak* completely contractive approximation property
for all Q with max1≤i, j≤N |qi j |< 1.

Proof. Let H be a real Hilbert space and −1<q< 1. In [Avsec 2011], Avsec proved
that there exists a net of finite-rank maps ϕα(A) which converges to the identity map
on 0q(H) in the point-weak* topology and such that ∥ϕα(A)∥cb ≤ 1 + ε for some
prescribed ε. Here, ∥ · ∥cb is the completely bounded norm and ϕα(A) only depends
on the number operator A on 0q(H). Let Q = q Q̃ as above. Consider the diagram

0Q
� � πU //

ψα

��

∏
m,U 0q(ℓ

m
2 )⊗0Q̃⊗1m

ϕα(A)⊗id
��

0Q
� � πU //

∏
m,U 0q(ℓ

m
2 )⊗0Q̃⊗1m

where we define ψα = π−1
U ◦ (ϕα(A)⊗ id) ◦πU . Here, ϕα(A)⊗ id is well-defined

on the ultraproduct of von Neumann algebras because it is uniformly bounded in
each 0q(ℓ

m
2 )⊗0Q̃⊗1m

. By an argument similar to that in Section 3D, ϕα(A)⊗ id is
a normal map. Note that ψα is well-defined because πU is injective and ϕα(A)⊗ id
acts as a multiplier. We claim that ψα is the desirable completely contractive
approximation of identity. By construction, the only nontrivial thing to check is
that ψα is of finite rank. To this end, it suffices to show that ϕ(A)α⊗ id restricted to

πU (L2(0Q))= L2- span{ws(i) : i ∈ [N ]
d , d ∈ N}

is of finite rank thanks to Proposition 5.1 and 5.3. Since ϕα(A) is of finite rank,
suppose its range is span

{
sq

k1
· · · sq

kn
: σ(k) ∈

⋃
n∈N P1(n), k ∈ B

}
for some finite

set B. Then the range of ϕα(A)⊗ id |πU (L2(0Q)) is

span
{

sq
k1

· · · sq
kn

⊗ xi1,k1 · · · xin,kn : σ(k) ∈

⋃
n∈N

P1(n), k ∈ B
}
.

Therefore ϕα(A)⊗ id |πU (L2(0Q)) is a finite-rank map. □
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5B. Strong solidity. We follow closely the argument in [Avsec 2011; Houdayer
and Shlyakhtenko 2011]. The strategy is to first prove a weak containment result
of bimodules and then use it to prove strong solidity of 0Q . See, e.g., [Brown and
Ozawa 2008; Avsec 2011] for more details on bimodules and weak containment.
For simplicity, we write Q′

= Q⊗12 = Q⊗
( 1

1
1
1

)
as in Section 4B. Here we assume

(5-3) max
1≤i, j≤N

|qi j |< q2 < q < 1.

Recall that L0
2(0Q′) denotes the subspace of L2(0Q′) which consists of mean zero

elements. Define the following subspaces of L0
2(0Q′):

Fm = L2- span{w(i) : i ∈ [2N ]
s, s ∈ N, s ≥ m, ∃i1, . . . , im ∈ {N + 1, . . . , 2N }},

Em =

m⊕
k=0

Fk .

Clearly, E⊥
m is a 0Q–0Q-subbimodule of L0

2(0Q′). We want to show that E⊥
m is

weakly contained in the coarse bimodule L2(0Q)⊗ L2(0Q) for m large enough.
By Proposition 3.13, we may identify L2(0Q′) with the Fock space FQ′ . For
ξ, η ∈ L0

2(0Q′), define 8ξ,η : L2(0Q)→ L2(0Q) by

8ξ,η(x)= E0Q (ξ xη).

To distinguish the left action and the right action of 0Q′ on L2(0Q′), we write l(hi )

(resp. r(hi )) as the left (resp. right) creation operator associated to hi acting on the
Fock space FQ′ , i.e.,

l(hi )(h j1 ⊗ · · · ⊗ h jn )= hi ⊗ h j1 ⊗ · · · ⊗ h jn ,

r(hi )(h j1 ⊗ · · · ⊗ h jn )= h j1 ⊗ · · · ⊗ h jn ⊗ hi .

Here, the hi ’s are elements in C2N
= CN

⊕ CN . We write l(hi )
∗ (resp. r(hi )

∗) as
the left (resp. right) annihilation operator acting on the Fock space FQ′ . See more
details for these operations in [Bożejko and Speicher 1994; Lust-Piquard 1999].
One can also define them following Section 3C after choosing an o.n.b. Write

H ′s
=span{w(i)∈L2(0Q′) :i ∈[2N ]

s
} and H s

=span{w(i)∈L2(0Q) :i ∈[N ]
s
}.

Lemma 5.6. Assume (5-3). Let (ei )
2N
i=1 be an o.n.b. of C2N . Suppose i ∈ [2N ]

n1 and
j ∈ [2N ]

n2 . If {N +1, . . . , 2N } contains exactly n elements of {ir+1, . . . , in1}, then∥∥E0Q

[
l(ei1) · · · l(eir )l(eir+1)

∗
· · · l(ein1

)∗r(e j1) · · · r(e js )r(e js+1)
∗
· · · r(e jn2

)∗(x)]
∥∥

2

≤ Cq,n1,n2q(α−(n2−s)−(n1−r−n))n
∥x∥2

for all x ∈ Hα.
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Proof. Note that among all possible configurations, the assertion is nontrivial only if

i1, . . . , ir , js+1, . . . , jn2 ≤ N .

By [Bożejko and Speicher 1994, Theorem 3.1],

(5-4) ∥r(e js )
∗
∥ ≤

1
√

1 − q
, ∥l(eir )∥ ≤

1
√

1 − q
.

We may assume without loss of generality that r = 0 and s = n2 and estimate the
norm of l(ei1)

∗
· · · l(ein1

)∗r(e j1) · · · r(e jn2
). The idea is that all the eir’s with ir > N

have to pair with the e js’s to cancel out, and moving across the element x will
yield a power of q . Let us assume in1 > N to illustrate the argument. Note that by
Remark 3.17, Hα can be identified with (CN

⊕ 0)⊗α via

w(i) 7→ W (ei1 ⊗ · · · ⊗ eiα ) 7→ ei1 ⊗ · · · ⊗ eiα .

First assume x = ek1 ⊗· · ·⊗ekα . Using (3-14) (or the formula on p. 109 of [Bożejko
and Speicher 1994]), we find

l(ein1
)∗r(e j1) · · · r(e jn2

)x

=

n2∑
m=1

δin1 , jm

α∏
s=1

qin1 ,ks

n2∏
r=m+1

qin1 , jr x ⊗ e jn2
⊗ · · · ⊗ ě jm ⊗ · · · ⊗ e j1

=

n2∑
m=1

δin1 , jm

α∏
s=1

qin1 ,ks

n2∏
r=m+1

qin1 , jr r(e j1) · · · ř(e jm ) · · · r(e jn2
)x,

where ě jm and ř(e jm ) mean that e jm and r(e jm ) are omitted in the expression. The
difficulty is that the coefficient in front of x depends on x . In order to extend the
above equation to arbitrary x ∈ Hα, we will find a linear operator for any fixed m
via deformation and enlargement of the algebra. Define q̃i j = qi j/q for 1 ≤ i, j ≤ N ,
Q̃ = (q̃i j ), and

P =

(
Q ⊗ 12 Q̃ ⊗ 12

Q̃ ⊗ 12 Q ⊗ 12

)
.

Note that (5-3) implies that maxi j |pi j |< q. We can construct new von Neumann
algebras 0P and 0P⊗1n2+1 . Clearly, we have the relation

0Q ↪→ 0Q′ ↪→ 0P ↪→ 0P⊗1n2+1 .

We continue to denote by E0Q : 0P⊗1n2+1 → 0Q the conditional expectation. Let
în1 = in1 + 2N , and let

ĵr =

{
jr + 2N if jr > N ,
jr otherwise.



138 MARIUS JUNGE AND QIANG ZENG

For fixed m, let

ĩn1 = în1 + 4m N = in1 + 2N + 4m N , j̃m = jm + 4m N ,

and let j̃r = ĵr for r ̸= m. In L2(0P⊗1n2+1), observing the repetition pattern in the
matrix P , we have

r(e j̃1) · · · r(e j̃m−1
)[l(e ĩn1

)∗r(e j̃m )]r(e j̃m+1
) · · · r(e j̃n2

)x

=

n2∑
u=m

δ ĩn1 , j̃u

α∏
s=1

q̃in1 ,ks

n2∏
v=u+1

p în1 , ĵv
r(e j̃1) · · · r(e j̃m−1

) · · · ř(e j̃u ) · · · r(e j̃n2
)x

=

α∏
s=1

q̃in1 ,ks

n2∏
v=m+1

p în1 , ĵv
r(e j̃1) · · · ř(e j̃m ) · · · r(e j̃n2

)x,

where p în1 , ĵv
= qin1 , jv if jv ∈ {N +1, . . . , 2N } and p în1 , ĵv

= q̃in1 , jv otherwise. Note
that the term 4m N is used to guarantee that l(e ĩn1

)∗ only annihilates e j̃m . Let

I (m)=
{

jv : v ∈ {m + 1, . . . , n2}, jv ≤ N
}
.

Then

(5-5) E0Q [l(ein1
)∗r(e j1) · · · r(e jn2

)x]

= qα
n2∑

m=1

δin1 , jm

α∏
s=1

q̃in1 ,ks

n2∏
r=m+1

qin1 , jr E0Q [r(e j1) · · · ř(e jm ) · · · r(e jn2
)x]

= qα
n2∑

m=1

δin1 , jm q#I (m)

×

α∏
s=1

q̃in1 ,ks

n2∏
v=m+1

p în1 , ĵv
E0Q [r(e j̃1) · · · ř(e j̃m ) · · · r(e j̃n2

)x]

= qα
n2∑

m=1

δin1 , jm q#I (m)

× E0Q

[
r(e j̃1) · · · r(e j̃m−1

)[l(e ĩn1
)∗r(e j̃m )]r(e j̃m+1

) · · · r(e j̃n2
)x
]
.

Here, the conditional expectation is used in the second equality so that the change
in i and j will not affect the resultant value in L2(0Q). Note that the summand
in (5-5) does not depend on x for each fixed m. By linearity, (5-5) holds for any
x ∈ Hα. We deduce from (5-4) and the triangle inequality that∥∥E0Q [l(ein1

)∗r(e j1) · · · r(e jn2
)x]
∥∥

2 ≤ Cq,n2qα∥x∥2

for all x ∈ Hα . Since l(ein1
)∗r(e j1) · · · r(e jn2

)x is a linear combination of words with
fixed length, the above argument can be easily extended to handle more than one
annihilator. To get a norm estimate on E0Q [l(ei1)

∗
· · · l(ein1

)∗r(e j1) · · · r(e jn2
)(x)], it
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suffices to consider the configuration yielding the minimal power of q . This occurs if

i1, . . . , in, jn2−n+1, . . . , jn2 ∈ {N + 1, . . . , 2N }.

In this situation, l(ei1)
∗, . . . , l(ein )

∗ need to cross at least α − (n1 − n) terms to
cancel with the e js’s. This gives q [α−(n1−n)]n . Using (5-4) to estimate the norm of
l(ein+1)

∗
· · · l(ein1

)∗ gives a constant Cq,n1 . Proceeding like so finishes the proof. □

We will use the normal form theorem of Wick products [Bożejko et al. 1997;
Krȯlak 2000] to estimate the norm of 8ξ,η. We achieve this via the following result.

Lemma 5.7. Assume (5-3). Let ξ ∈ H ′n1 ∩ Fn and η ∈ H ′n2 ∩ Fn . Then, for
α > 2(n1 + n2) and x ∈ Hα, we have

∥8ξ,η(x)∥2 ≤ Cq,ξ,ηqnα/2
∥x∥2.

Moreover, 8ξ,η(x) ∈
⊕α+n1+n2−2n

β=α−n1−n2+2n Hβ .

Proof. First we assume ξ =w(i), η=w( j) and identify x as a vector in (CN
⊕0)α .

By the normal form theorem of Wick products [Bożejko et al. 1997] and [Krȯlak
2000, Theorem 1], we have

w(i)= W (ei1 ⊗ · · · ⊗ ein1
)

=

n1∑
r=0

∑
σ∈Sn1/(Sr ×Sn1−r )

K (Q, σ )l(eσ(i1)) · · · l(eσ(ir ))l(eσ(ir+1))
∗
· · · l(eσ(in1 )

)∗,

where σ(ir ) = iσ−1(r), and K (Q, σ ) is a product of certain entries of Q and only
depending on Q and σ . The precise value of K (Q, σ ) is irrelevant here. We only
need the fact that |K (Q, σ )| ≤ Cq,n1 for some constant Cq,n1 depending on q and n1.
We have a similar formula for w( j). It follows that

(5-6) 8ξ,η(x)=
n1∑

r=0

n2∑
s=0

∑
σ∈Sn1/(Sr ×Sn1−r )

π∈Sn2/(Ss×Sn2−s)

K (Q,σ )K (Q,π)E0Q

[
l(eσ(i1)) ··· l(eσ(ir ))

· l(eσ(ir+1))
∗
··· l(eσ(in1 )

)∗r(eπ( j1)) ···r(eπ( js))r(eπ( js+1))
∗
···r(eπ( jn2 )

)∗(x)
]
.

By Lemma 5.6,∥∥E0Q

[
l(eσ(i1)) · · · l(eσ(ir ))l(eσ(ir+1))

∗
· · · l(eσ(in1 )

)∗r(eπ( j1)) · · · r(eπ( js))

r(eπ( js+1))
∗
· · · r(eπ( jn2 )

)∗(x)
]∥∥

2

≤ Cq,n1,n2q(α−(n2−s)−(n1−r−n))n
∥x∥2.

Since α− n1 − n2 + s + r + n ≥
1
2α, it follows from the triangle inequality that

∥8ξ,η(x)∥2 ≤ Cq,n1,n2qnα/2
∥x∥2.
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Now suppose ξ, η are linear combinations of special Wick words. Using the
triangle inequality again, we have proved the first assertion. As for the range
of 8ξ,η, a moment of thought shows that the summand in (5-6) is of length
α − n1 − n2 + 2s + 2r and that 0 ≤ r ≤ n1 − n, n ≤ s ≤ n2 because we must
have σ(i1), . . . , σ (ir ), π( js+1), . . . , π( jn2)≤ N so that the right-hand side of (5-6)
is nonzero. This gives the “moreover” part of the lemma. □

Lemma 5.8. Let K =
⊕

∞

n=0 Kn and T : K → K be an operator such that

(i) dim(Kn)≤ dn;

(ii) ∥T |Kn∥ ≤ Cαn for n ≥ n0;

(iii) α2d < 1.

Then T is Hilbert–Schmidt.

Proof. Let Pn : K → Kn be the orthogonal projection. Then

tr(T ∗T )=

∑
n

tr((T Pn)
∗T Pn)≤

∑
n

∥T Pn∥
2dn

≤ C
∑

n

α2ndn.

Since the series is absolutely convergent the assertion follows immediately. □

Lemma 5.9. Let ξ, η ∈ Fn and n >− ln N/ ln q. Then 8ξ,η : L2(0Q)→ L2(0Q) is
Hilbert–Schmidt.

Proof. Write L2(0Q) =
⊕

∞

s=0 H s . Then dim(Hα) ≤ Nα and qn N < 1. By
Lemma 5.7, we have ∥∥8ξ,η|Hα

∥∥≤ Cq,ξ,η(qn/2)α.

The assertion follows from Lemma 5.8. □

Proposition 5.10. Let n > − ln N/ ln q. Then E⊥

n−1 is weakly contained in the
coarse bimodule L2(0Q)⊗ L2(0Q).

Proof. The proof is given in [Avsec 2011, Proposition 4.1] using Lemma 5.9. □

Let Rt : RN
⊕ RN

→ RN
⊕ RN be the orthogonal transform

Rt =

(
e−t id −

√
1 − e−2t id

√
1 − e−2t id e−t id

)
,

where id : RN
→ RN is the identity operator and we understand the canonical o.n.b.

in 0 ⊕ RN to be {eN+1, . . . , e2N }. Recall from [Lust-Piquard 1999, Lemma 3.1]
that there is a second quantization functor 0Q which sends the category of Hilbert
spaces to the category of mixed q-Gaussian algebras. Let αt =0Q(Rt). Then αt is a
trace-preserving ∗-automorphism on 0Q′ and extends to an isometry on L2(0Q′). It
is easy to check that Tt = E0Q ◦αt coincides with the Ornstein–Uhlenbeck semigroup
on 0Q defined in Section 3D. The following is a modification of Popa’s s-malleable
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deformation estimate [Popa 2008, Lemma 2.1]. The proof modifies slightly that
of [Avsec 2011, Proposition 5.1]. We provide the difference here for the reader’s
convenience. Recall that L0

2(0Q′)=
⊕

∞

m=1 H ′m .

Proposition 5.11. Let Pk : L0
2(0Q′)→ E⊥

k be the orthogonal projection. Then, for
k ≥ 1, we have

∥(αtk − id)(x)∥2 ≤ Ck∥Pk−1αt(x)∥2

for x ∈
⊕

∞

n=k H n
⊂ L2(0Q) and t < 2−k .

Proof. Note αtk − id and Pk−1αt preserve the length of n-tensors for n ≥ k and t > 0.
It suffices to prove the assertion for x ∈ H n with n ≥ k. Identify H n with (CN

⊕0)⊗n .
Let x = ei1 ⊗ · · · ⊗ ein and y = e j1 ⊗ · · · ⊗ e jn . Then

⟨Pk−1αt(x), Pk−1αt(y)⟩ =

n∑
m=k

⟨PFmαt(x), PFmαt(y)⟩,

where the inner product is given by Proposition 3.9, and PFm : L0
2(0Q′)→ Fm is the

orthogonal projection. By the second quantization [Lust-Piquard 1999, Lemma 3.1],

αt(ei1 ⊗· · ·⊗ein )= (e−t ei1 +

√
1 − e−2t eN+i1)⊗· · ·⊗ (e−t ein +

√
1 − e−2t eN+in ).

It follows that

PFmαt(x)=

∑
B⊂{1,...,n},|B|=m

(1 − e−2t)m/2e−t (n−m)eπB(i1) ⊗ · · · ⊗ eπB(in),

where πB(ik)= N + ik for k ∈ B and πB(ik)= ik otherwise. Similarly, we get

PFmαt(y)=

∑
C⊂{1,...,n},|C |=m

(1 − e−2t)m/2e−t (n−m)eπC ( j1) ⊗ · · · ⊗ eπC ( jn),

where

πC( jk)= N + jk for k ∈ C and πC( jk)= jk otherwise.

By Proposition 3.9, ⟨PFmαt(x), PFmαt(y)⟩ is nonzero only if {πB(i1), . . . , πB(in)}

and {πC( j1), . . . , πC( jn)} are equal as multisets. Hence, the indices in B have
to be paired with the indices in C when we compute ⟨eπB(i1) ⊗ · · · ⊗ eπB(in),

eπC ( j1) ⊗ · · · ⊗ eπC ( jn)⟩ using Proposition 3.9. For every fixed B, pairing all the
possible C with B and the corresponding Cc with Bc gives all the bipartite partitions
of i ⊔ j . Using Proposition 3.9 again, we see that

⟨PFmαt(x), PFmαt(y)⟩ = (1 − e−2t)me−2t (n−m)
∑

B⊂{1,...,n},|B|=m

⟨x, y⟩.

By linearity, this identity holds for arbitrary x, y ∈ H n . Hence,

⟨Pk−1αt(x), Pk−1αt(y)⟩ =

n∑
m=k

(1 − e−2t)me−2t (n−m)
( n

m

)
⟨x, y⟩.
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Since the Ornstein–Uhlenbeck semigroup Tt is self-adjoint on L2(0Q) and αt is
trace-preserving, we have, for x, y ∈ (CN

⊕ 0)⊗n ,〈
(αtk − id)(x), (αtk − id)(y)

〉
= 2

(
⟨x, y⟩ − ⟨x, Ttk (y)⟩

)
= 2(1 − e−ntk

)⟨x, y⟩.

The rest of the proof is just numerical estimate, which is provided in the proof of
[Avsec 2011, Proposition 5.1]. □

The following is the main result of this section.

Theorem 5.12. Let Q be a real symmetric N × N matrix with max1≤i, j≤N |qi j |< 1
and N <∞. Then 0Q is strongly solid.

Proof. The proof is the same as that of [Avsec 2011, Theorem B], with the help
of Theorem 5.5 and Propositions 5.10 and 5.11. The argument in [Avsec 2011]
follows literally the same strategy as that of [Houdayer and Shlyakhtenko 2011,
Theorem 3.5], which in turn is a suitable modification of [Ozawa and Popa 2010a;
2010b]. □

Appendix: Speicher’s central limit theorem

Proof of Theorem 3.1. The proof is rephrased from [Speicher 1993] and also follows
[Junge et al. 2015]. We first show that the convergence holds on average, and then
prove almost sure convergence using the Borel–Cantelli lemma. We write

(A-1) τm (̃xi1(m) · · · x̃is (m))=
1

ms/2

∑
k∈[m]s

τm(xi1(k1) · · · xis (ks))

=
1

ms/2

∑
σ∈P(s)

∑
k∈[m]

s

σ(k)=σ

τm(xi1(k1) · · · xis (ks))

=:
1

ms/2

∑
σ∈P(s)

1σ .

By the commutation/anticommutation relation, 1σ = 0 if σ contains a singleton.
Note |τm(xi1(k1) · · · xis (ks))|≤1. If σ has r blocks, then1σ≤m(m−1) · · ·(m−r+1).
Hence,

(A-2) lim
m→∞

1
ms/21σ = 0

for r< s/2 and thus for σ ∈ P(s)\P2(s) since the singleton case is automatically true.
Our argument so far is independent of ω ∈�, so that (A-2) holds for all ω ∈�. The
theorem follows immediately from (A-2) if s is odd. Thus, we only need to consider
σ ∈ P2(s) in (A-1). To this end, we write σ = {{e1, z1}, . . . , {es/2, zs/2}}. Since
σ(k)= σ is a pair partition, if k j = kl , then i j = il in order for xi j (k j ) and xil (kl)

to cancel out. Hence we may assume σ ≤ σ(i). In this case, if {r, t} ∈ I (σ ),
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then we have to switch xi(er )(k(er )) and xi(et )(k(et)) to cancel the corresponding
xi(zr )(k(zr )) and xi(zt )(k(zt)) terms, which yields

(A-3) τm(xi1(k1) · · · xis (ks))=

∏
{r,t}∈I (σ )

ε([i(er ), k(er )], [i(et), k(et)]).

By independence and counting the elements in {k ∈ [m]
s
| σ(k)= σ }, we find

E(1σ )=

∑
k∈[m]

s

σ(k)=σ

∏
{r,t}∈I (σ )

q(i(er ), i(et))

= m(m − 1) · · · (m − s/2 + 1)
∏

{r,t}∈I (σ )

q(i(er ), i(et)).

Combining these, we have

(A-4) lim
m→∞

E
(
τm (̃xi1(m) · · · x̃is (m))

)
=

∑
σ∈P2(s)
σ≤σ(i)

∏
{r,t}∈I (σ )

q(i(er ), i(et)).

It remains to prove the almost sure convergence. Put Xm =τm (̃xi1(m) · · · x̃is (m)) and
Em(α)={ω : |Xm −EXm |≥α}. Then we only need to show P(lim supm Em(α))=0.
By the Borel–Cantelli lemma and Chebyshev’s inequality, it suffices to show that

∞∑
m=1

P(Em(α))≤
1
α2

∞∑
m=1

Var(Xm) <∞ for any α > 0,

where Var(Xm) is the variance of Xm . Decompose Xm as Xm = Ym + Zm , where Ym

corresponds to sum over all pair partitions in (A-1) and Zm = Xm −Ym . Since (A-2)
holds for σ ∈ P(s) \ P2(s), we have limm→∞ Xm − Ym = 0 for all ω ∈�. But Zm

is uniformly bounded, so limm→∞ Var(Zm)= 0. Therefore, we only need to show
that

∑
∞

m=1 Var(Ym) <∞. Write

Var(Ym)=
1

ms

∑
σ,π∈P2(s)

∑
k:σ(k)=σ
l:σ(l)=π

Vk,l,

where

(A-5) Vk,l = E[τm(xi1(k1) · · · xis (ks))τm(xi1(l1) · · · xis (ls))]

− E[τm(xi1(k1) · · · xis (ks))]E[τm(xi1(l1) · · · xis (ls))]

= E

( ∏
{r,t}∈I (σ )

ε([i(er ), k(er )], [i(et), k(et)])

×

∏
{r ′,t ′}∈I (π)

ε([i(er ′), l(er ′)], [i(et ′), l(et ′)])

)
−

∏
{r,t}∈I (σ )

q(i(er ), i(et))
∏

{r ′,t ′}∈I (π)

q(i(er ′), i(et ′)).
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Let us analyze the product in the third and fourth lines of (A-5). If {k(er ), k(et)} ̸=

{l(er ′), l(et ′)} for all {r, t} ∈ I (σ ) and {r ′, t ′
} ∈ I (π), then Vk,l = 0. In order to

contribute for Var(Ym), there exists at least one pair {r, t} ∈ I (σ ) and one pair
{r ′, t ′

} ∈ I (π) such that {k(er ), k(et)} = {l(er ′), l(et ′)}. In this case, we have

#{k, l : σ(k)= σ, σ (l)= π} ≤ ms/2ms/2−2
= ms−2.

Note that |Vk,l | ≤ 1 and C(s) := [#P2(s)]2 does not depend on m. It follows that
∞∑

m=1

Var(Ym)≤

∞∑
m=1

C(s)
m2 <∞. □

Remark A.1. In the above argument, we assumed that the ε((i, k), ( j, l))’s are
independent for different indices. However, the independence assumption can be
weakened if the structure matrix is of the form Q ⊗ 1n , where Q is an N×N symmet-
ric matrix with entries in [−1, 1]. In this case we require that the ε((i, k), ( j, l))’s
be independent (up to symmetric assumption) with (3-1) for (i, k), ( j, l) ∈ [N ]×N

and then

(A-6) ε((i +αN , k), ( j +βN , l))= ε((i, k), ( j, l))

for α, β = 1, . . . , n − 1. In other words, ε = ε|1≤i, j≤N ⊗ 1n . To verify the claim,
we only need to show the dependence introduced in (A-6) will not destroy the proof
of Theorem 3.1. Indeed, by (A-2) it suffices to consider pair partitions. Suppose
iβ = iα + N . Then α and β are not in the same pair block of σ(i). It follows that
kα ̸= kβ since σ(k)≤ σ(i). (If kα = kβ , then iα = iβ in order for xiα (kα) and xiβ (kβ)
to cancel.) Hence, the random signs in (A-3) are pairwise different. Note that unlike
the case in the proof of Theorem 3.1, now we may have

ε((iα, kα), (iγ , kγ )) and ε((iβ, kβ), (iγ , kγ ))= ε((iα, kβ), (iγ , kγ ))

in (A-3), but the two random signs are not equal because kα ̸= kβ . In other words, the
second coordinates (kα, kγ ) in ε((iα, kα), (iγ , kγ )) are never the same for random
signs in (A-3) even under the weaker condition (A-6) so that (iα, iγ ) may be the
same for different random signs. The point is that the independence structure in
the proof of Theorem 3.1 is given via the second coordinates’ kα’s. The rest of the
argument is the same as for Theorem 3.1. We invite the interested reader to consider
the simplest case Q =q1N . In this case we can take ε((i, k), ( j, l))= ε((i, k), (i, l))
and require ε((i, k), (i, l)) to be independent for different k and l up to symmetry.

By this remark, the moment formula (3-2) remains valid with the weaker con-
dition (A-6). The same discussion applies in other parts of the paper when the CLT
argument is invoked with (A-6). This subtlety is crucial for our limiting argument
in Section 4.
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EQUIVARIANT MIN-MAX HYPERSURFACE IN G-MANIFOLDS
WITH POSITIVE RICCI CURVATURE

TONGRUI WANG

We consider a connected orientable closed Riemannian manifold Mn+1

with positive Ricci curvature. Suppose G is a compact Lie group acting
by isometries on M with 3 ≤ codim(G · p) ≤ 7 for all p ∈ M. Then we
show the equivariant min-max G-hypersurface 6 corresponding to one-
parameter G-sweepouts (of boundary-type) is a multiplicity one minimal
G-hypersurface with a G-invariant unit normal and G-equivariant index one.
As an application, we are able to establish a genus bound for 6, a control on
the singular points of 6/G, and an upper bound for the (first) G-width of M
provided n + 1 = 3 and the actions of G are orientation preserving.

1. Introduction

Given a connected orientable closed Riemannian manifold (Mn+1, gM ), minimizing
the area within a nontrivial homology class is a natural way to construct mini-
mal hypersurfaces (see [12; 36]). However, if M has positive Ricci curvature,
it follows from the stability inequality that this minimization method cannot be
applied. In the 1960s, Almgren [1; 2] proposed the min-max theory to find minimal
submanifolds in the most general situation. Subsequently, the regularity for min-
max hypersurfaces was improved by Pitts [30] (n ≤ 5) and Schoen and Simon [34]
(n = 6). Indeed, for n ≥ 7, they showed the min-max minimal hypersurface is
smooth embedded except for a singular set of codimension 7.

Due to the generality and abstractness of Almgren–Pitts min-max theory, many
of the geometric properties of min-max hypersurfaces have not been understood
until recently. For instance, in a closed manifold with positive Ricci curvature, a
series of studies were set out to characterize the min-max hypersurfaces generated
from one-parameter families. Specifically, using the Heegaard splitting, Marques
and Neves [20] studied the index and genus of the min-max surface in certain 3-
manifolds. They also obtained sharp estimates for the width and rigidity results. In a
higher-dimensional manifold Mn+1 with positive Ricci curvature, Zhou determined
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the Morse index and multiplicity of the min-max hypersurface for 3 ≤ n + 1 ≤ 7
in [43] and for n ≥ 7 in [44]. Subsequently, Ketover, Marques, and Neves [17]
refined Zhou’s results in dimension 3 ≤ n + 1 ≤ 7 by showing the orientability of
the min-max hypersurface using the catenoid estimates. In particular, the min-max
hypersurface is an orientable closed minimal hypersurface of Morse index one and
has the least area among all orientable closed minimal hypersurfaces. Furthermore,
without any curvature assumption, the constructions in [20; 43] were also employed
by Mazet and Rosenberg [25] to show the least area minimal hypersurface is either
stable or a min-max hypersurface of Morse index one.

Given a 3-manifold M with a finite group G acting by isometries, Pitts and Rubin-
stein [31; 32] first asserted the existence of a G-invariant minimal surface with esti-
mates on its index and genus. The existence and regularity of minimal G-invariant
surfaces (abbreviated as G-surfaces) were recently confirmed by Ketover [15] (for
finite G of orientation preserving isometries) using the equivariant min-max under
the smooth setting. More generally, suppose Mn+1 is a closed Riemannian manifold
with a compact Lie group G acting by isometries so that 3 ≤ codim(G · p)≤ 7 for all
p ∈ M . The equivariant min-max theory was also extended to this general scenario
by Liu [19] (for connected G with minp∈M codim(G ·p) ̸=0, 2) in the smooth setting
and by Wang [39; 40] in the Almgren–Pitts setting. In particular, Wang [39, Theo-
rem 9] showed an isomorphism between Hn+1(M; Z2) and π1(ZG

n (M; Z2)), where
ZG

n (M; Z2) is the space of G-invariant n-cycles (of boundary-type, see geometric
measure theory). Then it is similar to the constructions of Almgren–Pitts (see [30])
that the fundamental class [M] ∈ Hn+1(M; Z2) corresponds to the (first) equivariant
min-max width W G(M) > 0 of M defined with one-parameter G-sweepouts (see
Definition 2.7 and [30, Corollary 4.7]), which can be realized by the area of some
minimal G-invariant hypersurfaces (abbreviated as G-hypersurfaces) with multiplic-
ities. Therefore, it now seems reasonable to investigate the geometric features of the
equivariant min-max hypersurface, such as its area, multiplicity, index, and topology.

In this paper, our main result generalizes the characterization of the min-max
hypersurface into an equivariant version (see Theorem 5.1).

Theorem 1.1. Let (Mn+1, gM ) be a connected orientable closed Riemannian mani-
fold with positive Ricci curvature, and G be a compact Lie group acting by isome-
tries on M so that 3≤codim(G·p)≤7 for all p ∈ M. Then the equivariant min-max
hypersurface 6 corresponding to the fundamental class [M] ∈ Hn+1(M; Z2) is a
multiplicity one minimal G-hypersurface so that:

(i) 6 has a G-invariant unit normal vector field.

(ii) The equivariant Morse index of 6 (Definition 4.1) is one.

(iii) 6 has the least area among all closed embedded minimal G-hypersurfaces
with G-invariant unit normal vector fields.
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Remark 1.2. We make some remarks about the above theorem:

(i) If M has connected components {Mi }
m
i=1, then we can take a component Mi

and the Lie subgroup Gi := {g ∈ G : g · Mi = Mi }. By applying the above theorem
to Mi and Gi , we obtain a minimal Gi -invariant hypersurface6i of multiplicity one.
Additionally, one easily verifies that G ·6i ⊂ G · Mi is a minimal G-hypersurface
satisfying (i)–(iii) in Theorem 1.1 with G · Mi in place of M .

(ii) Without the positive Ricci curvature assumption, we can combine the proof
of Theorem 1.1 and the constructions in [25] to show the existence of a minimal
G-hypersurface of the least area (counted with multiplicity) among all minimal
G-hypersurfaces. The details will be discussed in an upcoming paper.

Equivariant vs nonequivariant. Note that Theorem 1.1 is an equivariant generaliza-
tion of the results in [17; 43] where G = {id}. Nevertheless, due to the equivariant
constraints, the equivariant min-max hypersurface exhibits slightly stronger proper-
ties (e.g., the unit normal not only exists but also it is G-invariant). Additionally, it
should be noted that the equivariant constraints generally have a significant impact
on the min-max outcomes. Indeed, if we denote by W (M) = W {id}(M) (resp.
W G(M)) and 6 (resp. 6G) the first (resp. equivariant) min-max width and the
corresponding first (resp. equivariant) min-max hypersurface, then we generally
have W (M)≤ W G(M) without the equality. Moreover, even if6 is G-invariant and
W (M)= W G(M), 6 may not necessarily be the equivariant min-max hypersurface
corresponding to W G(M). One can easily observe these phenomena from the
following examples.

Example 1.3 (W (M)≤ W G(M) without equality). Let M = S3 be the unit sphere
with the standard round metric. Then W (S3) = 4π is realized by the area of the
equator 6 = S2 [29]. Next, take G = Z2 acting on S3 by the antipodal map so that
π : M = S3

→ M/G = RP3 is a (locally isometric) double cover. Hence, π(6G)

is the first min-max hypersurface in RP3 corresponding to W (RP3). Therefore,
although 6 is G-invariant, it can not be 6G , because π(6) = RP2 is 1-sided,
while π(6G) ⊂ RP3 must be 2-sided [17; 43]. Indeed, it follows from [3] that
W Z2(S3)= 2W (RP3)= 2π2 is realized by the area of the Clifford torus.

Example 1.4 (6 ̸= 6G even if W = W G). Let M = S3
= {x ∈ R4

: |x | = 1},
and G = Z2 act by the reflection (x1, x2, x3, x4) 7→ (−x1, x2, x3, x4). Then we
have M/G = S3

+
= {x ∈ S3

: x1 ≥ 0}. Note the Z2-equivariant minimal hy-
persurfaces and Z2-sweepouts in S3 correspond one-to-one to the free boundary
minimal hypersurfaces and (relative) sweepouts in S3

+
. Thus, 6G/G is the first

min-max free boundary minimal hypersurface in S3
+

corresponding to W (S3
+
).

Therefore, W Z2(S3) = 2W (S3
+
) = 4π = W (S3) realized by the area of a great

2-sphere 6G = S2 perpendicular to {x1 = 0}. (As an example, take the Z2-sweepout
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{S3
∩{x2 = t}}t∈[−1,1].) Meanwhile, we notice 6= S3

∩{x1 = 0} is G-invariant and
is also a min-max hypersurface corresponding to W (S3). However, since6/G = S2

is not the free boundary min-max hypersurface corresponding to W (S3
+
), we have

6 ̸=6G in this case.

One should also notice that in the above examples, 6G admits a G-invariant unit
normal, while the unit normal of6 is not G-invariant. Intuitively, this is because our
equivariant sweepouts are formed by the boundaries of G-invariant (Caccioppoli)
sets admitting a (measure-theoretic) inward G-invariant unit normal. Hence, if
a G-invariant min-max hypersurface 6 does not have a G-invariant unit normal,
then 6 cannot be a boundary of a G-invariant (Caccioppoli) set, and the min-max
sequence |∂�ti | must converge to 6 with even multiplicities (Theorem 3.8) so that
the constructions in [17; 43] can be generalized to derive Theorem 1.1.

Remark 1.5. To ensure W G(M) is well defined for any M and G, we only use the
boundaries of G-invariant (Caccioppoli) sets in the equivariant min-max construc-
tions in this paper. Note, for some specific choices of M,G, one may construct
the equivariant min-max using “G-hypersurfaces without G-invariant unit normal”,
and Theorem 1.1(i) may fail in this case (see, e.g., [16]). Similarly, the results
in [43] may not be applicable for nonboundary-type min-max constructions (without
equivariance).

Further discussions and applications. We will now delve deeper into some inspi-
rations and potential applications of Theorem 1.1.

Firstly, one notices that the existence of a G-invariant unit normal can help to
distinguish the min-max G-hypersurface 6 and the fixed points set under certain
Z2 actions. For instance, consider a positive Ricci curvature 3-ellipsoid M with
its major axis (on x1) sufficiently long and the other principal axes bounded by 2.
Then the classical min-max theory shall provide the equator 0 = {x1 = 0} ∩ M on
the major axis as the min-max hypersurface. Although 0 is also invariant under
the Z2-reflections (x1, x ′) 7→ (−x1, x ′), it cannot be the min-max Z2-hypersurface
since its unit normal is not Z2-invariant. An interesting question is what exactly is
the min-max Z2-hypersurface in this case, and how does it relate to the 2-min-max
minimal hypersurfaces?

In addition, we see that the characterizations of the Morse index and multiplicity
for min-max hypersurfaces are crucial in the study of min-max theory. For instance,
a key part in the proof of the Willmore conjecture by Marques and Neves [21] is to
show the minimal surface in S3 constructed by the five-parameter families of min-
max has Morse index 5. Additionally, by specifying generically the multiplicity [45]
and index [22; 24] of min-max hypersurfaces, the multiparameter min-max theory
was used to establish the Morse theory for the area functional. In the equivariant
case, Wang [41] also proved general upper bounds for the G-index (Definition 4.1)
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of equivariant min-max hypersurfaces generated from multiparameter families.
Therefore, in light of Theorem 1.1 and Zhou [45], we conjecture that for a generic
G-invariant Riemannian metric, the minimal G-hypersurface constructed from
k-parameter families of equivariant min-max shall have multiplicity one, G-index k,
and a G-invariant unit normal.

Moreover, it has been discovered in numerous studies that the Morse index of
a minimal surface is related to its topology. For instance, in a closed 3-manifold
with positive Ricci curvature, Choi and Schoen [8] proved the area of a closed
minimal surface can be bounded by its genus. Therefore, by Ejiri and Micallef [11,
Theorem 4.3], the index of a such minimal surface is also bounded by its genus.
Additionally, using the conformal volume, Yau (see [35, Chapter VIII, Section 4])
obtained a genus bound for index one minimal surfaces in positive Ricci curvature
manifolds. More generally, in an orientable 3-manifold with nonnegative Ricci
curvature, it follows from the sharp estimate of Ros [33, Theorem 15] that a closed
orientable minimal surface of index one must have genus ≤ 3. Recently, Song [37]
showed that the total Betti number of a closed minimal hypersurface in Mn+1,
3 ≤ n +1 ≤ 7, can be bounded by its index and a constant depending only on n, gM ,
and its area, which further indicates a quantified relation [37, Corollary 3] between
the genus and index of a minimal surface in M3. For a complete two-sided minimal
surface in R3, Chodosh and Maximo [6] showed that its genus and the number of
ends give a lower bound on its index. We refer to [7; 26] for more related research.

Hence, as an application, we use the conformal volume initiated by Li and
Yau [18] in the orbit space to show a general genus bound of the equivariant min-
max surface in a 3-manifold with positive Ricci curvature, which further indicates
an upper bound of the G-width and a bound for the singular points of 6/G (see
Theorem 5.2).

Theorem 1.6. Let (M3, gM ) be a closed connected oriented Riemannian 3-manifold
with positive Ricci curvature, and G be a finite group acting on M by orientation
preserving isometries. Then the equivariant min-max hypersurface6 corresponding
to the fundamental class [M] is a connected minimal G-hypersurface of multiplic-
ity one with

genus(6)≤ 4K , W G(M)= Area(6)≤
8πK
cM

,

where K := maxp∈M #G · p ≤ #G is the number of points in a principal orbit of M ,
and RicM ≥ cM > 0. Additionally, the quotient space π(6)=6/G is an orientable
surface with finite cone singular points of order {ni }

k
i=1 so that

k∑
i=1

(
1 −

1
ni

)
< 4 and genus(π(6))≤ 3.

In particular, if 6/G has no singularity, then genus(6)≤ 1 + 2K .
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Remark 1.7. To generalize Li–Yau’s [18] theory to the orbit spaces, G-actions in
Theorem 1.6 are assumed to be orientation preserving isometries so that M/G and
6/G induce orientable orbifolds without boundary.

The conformal method has been employed in many studies for the volume
spectrum, i.e., the multiparameter version of width. For the first width W (M) in the
volume spectrum, Glynn-Adey and Liokumovich [13] gave an upper bound using the
min-conformal volume of the ambient manifold. In particular, if M is a closed sur-
face, they showed the first width W (M) can be bounded by the genus and area of M .
Also, the conformal upper bounds for the volume spectrum were proved in [38].

Main ideas and outline. The main idea for Theorem 1.1 is as follows. For the closed
manifold M and the Lie group G in Theorem 1.1, we can take any closed embedded
minimal G-hypersurface 6 in M and use the variation of its first eigenvector field
to foliate a G-neighborhood of 6. Using a half-space version of the equivariant
min-max theory (Theorem 3.11), we argue by contradiction to show this local
G-equivariant foliation can be extended to a continuous G-sweepout of M with
mass no more than Area(6) (if 6 has a G-invariant unit normal) or 2 Area(6).
Therefore, it follows from the equivariant min-max theory [39, Theorem 8] (see
also [40, Theorem 4.20]) that the equivariant min-max hypersurface is the minimal
G-hypersurface of least area in the sense of (5-1). Additionally, if the equivariant
min-max hypersurface does not admit a G-invariant unit normal, it must have even
multiplicity by the constructions of equivariant min-max (Theorem 3.8). However,
in this case, we can further use the catenoid estimates of Ketover et al. [17] to
add small G-invariant cylinders in the G-sweepouts (Proposition 4.7), which will
strictly decrease the mass and give a contradiction.

The above idea shares the same spirit as in [43]. However, since the equivariant
min-max theory was already established in a continuous version [39, Theorem 8],
we do not need to invoke the smooth setting of min-max (see [10]) as in [43,
Section 2], but give a more self-contained equivariant min-max construction in half
spaces (Theorem 3.11). Meanwhile, instead of using the discretization theorem
as in [43, Theorem 5.8], we can more easily determine that the extension of the
G-equivariant foliation is a G-sweepout.

The article is organized as follows. In Section 2, we collect some notations and
definitions of Lie group actions and geometric measure theory. In particular, we intro-
duce the G-equivariant sweepouts and G-width of M in a continuous version using
the isomorphic map between π1(ZG

n (M; Z2)) and Hn+1(M; Z2). Then we introduce
in Section 3 the equivariant min-max theory developed by Wang [39; 40] under the
Almgren–Pitts setting with some modifications. In Section 4, we will generate a
continuous G-sweepout with good properties from a given minimal G-hypersurface.
The proof of the main theorem and its applications are given in Section 5.
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2. Preliminary

Let (Mn+1, gM ) be an orientable connected compact Riemannian (n + 1)-manifold
and G be a compact Lie group acting isometrically on M . Denote by µ a biinvariant
Haar measure on G normalized to µ(G)= 1. For the case that ∂M ̸= ∅, it follows
from [40, Lemma A.1] that M can be equivariantly and isometrically extended to a
closed Riemannian manifold (N , gN ) with G acting on N by isometries. Therefore,
we can assume M is a compact domain of a closed Riemannian G-manifold N .

Note that although our main results only involve closed minimal G-hypersurfaces
in closed G-manifolds, we also need a half-space version of equivariant min-max to
insert any closed embedded minimal G-hypersurface into a good G-sweepout (see
main ideas and outline). Hence, we also include some terminologies and results
in this paper concerning G-equivariant min-max in compact G-manifolds with
nonempty boundary.

Lie group actions. To begin with, we gather some definitions of Lie group actions,
most of which are referred from [4; 5].

It follows from [28] that there is an orthogonal representation ρ : G → O(L)
and an isometric embedding i : M ↪→ RL for some L ∈ N so that i is equivariant,
i.e., i ◦ g = ρ(g) ◦ i . For simplicity, we regard M as a subset of RL and denote
the orthogonal action of g ∈ G on x ∈ RL as g · x . We say a subset (hypersurface)
A ⊂ M is a G-subset (G-hypersurface) if g · A = A for all g ∈ G.

For any p ∈ M , let G · p := {g · p : g ∈ G} be the orbit containing p and
G p := {g ∈ G : g · p = p} be the isotropy group of p. Note G · p is a closed
submanifold of M and G p is a Lie subgroup of G. We then say p has (G p) orbit-
type, where (G p) is the conjugacy class of G p in G. By [4, Proposition 2.2.4],
there is a (unique) minimal conjugacy class (P) of isotropy groups so that Mprin

=

M(P) := {p ∈ M : (G p) = (P)} is an open dense G-subset of M . We call any
G · p ⊂ Mprin a principal orbit of M and denote by Cohom(G) the codimension of
a principal orbit, which is known as the cohomogeneity of the actions of G.

Let M/G be the quotient space, i.e., the orbit space, and π be the projection
π : M → M/G, p 7→ [p]. It is well known that M/G is a Hausdorff metric space
with induced metric distM/G([p], [q]) := distM(G · p,G · q).

Denote by Br (p), Br ([p]), and Bk
r (p) the geodesic ball in M (or in N if ∂M ̸=∅),

the metric ball in M/G, and the Euclidean ball in Rk respectively. Then we use the
following notations:

• X(M),X(U ): the space of smooth vector fields compact supported in M or
U ⊂ M .

• XG(M),XG(U ): the space of G-vector fields X in M or U , (g∗ X = X for all
g ∈ G).
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• BG
ρ (p): the open geodesic tube with radius ρ around the orbit G · p in M (or

in N if ∂M ̸= ∅).

• AnG(p, s, t): the open tube BG
t (p) \ BG

s (p).

For any closed G-hypersurface 6 ⊂ M , denote by N6 its normal bundle with G
acting on it by g · v := g∗v for all g ∈ G, v ∈ N6. Let exp⊥

6 : N6 → M be the
normal exponential map of 6. Note exp⊥

6 is a G-equivariant diffeomorphism in a
neighborhood of 6.

Geometric measure theory. We refer to [12; 30; 36] for the following definitions:
• Ik(M; Z2): the space of k-dimensional mod 2 flat chains in RL with support

contained in M .

• Zn(M; Z2): the space of T ∈ In(M; Z2) with T = ∂U for U ∈ In+1(M; Z2),
i.e., the boundary-type mod 2 n-cycles.

• Vk(M): the weak topological closure of the space of k-dimensional rectifiable
varifolds in RL with support contained in M .

Let F and M be the flat (semi)norm and the mass norm in Ik(M; Z2) [12, 4.2.26].
Define the F-metric on Vk(M) as in [30, p. 66]. Then F induces the weak topology
on any mass bounded subset {V ∈ Vk(M) : ∥V ∥(M)≤ C}, where C > 0 and ∥V ∥

is the Radon measure on M induced by V .
For any T ∈ Ik(M; Z2), we denote |T | and ∥T ∥ as the integral varifold and the

Radon measure induced by T . Then we define the F-metric on Ik(M; Z2) by

F(S, T ) := F(S − T )+ F(|S|, |T |) for all S, T ∈ Ik(M; Z2).

It follows from [30, p. 68] that for any T, {Ti }i∈N ⊂ Zn(M; Z2),

(2-1) lim
i→∞

F(Ti , T )= 0 ⇔ lim
i→∞

F(Ti , T )= 0 and lim
i→∞

M(Ti )= M(T ).

For v ∈ {M , F, F}, let Ik(M; v; Z2) and Zn(M; v; Z2) be the spaces with topology
induced by v. Additionally, we denote by [[0]] the element in Ik(M; Z2) induced
by a k-submanifold 0 ⊂ M .

We say T ∈ Ik(M; Z2) (or V ∈ Vk(M)) is G-invariant if g#T = T (g#V = V )
for all g ∈ G. Then we have the following subspaces of G-invariant elements:

• I G
k (M; Z2) := {T ∈ Ik(M; Z2) : g#T = T for all g ∈ G}.

• ZG
n (M; Z2) := {T ∈ Zn(M; Z2) : T = ∂U for some U ∈ I G

n+1(M; Z2)}.

• VG
k (M) := {V ∈ Vk(M) : g#V = V for all g ∈ G}.

Remark 2.1. Note ZG
n (M; Z2) ⊊ {T ∈ Zn(M; Z2) : g#T = T for all g ∈ G} in

general, and intuitively, T ∈ ZG
n (M; Z2) is not only a boundary that is G-invariant

but also “bounds a G-invariant region”. This is essential to derive Theorem 1.1(i)
as explained in Remark 1.5.
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Since G acts by isometries, I G
k (M; Z2), ZG

n (M; Z2), and VG
k (M) are closed

subspaces with induced metrics M,F, F. Moreover, we have the following isoperi-
metric lemma (see [39, Lemma 5]), which is also valid when ∂M ̸= ∅.

Lemma 2.2. There are ϵM > 0, CM > 1 such that for any T1, T2 ∈ I G
n (M; Z2) with

∂T1 = ∂T2 = 0, and
F(T1 − T2) < ϵM ,

there is a unique Q ∈ I G
n+1(M; Z2), called the isoperimetric choice of T1, T2,

satisfying

(i) ∂Q = T1 − T2,

(ii) M(Q)≤ CM ·F(T1 − T2).

For any V ∈ Vn(M) and X ∈ X(M), the first variation of V along X is given by

δV (X) :=
d
dt

∣∣∣
t=0

∥(Ft)#V ∥(M)=

∫
Gn(M)

divS(X)(p) dV (p, S),

where {Ft } are the diffeomorphisms generated by X , and Gn(M) is the Grassman-
nian bundle of unoriented n-planes over M . Suppose V ∈ VG

n (M) is G-invariant
and U ⊂ M is an open G-subset, then we say:

• V is stationary in U if δV (X)= 0 for all X ∈ X(U ).

• V is G-stationary in U if δV (X)= 0 for all X ∈ XG(U ).

Clearly, a stationary G-varifold must be G-stationary. Meanwhile, let

(2-2) XG :=

∫
G
(g−1)∗ X dµ(g) for all X ∈ X(U ).

A direct computation shows XG ∈XG(U ) and δV (X)=δV (XG) for any V ∈VG
n (M)

(see [19, Lemma 2.2]). Hence, we have:

(2-3) V ∈ VG
n (M) is stationary in U if and only if it is G-stationary in U .

G-Sweepouts and G-width. To define the equivariant sweepouts and width, we
need to introduce a technical assumption:

Definition 2.3. For any F-continuous map 8 : [0, 1] → ZG
n (M; Z2), define

mG(8, r) := sup{∥8(x)∥(BG
r (p)) : x ∈ [0, 1], p ∈ M},

where BG
r (p) is the geodesic r -neighborhood of G · p in M (or in N if M ⊂ N has

nonempty boundary). Then we say 8 has no concentration of mass on orbits if
limr→0 mG(8, r)= 0.

By (2-1) and a continuous argument, we have the following lemma (see [39,
Lemma 8]), which is quite useful in Section 3.
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Lemma 2.4. If 8 : [0, 1] → ZG
n (M; Z2) is F-continuous, then 8 has no concen-

tration of mass on orbits and supx∈[0,1] M(8(x)) <∞.

Closed G-manifolds. In this case, ∂M =∅. Then for any F-continuous closed curve
8 : [0, 1] → ZG

n (M; Z2), 8(0)=8(1), we can take a j = j/3k , j = 0, 1, . . . , 3k

with k ∈ N large enough so that

(2-4) F(8(x)−8(y))≤ ϵM for all x, y ∈ [a j , a j+1],

where ϵM > 0 is given by Lemma 2.2. By Lemma 2.2, there is Q j ∈ I G
n+1(M; Z2)

with ∂Q j = 8(a j+1) − 8(a j ) and M(Q j ) ≤ CM F(8(a j+1) − 8(a j )), where
j = 0, 1, . . . , 3k

− 1. Therefore, Q :=
∑3k

−1
j=0 Q j ∈ I G

n+1(M; Z2) satisfies ∂Q = 0,
which indicates Q = [[M]] or 0 by the constancy theorem [36, 26.27]. Hence, we
can correspond 8 to a homology class:

(2-5) FM(8) := [Q] ∈ Hn+1(Mn+1
; Z2).

By the constancy theorem, FM(8) does not depend on the choice of k. Moreover,
by [39, Remark 2] and the arguments in [1], we have FM(8) = FM(8

′) for any
closed curve 8′ that is homotopic to 8 in ZG

n (M;F; Z2), and FM induces an
isomorphism [39, Theorem 9]:

FM : π1(ZG
n (M; Z2))→ Hn+1(M; Z2).

In the above, we do not need to specify the base point of π1(ZG
n (M; Z2)). This is

because ZG
n (M; Z2) is the F-path connected component of I G

n (M;Z2)∩Zn(M;Z2)

containing 0 (by Lemma 2.2 and the contraction approach in [24, Claim 5.3]).

Definition 2.5 (G-sweepout). A closed F-continuous curve 8 : S1
→ ZG

n (M; Z2)

is said to be a G-sweepout of M if FM(8)= [M] ̸= 0.

Remark 2.6. Since ZG
n (M; Z2) is F-path connected, every two G-sweepouts are

homotopic to each other in ZG
n (M;F; Z2). Hence, the set of G-sweepouts of M is

exactly the nontrivial homotopy class of closed curves in ZG
n (M; Z2).

Next, we introduce the min-max G-width of M , which can be regarded as a
critical value for the area functional with respect to all variations by (2-3).

Definition 2.7 (G-width). Let PG(M) be the set of G-sweepouts of M with no
concentration of mass on orbits. Then we define the G-width of M by

W G(M) := inf
8∈PG(M)

sup
x∈S1

M(8(x)).
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Compact G-manifolds with boundary. Now we consider the case that ∂M ̸= ∅,
and regard M as a compact domain of a closed Riemannian G-manifold N . Let FN

be given by (2-5), and ν∂M be the unit normal of ∂M pointing inward M . Then
for η > 0 small enough, define

(2-6) Mη := M \ exp⊥

∂M([0, η) · ν∂M)= {p ∈ M : distM(p, ∂M)≥ η}.

Let 8i : [0, 1] → ZG
n (M; Z2), i = 1, 2, be two F-continuous curve so that

8i (0)= [[∂M]] and 8i (1)= 0. As the constructions in (2-4), we can associate 8i

to Qi ∈ I G
n+1(M; Z2) with ∂Qi = [[∂M]]. Then the constancy theorem implies

Qi = [[M]]. Therefore, the curves product, i.e., joint curve, 8−1
2 · 81 satisfies

FN (8
−1
2 ·81)= 0, and thus 8−1

2 ·81 is homotopic to 0 in ZG
n (N ;F; Z2). Since

spt(8i (x)) ⊂ M for all x ∈ [0, 1] and i = 1, 2, we can apply the double cover
argument in [24, Theorem 5.1] with Lemma 2.2 in place of [1, Corollary 1.14],
and see the homotopy map between 8−1

2 ·81 and 0 can be taken in ZG
n (M;F; Z2).

Thus, 81 and 82 are homotopic to each other in ZG
n (M;F; Z2).

Next, we introduce the following definition for G-manifold with boundary, which
is generalized from the smooth min-max setting [43, Definitions 2.1, 2.5].

Definition 2.8. Suppose M is a compact Riemannian G-manifold with boundary
∂M ̸=∅. Then we call a F-continuous curve8 : [0, 1]→ZG

n (M; Z2) a G-sweepout
of (M, ∂M), if:

(i) 8(0)= [[∂M]], 8(1)= 0.

(ii) There exist ϵ > 0 and a smooth G-invariant function w : [0, ϵ]×∂M → [0,∞)

with w(0, · ) ≡ 0 and ∂
∂xw(0, · ) > 0, so that 8(x), x ∈ [0, ϵ], is induced by

the smooth G-hypersurface exp⊥

∂M(w(x, · ) ν∂M).

(iii) For any x0 ∈ (0, 1], there exists η> 0 so that spt(8(x))⋐ Mη for all x ∈ [x0, 1].

Denote by PG(M, ∂M) the set of G-sweepouts of (M, ∂M) with no concentration
of mass on orbits. Then we define the G-width of (M, ∂M) by

W G(M, ∂M) := inf
8∈PG(M,∂M)

sup
x∈[0,1]

M(8(x)).

Remark 2.9. As we mentioned before, any two G-sweepouts 81,82 of (M, ∂M)
are homotopic to each other in ZG

n (M;F; Z2). Moreover, by reparametrization,
the foliation parts of 8i , i = 1, 2, are homotopic through vt := (1 − t)w1 + tw2,
where t ∈ [0, 1] and w1, w2 :

[
0, 1

3

]
× ∂M → [0,∞) are given by Definition 2.8(ii).

The nonfoliation parts 8i⌞
[ 1

3 , 1
]

and exp⊥

∂M

(
vt

( 1
3 , ·

)
ν∂M

)
are all in Mη for some

η > 0, and thus the homotopy between these parts can be taken in ZG
n (Mη;F; Z2)

(see the constructions in [24, Theorem 5.1] with Lemma 2.2). Therefore, we can
take a homotopy map H : [0, 1] × [0, 1] → ZG

n (M;F; Z2) so that H(0, · ) =81,
H(1, · )=82, and for every t ∈ [0, 1], H(t, · ) is a G-sweepout of (M, ∂M).
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3. Equivariant min-max theory

In this section, we introduce the equivariant min-max constructions in [39] (see
[40; 41] for modified versions). Then main purpose is to find an integral G-varifold
V ∈ VG

n (M) induced by a smooth embedded minimal G-hypersurface so that
∥V ∥(M) = W G(M) (or W G(M, ∂M) if ∂M ̸= ∅). Since our definitions differ
slightly from those in [40; 41], we shall outline the essential steps for the sake of
completeness.

Throughout this section, let PG
= PG(M) or PG(M, ∂M), W G

= W G(M) or
W G(M, ∂M) depending on whether ∂M is empty. By reparametrization, we always
assume the domain of 8 ∈ PG is I = [0, 1], and if ∂M ̸= ∅, then 8⌞

[
0, 1

3

]
are

smooth G-hypersurfaces as in Definition 2.8(ii).
For any sequence {8i }i∈N ⊂ PG , define the width of {8i }i∈N by

L({8i }i∈N) := lim sup
i→∞

sup
x∈I

M(8i (x)).

Then we say {8i }i∈N is a min-max sequence if

L({8i }i∈N)= W G .

The image set of {8i }i∈N is defined by

3({8i }i∈N) :=

{
V ∈ VG

n (M) : V = lim
j→∞

|8i j (xi j )| for some i j → ∞, xi j ∈ I
}
.

Moreover, we define the critical set of {8i }i∈N by

C({8i }i∈N) := {V ∈ 3({8i }i∈N) : ∥V ∥(M)= L({8i }i∈N)}.

Discrete min-max settings. To apply the equivariant min-max constructions in
[39; 40], we need the following discrete notations. Since we only consider curves
in ZG

n (M; Z2), we will restrict the notations to the 1-parameter case.
Denote by I := [0, 1]. For any j ∈ N, let I (1, j) be the cube complex on I with

1-cells and 0-cells (vertices) given by

I (1, j)1 := {[0, 3− j
], [3− j , 2 · 3− j

], . . . , [1 − 3− j , 1]},

I (1, j)0 := {[0], [3− j
], . . . , [1]}.

The boundary homeomorphism ∂ is defined by ∂[a, b] = [b] − [a]. Then we
denote by I (2, j) = I (1, j)⊗ I (1, j) the cell complex on I 2

= I × I . For any
α=α1⊗α2 ∈ I (2, j) and p ∈{0,1,2}, we say α is a p-cell, if dim(α1)+dim(α2)= p.
Then the set of p-cells of I (2, j) is denoted by I (2, j)p, and the set of p-cells in
α ∈ I (i, j)q is denoted by αp.
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Let J :=
[ 1

3 , 1
]
. Then we denote by J (1, j) the cubical subcomplex containing

all the cells of I (1, j) supported in J . Similarly, the set of p-cells of J (1, j) is
denoted by J (1, j)p for p ∈ {0, 1, 2}.

Let m ∈{1, 2} and two vertices x, y ∈ I (m, j)0, define d(x, y) :=3 j ∑m
i=1|xi−yi |.

For any map φ : I (1, j)0 → ZG
n (M; Z2), the M-fineness of φ is defined by

fM(φ) := sup{M(φ(x)−φ(y)) : d(x, y)= 1, x, y ∈ I (1, j)0}.

Suppose S = {ϕi }i∈N is a sequence of maps ϕi : I (1, ki )0 → ZG
n (M; Z2) such that

ki → ∞ and fM(ϕi )→ 0 as i → ∞. Then we use the following notations:

L(S) := lim sup
i→∞

max
x∈I (1,ki )0

M(ϕi (x)),

3(S) :=

{
V ∈ VG

n (M) : V = lim
j→∞

|ϕi j (xi j )| for some i j → ∞, xi j ∈ I (1, ki )0

}
,

C(S) := {V ∈ 3(S) : ∥V ∥(M)= L(S)}.

For any i, j ∈ N, let n(i, j) : I (1, i)0 → I (1, j)0 be the nearest projection, i.e.,

d(x, n(i, j)(x))= inf{d(x, y) : y ∈ I (m, j)0}.

Then we define the discrete homotopy:

Definition 3.1. Given φi : I (1, ki )0 → ZG
n (M; Z2), i = 1, 2, we say φ1 and φ2 are

1-homotopic in ZG
n (M; Z2) with M-fineness δ if there exists a map

ψ : I (1, k)0 × I (1, k)0 → ZG
n (M; Z2)

for some k ≥ max{k1, k2} such that fM(ψ) < δ and ψ([i −1], x)= φi (n(k, ki )(x))
for i ∈ {1, 2} and x ∈ I (1, k)0.

Definition 3.2. A sequence of mappings S = {φi }i∈N, φi : I (1, ki )0 →ZG
n (M; Z2),

is said to be a

(1, M)-homotopy sequence of mappings into ZG
n (M; Z2)

if φi and φi+1 are 1-homotopic in ZG
n (M; Z2) with M-fineness δi such that

(i) limi→∞ δi = 0,

(ii) sup{M(φi (x)) : x ∈ I (1, ki )0, i ∈ N}<+∞.

Definition 3.3. Let S j
= {φ

j
i }i∈N, j = 1, 2, be two (1, M)-homotopy sequences of

mappings into ZG
n (M; Z2). Then S1 and S2 are homotopic in ZG

n (M; Z2) if there
exists a sequence {δi }i∈N such that

(i) φ1
i is 1-homotopic to φ2

i in ZG
n (M; Z2) with M-fineness δi ,

(ii) limi→∞ δi = 0.
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By the following discretization theorem from [39, Theorem 2], we can generate
a (1, M)-homotopy sequence of mappings into ZG

n (M; Z2) from any 8 ∈ PG .

Theorem 3.4 (discretization theorem). Let 8 : I → ZG
n (M; Z2) be a continuous

map in the flat topology so that supx∈I M(8(x)) <∞ and 8 has no concentration
of mass on orbits. Then there exists a sequence of maps

φi : I (1, ji )0 → ZG
n (M; Z2),

with ji < ji+1, and a sequence {δi > 0}i∈N converging to zero such that:

(i) S = {φi }i∈N is a (1, M)-homotopy sequence of mappings into ZG
n (M; Z2) with

M-fineness fM(φi ) < δi .

(ii) There exists some sequence ki → +∞ such that for all x ∈ I (1, ji )0,

M(φi (x))≤ sup{M(8(y)) : α ∈ I (1, ki )1, x, y ∈ α} + δi ,

which implies L(S)≤ supx∈I M(8(x)).

(iii) sup{F(φi (x)−8(x)) : x ∈ I (1, ji )0} ≤ δi .

(iv) 8(0) = φi ([0]) = ψi ( · , [0]) and 8(1) = φi ([1]) = ψ( · , [1]), where ψi

is the discrete homotopy map of φi and φi+1 with ψi ([0], n( · )) = φi and
ψi ([1], n( · ))= φi+1.

Moreover, let K ⊂ M be a compact G-invariant domain with smooth boundary.
Then for any j ∈ N and α ∈ I (1, j)1, if spt(8(x))⊂ K for all x ∈ α, then we can
further make spt(φi (x))⊂ K for all x ∈ α ∩ I (1, ji )0.

Proof. The statements in (i)–(iii) follow directly from [39, Theorem 2]. Note
that the proof of [39, Theorem 2] is basically the combinatorial approach in [21,
Theorem 13.1] with Lemma 2.2 in place of [1, Corollary 1.14] and dist(G · p, · ) in
place of dist(p, · ). Meanwhile, since the maps are defined on the 1-dimensional
cubical complex, statement (iv) follows from [21, Proposition 13.5(ii)] and the
combinatorial constructions of [21, Theorem 13.1(iv)]. Moreover, these cut-and-
paste and combinatorial arguments would also carry over in the case ∂M ̸= ∅ by
restricting in the compact domain M ⊂ N , and thus (i)–(iv) are still valid when M
has boundary. Finally, if K and α ∈ I (1, j) are given as in the last statement. Then
we can apply the above discretization result to 8⌞α in K and 8⌞(I \ int(α)) in M
respectively. Note the boundary values are unchanged by (iv). Hence, the discrete
maps defined in α and I \ int(α) can be connected together, which gives the last
statement. □

The following interpolation theorem (see [39, Theorem 3]) indicates that a M-
continuous map into ZG

n (M; Z2) can be generated from a discrete map with small
M-fineness.
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Theorem 3.5 (interpolation theorem). For m = 1, 2, there exists a positive constant
C0 = C0(M,G,m) so that if φ : I (m, k)0 → ZG

n (M; Z2) has fM(φ) < ϵM with
ϵM > 0 given in Lemma 2.2, then there exists a map

8 : I m
→ ZG

n (M; Z2)

continuous in the M-topology satisfying:

(i) 8(x)= φ(x) for all x ∈ I (m, k)0.

(ii) If α is some j-cell in I (m, k), then8 restricted to α depends only on the values
of φ assumed on the vertices of α.

(iii) sup{M(8(x)−8(y)) : x, y lie in a common cell of I (m, k)} ≤ C0 fM(φ).

(iv) For any α ∈ I (m, k) j , if φ⌞α0 ≡ T ∈ ZG
n (M; Z2) is a constant, then 8⌞α ≡ T .

We call the map 8 in Theorem 3.5 the Almgren G-extension of φ.

Proof. The statements in (i)–(iii) follow directly from [39, Theorem 3]. If ∂M ̸= ∅,
then the constructions in [40, Theorem 4.13] would carry over with ZG

n (M; Z2)

and Lemma 2.2 in place of ZG
n (M, ∂M; Z2) and [40, Lemma 3.10]. If φ⌞α0 ≡ T ∈

ZG
n (M; Z2) is a constant for some j-cell α, then for any 1-cell γ1 = [a, b] ∈ α1,

the isoperimetric choice Q(γ1) of φ(a) and φ(b) (Lemma 2.2) must be 0. Hence,
for any cell β ⊂ α, the map hβ constructed in [40, Theorem 4.13] is 0 implying
8⌞α ≡ T [1, 4.5]. □

Using the discretization/interpolation Theorems 3.4 and 3.5, we have the follow-
ing corollary (see [39, Corollary 1]):

Corollary 3.6. Let 8 : I → ZG
n (M; Z2) be a F-continuous map with no concen-

tration of mass on orbits and supx∈I M(8(x)) <∞. Suppose S = {φi }i∈N is given
by Theorem 3.4 applied to 8, and 8i is the Almgren G-extension of φi given by
Theorem 3.5 for every i sufficiently large. Then:

(i) For each i large enough, a relative homotopy map Hi : I 2
→ ZG

n (M;F; Z2)

exists with Hi (0, · ) = 8, Hi (1, · ) = 8i , Hi ( · , 0) ≡ 8(0) = 8i (0), and
Hi ( · , 1)≡8(1)=8i (1).

(ii) L({8i }i∈N)= L(S)≤ supx∈I M(8(x)).

Proof. Using Theorem 3.5 and the arguments in [1], we see that [1, Theorem 8.2] is
valid in our G-invariant settings (even if ∂M may be nonempty). Hence, the proof
of [23, Corollary 3.9] would carry over with Theorems 3.4 and 3.5 in place of [23,
Theorem 3.6]. Thus, 8i is homotopic to 8 in ZG

n (M;F; Z2) for i-large, and (ii) is
valid. Also, by (iv) in Theorems 3.4 and 3.5, we have 8(0)= φi ([0])=8i (0) and
8(1)= φi ([1])=8i (1) for all i-large. So, combining (iv) in Theorems 3.4 and 3.5
with the homotopy constructions in [23, Propositions 3.3, 3.8], one easily verifies
that the homotopy map Hi of 8 and 8i is relative to the boundary values. □
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Let {8i }i∈N ⊂ PG be any min-max sequence. If ∂M = ∅, then we can apply
Corollary 3.6 to each 8i and obtain a sequence of M-continuous curves {8i

j } j∈N

relative homotopic to 8i in ZG
n (M;F; Z2) and L({8i

j } j∈N) ≤ supx∈I M(8i (x)).
Choose j (i) sufficiently large so that supx∈I M(8i

j (i)(x))≤ supx∈I M(8i (x))+ 1
i .

Hence, we have {8i
j (i)}i∈N ⊂ PG(M) is a min-max sequence continuous in the

M-topology and so in the F-topology.
For the case ∂M ̸= ∅, we can apply the above arguments to each 8i⌞J , where

J :=
[ 1

3 , 1
]
, in a G-submanifold Mηi given by Definition 2.8(iii) with x0 =

1
3 , and

get 8i
j (i) : J → ZG

n (Mηi ; M; Z2) satisfying

• 8i
j (i) is relative homotopic to 8i⌞J in ZG

n (Mηi ;F; Z2),

• supx∈J M(8i
j (i)(x))≤ supx∈J M(8i (x))+ 1

i .

Since the homotopy map of 8i
j (i) and 8i⌞J is relative to the boundary values, we

can define 8i
j (i)⌞

[
0, 1

3

]
=8i⌞

[
0, 1

3

]
, and see that {8i

j (i)}i∈N ⊂ PG(M, ∂M) is an
F-continuous min-max sequence.

Therefore, the above arguments give the following corollary, which implies we
only need to consider the F-continuous G-sweepouts.

Corollary 3.7. The G-width defined in Definitions 2.7 and 2.8 satisfies

W G
= inf

{
sup
x∈I

M(8(x)) :8 ∈ PG is F-continuous
}
.

Min-max theorems. We now use the min-max method to construct a minimal
G-hypersurface (with multiplicity) so that the width W G is realized by its area.

Closed G-manifolds. For the case that M is closed, it follows from Remark 2.6
and Corollary 3.7 that 5 := {8 ∈ PG(M) is F-continuous} is a continuous G-
homotopy class in the sense of [39, Definition 5], and W G(M) = L(5) in the
sense of [39, Definition 6]. Hence, we have the following min-max theorem by [39,
Theorem 8]. (Note that the assumptions on M \ Mprin in [39, Theorem 8] can be
removed by the modifications in [40], and the dimension assumption is modified in
[41, Theorem 5.1].)

Theorem 3.8. Suppose M is closed, i.e., ∂M = ∅, and 3 ≤ codim(G · p)≤ 7 for
all p ∈ M. Then there exists an integral G-varifold V ∈ VG

n (M) so that

∥V ∥(M)= W G(M) and V =

m∑
i=1

ni |6i |,

where m, ni ∈ N, {6i }
m
i=1 are disjoint G-connected (Definition 4.4) smooth embed-

ded closed minimal G-hypersurfaces. Moreover, if 6i does not admit a G-invariant
unit normal vector field, then ni is an even number.
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Proof. We only need to show the last statement since the existence and regularity
of V are given by [39, Theorem 8] (see also [41, Theorem 5.1]). Note that the
min-max varifold V is (G,Z2)-almost minimizing in annuli of boundary-type in the
sense of [39, Definitions 10, 11]. Hence, for each 6i , we can take a small G-tube
BG

2r (p) with center G · p ⊂6i and r ∈
(
0, 1

2 inj(G · p)
)

so that:

• V is (G,Z2)-almost minimizing of boundary-type in BG
2r (p).

• BG
t (p) has mean convex boundary for all t ∈ (0, 2r).

• BG
2r (p)∩ spt(∥V ∥)⊂6i , and ∂BG

r (p) is transversal to 6i .

Then by the constructions [39, Proposition 2, 3] and the consistency [41, Proposition
4.19] of G-replacements, there exists a sequence {T j } j∈N ⊂ ZG

n (M; Z2) so that:

(1) T j = ∂Q j is locally mass minimizing in BG
r (p) with Q j ∈ I G

n+1(M; Z2).

(2) |T j | → V in the sense of varifolds.

By compactness, let T j → T = ∂Q in the flat topology with Q ∈ I G
n+1(M; Z2).

Thus, we have spt(T )⊂ spt(∥V ∥)= ∪
m
i=16i , which implies T =

∑m
i=1 n′

i [[6i ]] for
some n′

i ∈ Z2 by the Constancy Theorem. By regarding Q ∈ I G
n+1(M; Z2) as a

G-invariant Caccioppoli set whose boundary is induced by smooth G-hypersurfaces
{6i : 1 ≤ i ≤ m, n′

i = 1}, we see ∂Q admits an inward unit normal that is also
G-invariant. Hence, n′

i = 0 provided that 6i does not admit a G-invariant unit
normal. Now we can use the slicing theory [36, 28.5] to take s ∈

( r
2 , r

)
so that

M
(
∂(T j⌞BG

s (p))
)

are uniformly bounded, and thus T j⌞BG
s (p) converges up to a

subsequence. Finally, by (1) we know [42, Theorem 1.1] indicates that ni ≡ n′

i
mod 2, and thus the multiplicity ni must be even for 6i without a G-invariant unit
normal. □

Compact G-manifolds with boundary. Now we consider the case that ∂M ̸= ∅. In
this case, we make the assumption that

(3-1) H∂M > 0 and W G(M, ∂M) > Area(∂M),

where H∂M is the mean curvature of ∂M with respect to the inward unit normal ν∂M .
By Corollary 3.7, we can take a min-max sequence {8∗

i }i∈N ⊂ PG(M, ∂M) that
are continuous in the F-topology. The strategy is to use the following proposition
to deform {8∗

i }i∈N into a new F-continuous min-max sequence so that every
V ∈ C({8∗

i }i∈N) is supported in a G-invariant subdomain Ma ⋐ M . With this
benefit, the min-max constructions can be restricted in the interior of M to build a
closed minimal G-hypersurface realizing the width W G(M, ∂M). This deformation
approach is based on the idea of [20, Lemma 2.2] and we list the details here for
the sake of completeness.
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Proposition 3.9. Let ∂M ̸= ∅ satisfy (3-1). Then there exist a constant a > 0 and
a min-max sequence {8∗

i }i∈N ⊂ PG(M, ∂M) continuous in the F-topology so that

spt(8∗

i (x))⋐ Ma := {p ∈ M : distM(p, ∂M)≥ a} for any x ∈ I ,

with M(8∗

i (x))≥ W G(M, ∂M)− δ and δ =
1
4(W

G(M, ∂M)− Area(∂M)).

Proof. Let a> 0 be small enough so that d := distM(∂M, · ) is a G-invariant smooth
function in a 4a-neighborhood of ∂M . By (3-1), we can set a > 0 even smaller
so that for any r ∈ [0, 3a], ∂Mr = d−1(r) has positive mean curvature Hr with
respect to the inner unit normal ∇d. Denote by Ar the second fundamental form
of ∂Mr , and c = supr∈[0,3a],p∈∂Mr

|Ar |(p). Then we take the function φ ≥ 0 as in
[20, Lemma 2.2] so that

φ′
+ cφ ≤ 0, φ(r) > 0 for r < 2a, φ(r)= 0 for r ≥ 2a.

For any p ∈ int(M) \ M3a and n-subspace S ⊂ Tp M , let {ei }
n
i=1 be an orthonormal

basis of S, and P : Tp M → Tp ∂Md(p) be the projection. Since we have that
dim(S∩Tp ∂Md(p))≥n−1, we can assume {ei }

n−1
i=1 ∪{e∗

} gives an orthonormal basis
of Tp ∂Md(p), where e∗ satisfies ⟨e∗, P(en)⟩ = |P(en)|. Noting ∇d ⊥ Tp ∂Md(p)

and ∇∇d∇d = 0, we have

(3-2) divS(φ∇d)= φ′(d(p)) · ⟨en,∇d⟩
2
+φ(d(p)) ·

n∑
i=1

⟨∇ei ∇d, ei ⟩

= φ′
⟨en,∇d⟩

2
−φ

n∑
i=1

Ad(p)(P(ei ), P(ei ))

= (φ′
+φAd(p)(e∗, e∗))⟨en,∇d⟩

2
−φHd(p)

≤ (φ′
+ cφ)⟨en,∇d⟩

2
−φHd(p)

≤ 0.

We can take any F-continuous min-max sequence {8i }i∈N ⊂ PG(M, ∂M) by
Corollary 3.7. Then for each 8i , there exist ϵi > 0 and ηi ∈

(
0, a

8

)
so that:

(1) 8i⌞[0, 4ϵi ] are smooth G-hypersurfaces with M(8i (x)) ≤ Area(∂M) + δ

for all x ∈ [0, 4ϵi ].

(2) spt(8i (x))⋐ M2ηi for all x ∈ [ϵi , 1].

Let κi be a cut-off function so that κi (r)= 0 for r ≤ ηi and κi (r)= 1 for r ≥ 2ηi .
Then the G-vector field X i := κi (d) φ(d)∇d generates G-equivariant diffeomor-
phisms {F i

t }. By (2) and (3-2), for any x ∈ [ϵi , 1] and t0 ≥ 0, we have

d
dt

∣∣∣
t=t0

M((F i
t )#8i (x))=

d
dt

∣∣∣
t=0

∥(F i
t )#(F

i
t0)#8i (x)∥(M)

=

∫
divS(X i ) dVt0,x =

∫
divS(φ∇d) dVt0,x ≤ 0,
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where Vt0,x := |(F i
t0)#8i (x)| ∈ VG

n (M2ηi ). Therefore,

(3-3) M((F i
t )#8i (x))≤ M(8i (x)) for all x ∈ [ϵi , 1], t ≥ 0.

Since M2ηi \ M2a ⊂ spt(X i ) ⊂ Mηi \ int(M2a), we see limt→∞ F i
t (p) ∈ ∂M2a

for any p ∈ M2ηi \ M2a , and thus F i
Ti
(M2ηi ) ⊂ Ma for some Ti > 0. Choose a

smooth function hi : [0, 1] → [0, Ti ] with hi⌞[0, ϵi ] = 0, hi⌞[2ϵi , 1] = Ti . Then
8∗

i (x) := (F i
hi (x))#8i (x) satisfies:

(a) 8∗

i (x)=8i (x) for x ∈ [0, ϵi ] (since hi = 0).

(b) M(8∗

i (x))≤ M(8i (x)) for all x ∈ [ϵi , 1] (by (3-3)).

(c) spt(8∗

i (x))⋐ Ma for all x ∈ [2ϵi , 1] (by (2) and the definitions of Ti , hi ).

Clearly, {8∗

i }i∈N ⊂ PG(M, ∂M) is also an F-continuous min-max sequence. Ad-
ditionally, if M(8∗

i (x))≥ W G(M, ∂M)− δ ≥ Area(∂M)+ δ, then x ∈ (4ϵi , 1] by
(1), (a) and (b), and thus spt(8∗

i (x))⋐ Ma by (c). □

Next, we use the pull-tight argument to make every V ∈ C({8∗

i }i∈N) stationary
in M . By Proposition 3.9, the pull-tight procedure can be restricted in int(Ma).

Proposition 3.10. Suppose that ∂M ̸= ∅ satisfies the inequalities (3-1) and that
δ :=

1
4(W

G(M, ∂M)− Area(∂M)). Suppose a > 0 and {8∗

i }i∈N ⊂ PG(M, ∂M)
are given by Proposition 3.9. Then there is an F-continuous min-max sequence
{8i }i∈N ⊂ PG(M, ∂M) with:

(i) C({8i }i∈N)⊂ C({8∗

i }i∈N)∩VG
n (Ma).

(ii) Every G-varifold V ∈ C({8i }i∈N) is stationary in M.

(iii) If M(8i (x))≥ W G(M, ∂M)− δ, then spt(8i (x))⋐ Ma/2.

Proof. Let C := supi∈N supx∈I M(8∗

i (x)) < ∞ and M̊a/2 := int(Ma/2) be a G-
invariant open set of M . Define then A := {V ∈ VG

n (M) : ∥V ∥(M)≤ C} and

A0 := {V ∈ A : V is stationary in M̊a/2}.

Since G acts by isometries, A and A0 are compact subset of VG
n (M). Additionally,

for any V ∈ A, it follows from (2-2) that V ∈ A0 if and only if δV (X)= 0 for all
X ∈XG(M̊a/2). Hence, we can follow [21, p. 765] (or [30, p. 153]) with XG(M̊a/2)

in place of X(M) to define a continuous map X : A → XG(M̊a/2) and a continuous
function η : A → [0, 1] satisfying:

• X (V )= 0 and η(V )= 0 if V ∈ A0.

• δV (X (V )) < 0 and η(V ) > 0 if V ∈ A \ A0.

• ∥( f X (V )
t )#V ∥(M) < ∥( f X (V )

s )#V ∥(M) for all V ∈ A and 0 ≤ s < t ≤ η(V ),
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where { f X (V )
t } are the equivariant diffeomorphisms generated by X (V ). Define

H : I × {T ∈ ZG
n (M; F; Z2) : M(T )≤ C} → {T ∈ ZG

n (M; F; Z2) : M(T )≤ C},

H(t, T ) := ( f X (|T |)

η(|T |)t )# T .

One easily verifies H(0, T )= T for all T ∈ ZG
n (M; Z2) with M(T )≤ C , and that:

• If |T | is stationary in M̊a/2, then H(t, T )= T for all t ∈ [0, 1].

• If |T | is not stationary in M̊a/2, then M(H(1, T )) < M(T ).

Let 8i := H(1,8∗

i ). Note X (V ) is supported in M̊a/2 and f X (V )
t ⌞(M \ M̊a/2)= id .

Hence, 8i is also a G-sweepout of (M, ∂M). Additionally, by the above con-
structions, one easily verifies that {8i }i∈N ⊂ PG(M; ∂M) is a min-max sequence
continuous in the F-topology, and C({8i }i∈N) ⊂ C({8∗

i }i∈N) ∩ A0. Moreover,
it follows from Proposition 3.9 that C({8i }i∈N) ⊂ VG

n (Ma)∩ A0, which implies
every V ∈ C({8i }i∈N) is stationary in M . Finally, since the deformations f X (V )

t
are restricted in M̊a/2, the last bullet follows directly from Proposition 3.9 and the
above constructions. □

Finally, we can now show the equivariant min-max theorem for compact G-
manifold M with boundary ∂M satisfying (3-1). The proof is generally the approach
in [22, Theorem 3.8], and we list some necessary modifications.

Theorem 3.11. Suppose ∂M ̸=∅ satisfies inequality (3-1), and 3≤codim(G ·p)≤7
for all p ∈ M. Then there exists an integral G-varifold V ∈ VG

n (M) so that
∥V ∥(M) = W G(M, ∂M) and V =

∑m
i=1ni |6i |, where m, ni ∈ N, {6i }

m
i=1 are

disjoint smooth embedded closed minimal G-hypersurfaces in the interior of M.

Proof. Let a > 0 and {8i }i∈N ⊂ PG(M, ∂M) be given by Proposition 3.10 so that
every V ∈ C({8i }i∈N) is stationary in M and compactly supported in int(Ma0) for
a0 =

a
2 . Let δ =

1
4(W

G(M, ∂M)− Area(∂M)) > 0. Then by reparametrization, we
assume 8i⌞

[
0, 1

3

]
foliates a neighborhood of ∂M so that

(3-4) M(8i (x))≤ Area(∂M)+ δ = W G(M, ∂M)− 3δ for all x ∈
[
0, 1

3

]
.

Recall that J =
[1

3 , 1
]
. Denote by

8′

i :=8i⌞J.

By Definition 2.8, there exists ηi ∈ (0, a0) satisfying spt(8′

i (x)) ⋐ Mηi for all
x ∈ J . Additionally, since the map x 7→ M(8′

i (x)) is continuous (by (2-1)), we
can take ki ∈ N large enough so that |M(8′

i (x))− M(8′

i (y))| ≤
δ
4 for all x, y in a

common 1-cell of J (1, ki ). Denote by Ui the union of 1-cells α ∈ J (1, ki )1 with
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M(8′

i (x)) ≤ W G(M, ∂M)−
3δ
4 for all x ∈ α, and Vi := J \ Ui . Therefore, by

Proposition 3.10(iii), we have

M(8′

i (x))≥ W G(M, ∂M)− δ and spt(8′

i (x))⊂ Ma0 for all x ∈ Vi .

By Lemma 2.4, we can apply Theorem 3.4 to each 8′

i in the G-submanifold Mηi

and obtain a sequence of maps φi
j : J (1, ki

j )0 → ZG
n (Mηi ; Z2) with ki

j < ki
j+1,

j ∈ N. The last statement in Theorem 3.4 indicates {φi
j } j∈N can be chosen to satisfy

spt(φi
j (x))⊂ Ma0 for all x ∈ Vi ∩ J (1, ki

j )0. Moreover, we claim that:

Claim 1. For j large enough, spt(φi
j (x))⊂ Ma0 if M(φi

j (x))≥ W G(M, ∂M)− δ
2 .

Proof of Claim 1. By the continuity of x 7→ M(8′

i (x)) and Theorem 3.4(ii), if
M(φi

j (x)) ≥ W G(M, ∂M)− δ
2 , then we have M(8′

i (x)) > W G(M, ∂M)− 3δ
4 for

j large enough. Thus, such vertex x must be in Vi , so spt(φi
j (x))⊂ Ma0 . □

Additionally, we also have the following equality due to the lower semicontinuity
of mass, the continuity of x 7→ M(8′

i (x)) and Theorem 3.4(ii)-(iii):

(3-5) lim
j→∞

sup{F(φi
j (x),8

′

i (x)) : x ∈ J (1, ki
j )0} = 0.

Let 8i
j : J → ZG

n (Mηi ; M; Z2) be the Almgren G-extension of φi
j given by

Theorem 3.5 for j-large. By Corollary 3.6, 8i
j and 8′

i are relative homotopic
in ZG

n (Mηi ;F; Z2). Therefore,

8̃
j
i (x) :=

{
8i (x), x ∈

[
0, 1

3

]
,

8
j
i (x), x ∈ J =

[ 1
3 , 1

]
is a well-defined F-continuous G-sweepout of (M, ∂M) for each i ∈ N and j -large,
and thus

(3-6) W G(M, ∂M)≤ L({8̃i
j } j∈N)= L({8i

j } j∈N)

= L({φi
j } j∈N)

≤ sup{M(8i (x)) : x ∈ I } → W G(M, ∂M)

by (3-4) and Corollary 3.6.
Now, we take a subsequence j (i) → ∞ and define 8̃i = 8̃i

j (i), S = {ϕi }i∈N,
ϕi := φi

j (i) so that fM(ϕi )→ 0 and that:

(1) Ci fM(ϕi )→ 0 as i → ∞, where Ci = C0(Mηi ,G, 1) is given by Theorem 3.5.

(2) If M(ϕi (x))≥ W G(M, ∂M)− δ
2 then spt(ϕi (x))⊂ Ma0 (by Claim 1).

(3) W G(M, ∂M)= L({ϕi }i∈N) (by (3-6)).

(4) limi→∞ sup{F(ϕi (x),8i (x)) : x ∈ J (1, ki
j (i))0} = 0 (by (3-5)).

(5) limi→∞ sup{F(8i (x),8i (y)) : x, y ∈ α, α ∈ I (1, ki
j (i))} = 0 (by the F-

continuity).



170 TONGRUI WANG

Combining (3), (4), and (5) with (3-4), we have C(S)= C({8i }i∈N)⊂ VG
n (M2a0)

and every V ∈ C(S) is stationary in M .

Claim 2. There exists V ∈ C(S) that is (G,Z2)-almost minimizing in annuli (of
boundary-type) in the sense of [39, Definition 11].

Proof of Claim 2. Suppose none of V ∈ C(S) is (G,Z2)-almost minimizing in annuli
in the sense of [39, Definition 11]. Then there is a new sequence S∗

= {ϕ∗

i }i∈N of
mappings ϕ∗

i : J (1, li )0 → ZG
n (Mηi ; Z2) for some li ≥ ki

j (i) → ∞ as i → ∞, such
that:

(i) L(S∗) < L(S)= W G(M, ∂M).

(ii) ϕi and ϕ∗

i are 1-homotopic in ZG
n (Mηi ; Z2) with M-fineness tending to zero,

(Specifically, there is a map ψi : I (1, li )0 × J (1, li )0 → ZG
n (Mηi ; Z2) so that

fM(ψi ) → 0 as i → ∞, ψi ([0], · ) = ϕi ◦ ni , and ψi ([1], · ) = ϕ∗

i , where ni =

n(li , ki
j (i))).

(iii) spt(ψi (t, x)−ϕi ◦ ni (x))⋐ Ma0 for any t ∈ I (1, li )0 and x ∈ J (1, li )0.

(iv) For any x ∈ J (1, li )0, if M(ϕi ◦ ni (x)) <W G(M, ∂M)− δ
4 , then we have that

ψi ( · , x)≡ ϕi ◦ ni (x) is a constant discrete homotopy at x .

Indeed, since each V ∈ C(S) is supported in M2a0 , we can take G-annuli

{AnG(p(V ), ri − si , ri + si )}
27
i=1

in Ma0 as in [30, Theorem 4.10, Part 1], which implies all the deformations will be
restricted in Ma0 . Using [40, Theorem 3.14] and distM(G · p, · ), we can make the
constructions in [30, Theorem 4.10, Parts 2–9] with G-invariant objects. Then the
rest parts in [30, Theorem 4.10] are purely combinatorial, which would carry over
with Ma0 in place of M . This gives (i)–(iii). Moreover, by taking the constant ϵ2

in [30, Theorem 4.10, Part 3] smaller than δ
8 , we have ψi ( ·, x)≡ϕi ◦ni (x) provided

M(ϕi ◦ni (x))<W G(M, ∂M)− δ
4 (see Parts 10(c), 14 and 18 in [30, Theorem 4.10]).

Next, we can extend ϕ∗

i (for i-large) to an F-continuous map 8̃∗

i ∈ PG(M, ∂M)
so that 8̃∗

i ⌞
[
0, 1

3

]
= 8̃i⌞

[
0, 1

3

]
=8i⌞

[
0, 1

3

]
. Take any 1-cell α=[x0, x1] ∈ J (1, li )1,

we will construct the extension 8̃∗

i ⌞α separately in two cases.

Case 1: max{M(ϕi ◦ ni (x0)), M(ϕi ◦ ni (x1))}< W G(M, ∂M)− δ
4 .

By (ii)–(iv), we can define 8̃∗

i ⌞α := 8̃i ◦ fα as the extension of ϕ∗

i ⌞α0, where
fα : α = [x0, x1] → [ni (x0), ni (x1)] is an affine transformation. Hence, in this case,

we have

(3-7) 8̃∗

i ⌞α⊂ZG
n (Mηi ; Z2) and 8̃∗

i (x)= 8̃i (ni (x)) for all x ∈ α0 = {x0, x1}.

In particular, 8̃∗

i (1) = 8̃i (1) = 0 provided fM(ψi ) < W G(M, ∂M)−
δ
4 , which

holds for i-large. Additionally, it follows from (1), Theorem 3.5(i)–(iii), and the
choice of α that
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(3-8) sup{M(8̃∗

i (x)) : x ∈ α} = sup{M(8̃i (x)) : x ∈ fα(α)}

≤ sup{M(ϕi (x)) : x ∈ ∂ fα(α)} + Ci fM(ϕi )

< W G(M, ∂M)− δ
4 + Ci fM(ϕi )

≤ W G(M, ∂M)− δ
5

for i-large, where Ci = C0(Mηi ,G, 1) is given by Theorem 3.5.

Case 2: max{M(ϕi ◦ ni (x0)), M(ϕi ◦ ni (x1))} ≥ W G(M, ∂M)− δ
4 .

Let Ai ⊂ J =
[1

3 , 1
]

be union of all 1-cells of this case in J (1, li )1. Take i suffi-
ciently large so that fM(ψi )<

δ
4 (by (ii)). Then M(ϕi ◦ni (x))≥W G(M, ∂M)− δ

2 for
all x ∈ J (1, li )0 ∩ Ai . By (2) and (iii), we have that ϕ∗

i (x)=ψ
∗

i ([1], x) is supported
in Ma0 for all x ∈ J (1, li )0 ∩ Ai . Applying Theorem 3.5 to ϕ∗

i ⌞[J (1, li )0 ∩ Ai ]

in Ma0 (for i-large) will give an M-continuous extension 8̃∗

i : Ai → ZG
n (Ma0; Z2)

so that

(3-9) sup{M(8̃∗

i (x)) : x ∈ Ai }≤ sup{M(ϕ∗

i (x)) : x ∈ J (1, li )0∩ Ai }+C0 fM(ψi ),

where C0 = C0(Ma0,G, 1) ≥ 1 is a uniform constant. Note for any x ∈ ∂Ai , we
must have M(ϕi ◦ ni (x)) < W G(M, ∂M)− δ

4 . Hence, by (iv) and Theorem 3.5(i),

(3-10) 8̃∗

i (x)= ϕ∗

i (x)= ϕi ◦ ni (x)= 8̃i (ni (x)) for all x ∈ ∂Ai .

It now follows from (3-7)–(3-10) that 8̃∗

i : I → ZG
n (M; Z2) is a well defined

F-continuous map so that 8̃∗

i ⌞
[
0, 1

3

]
= 8̃i⌞

[
0, 1

3

]
= 8i⌞

[
0, 1

3

]
, 8̃∗

i (1) = 0, and
8̃∗

i ⌞J ⊂ ZG
n (Mηi ; Z2), which implies 8̃∗

i ∈ PG(M, ∂M). Therefore, by equations
(3-4), (3-8), (3-9), and statements (i)-(ii),

W G(M,∂M)≤ L({8̃∗

i }i∈N)≤max
{
W G(M,∂M)− δ

5 , L({ϕ∗

i }i∈N)
}
<W G(M,∂M),

which is a contradiction. □

Thus, there must exist V ∈ C(S) that is (G,Z2)-almost minimizing in annuli
(of boundary-type) in the sense of [39, Definition 11]. Since C(S) ⊂ VG

n (M2a0),
the interior regularity result [39, Theorem 7] (modified in [41, Theorem 4.18])
indicates that V is an integral G-varifold induced by closed smooth embedded
minimal G-hypersurfaces. □

4. G-sweepouts in positive Ricci curvature G-manifolds

Throughout this section we assume that (Mn+1, gM ) is a closed connected orientable
Riemannian manifold with positive Ricci curvature RicM > 0, and G is a compact
Lie group acting on M isometrically so that 3 ≤ codim(G · p) ≤ 7 for all p ∈ M .
Our goal is to associate an F-continuous G-sweepout to each closed minimal
G-hypersurface in M .
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To begin with, we collect some notations and classical results for minimal
hypersurfaces. Let 6 ⊂ M be a closed smooth embedded minimal hypersurface.
Recall the second variation of 6 for the area functional is given by

(4-1) δ26(X) :=
d2

d2t

∣∣∣
t=0

Area(Ft(6))= −

∫
6

⟨L6(X⊥), X⊥
⟩,

where L6 : X⊥(6)→ X⊥(6) is the Jacobi operator of 6, and {Ft } are diffeomor-
phisms generated by X ∈ X(M). Then we denote:

• Index(6): the Morse index of 6, i.e., the number of the negative eigenvalues
(counted with multiplicities) of L6 .

• µ1(6): the first eigenvalue of L6 .

If Index(6)= 0 or equivalently µ1(6)≥ 0, then we say 6 is stable.
For 6 ⊂ M as a G-invariant minimal hypersurface, we have L6(X) ∈ X⊥,G(6)

for all X ∈ X⊥,G(6), where X⊥,G(6) is the space of normal G-vector fields on 6.
By restricting L6 to X⊥,G(6), we make the following definition.

Definition 4.1. Let 6 ⊂ M be a closed smooth embedded minimal G-hypersurface.
The equivariant Morse index (or G-index for simplicity) IndexG(6) is defined by the
number of the negative eigenvalues (counted with multiplicities) of L6⌞X⊥,G(6).
Additionally, we denote µG

1 (6) as the first eigenvalue of L6⌞X⊥,G(6).

Suppose 6 is a closed minimal G-hypersurface with a G-invariant unit normal ν,
and u1 is the first eigenfunction of L6 . Then for any g ∈ G, the G-invariance of 6
and ν indicates u1 ◦ g is also the first eigenfunction of L6 . It is well-known that
µ1(6) has multiplicity one and the first eigenfunction u1 does not change sign.
Hence, u1 ◦ g = u1 for all g ∈ G, which implies that u1ν ∈ X⊥,G(6) and that:

Lemma 4.2 [39, Lemma 7]. If 6 is a closed minimal G-hypersurface with a G-
invariant unit normal ν, then the first eigenfunction u1 > 0 of L6 is G-invariant
and µ1(6)= µG

1 (6).

Since we mainly consider the ambient manifolds with positive Ricci curvature,
we collect the following useful results, which are well known to experts (see [44,
Section 2]).

Lemma 4.3. Suppose (Mn+1, gM ) is a closed connected orientable Riemannian
manifold. Let 6,61, 62 ⊂ M be closed embedded hypersurfaces. Then we have:

(i) If 6 is connected, then 6 is orientable if and only if it is 2-sided (i.e., 6 has a
unit normal vector field).

(ii) If 6 is connected and separates M , i.e., M \6 has two connected components,
then 6 is orientable.

Moreover, suppose M has positive Ricci curvature, then we have:
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(iii) If 6 is connected and orientable, then 6 separates M.

(iv) If 6 is minimal and 2-sided, then it cannot be stable, i.e., µ1(6) < 0.

(v) If 61, 62 are minimal hypersurfaces, then 61 ∩62 ̸= ∅.

After involving the actions of G, a connected component of some G-hypersurface
6 may not be G-invariant. Hence, we introduce the following notions of equivariant
connectivity.

Definition 4.4. Let U ⊂ M be a G-invariant subset with connected components
{Ui }

m
i=1. Then we say U is G-connected if for any i, j ∈ {1, · · · ,m}, there exists

gi j ∈ G so that gi j · U j = Ui . Additionally, we say U ′
⊂ U is a G-connected

component (or G-component for simplicity) of U , if U ′ has the form of ∪
l
j=1Ui( j)

and is G-connected.

Note that any G-subset U of M can be separated into some G-components.
Additionally, by the above lemma, it is easy to show the following result.

Lemma 4.5. Suppose (Mn+1, gM ) is a closed connected orientable Riemannian
manifold with positive Ricci curvature, and G is a compact Lie group acting on M
isometrically. Let 6 ⊂ M be a closed embedded minimal G-hypersurface. Then 6
is connected, and:

• If 6 has a G-invariant unit normal, then 6 separates M into two G-components.

• If 6 does not admit a G-invariant unit normal, then M \6 is G-connected.

Proof. It follows from Lemma 4.3(v) that 6 is connected. If 6 has a G-invariant
unit normal ν, then by Lemma 4.3(i)–(iii), M \6 has two connected components
M1,M2, with ν pointing inward M1. Since ν and M1 ∪ M2 are G-invariant, we
have g∗ν = ν and g · Mi = Mi for all g ∈ G and i ∈ {1, 2}, which indicates each Mi

is G-connected. If the unit normal ν exists but is not G-invariant, then there exists
g ∈ G so that g∗ν = −ν pointing inward M2, which implies g · M1 = M2, and thus
M1 ∪ M2 is G-connected. If 6 does not admit a unit normal, then M \6 has only
one component, which is also G-connected. □

Recall that, Zhou [43] constructed sweepouts of M by separating orientable
and nonorientable minimal hypersurfaces. It follows from Lemma 4.3 that the
orientability of a connected closed hypersurface is equivalent to the nonconnectivity
of its unit normal bundle. Hence, after involving the actions of G, we shall separate
the constructions by the G-connectivity (Definition 4.4) of the unit normal bundle
for minimal G-hypersurfaces.

Therefore, we denote

(4-2) SG(M) :=

{
6n

⊂ Mn+1
∣∣∣ 6 is a closed smooth embedded

minimal G-hypersurface in (M, gM )

}
.
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By Theorem 3.8, SG(M) ̸=∅ provided 3 ≤ codim(G · p)≤ 7 for all p ∈ M . Define

SG
+
(M) := {6 ∈ SG(M) :6 has a G-invariant unit normal}

and SG
−
(M) := SG(M) \SG

+
(M). It follows directly from Lemma 4.5 that

6 ∈ SG
−
(M) ⇔ S6 is G-connected ⇔ M \6 is G-connected,

where S6 = {v ∈ N6 : |v| = 1} is the unit normal bundle of 6.
Moreover, for any6∈SG

−
(M), we can cut M along6 to obtain a new manifold M̃

so that M̃ is locally isometric to M , G acts on M̃ by isometries, and ∂ M̃ ∈ SG
+
(M̃)

is a G-invariant double cover of 6. Specifically, let r > 0 be small enough so that
the normal exponential map exp⊥

6 : N6 → M is a G-equivariant diffeomorphism
on B2r (6) := {p ∈ M : distM(6, p) < 2r}. Hence, we have

(4-3) E : S6× (−2r, 2r)→ B2r (6), E(v, t) := exp⊥

6(t · v)

which is a double cover of B2r (6). Define the action of G on S6 × (−2r, 2r)
by g · (v, t) := (g∗v, t) for any v ∈ S6 and t ∈ (−2r, 2r), which indicates E is
G-equivariant and
(4-4) 6̃ = S6× {0}

is a G-equivariant double cover of6. Let Er := E⌞(S6×(r, 2r)) be a G-equivariant
diffeomorphism on B2r (6) \ Clos(Br (6)). Then by gluing M \ Clos(Br (6)) and
S6× [0, 2r) on B2r (6) \ Clos(Br (6)) with Er , we can define

(4-5) M̃ :=
(
M \ Clos(Br (6))

)
∪Er

(
S6× [0, 2r)

)
as a compact manifold with boundary ∂ M̃ = 6̃. Then we have

(4-6) F : M̃ → M, F :=

{
id in M \ Clos(Br (6)),

E in S6× [0, 2r)

is a G-equivariant smooth map so that F⌞(M̃ \6̃) gives a diffeomorphism to M \6,
and F⌞6̃ gives a double cover of 6. Using F , we can pull back the metric gM

from M to M̃ so that F is a local isometry and G acts on M̃ by isometries. Thus, 6̃
is a minimal G-hypersurface in M̃ with an inward pointing G-invariant unit normal.
In particular, 6 ∈ SG

−
(M) implies S6 and M \6 are both G-connected, and thus

M̃ is G-connected.

G-sweepouts correspond to 6 ∈ SG(M).

Proposition 4.6. Given any 6 ∈ SG
+
(M), there exists an F-continuous G-sweepout

8 : [−1, 1] → ZG
n (M; Z2) of M so that:

(i) 8(0)= [[6]], 8(−1)=8(1)= 0.

(ii) M(8(x))≤ Area(6) with equality only if x = 0.
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Proof. By Lemma 4.5, M \6 has two G-components M1 and M2 so that the unit
normal ν of 6 pointing inward M1. Additionally, it follows from Lemmas 4.2
and 4.3 that the first eigenfunction u1 > 0 of L6 is a G-invariant function satisfying
L6 u1 = −µ1(6) u1 > 0.

Denote by d± the signed distance function to 6 so that d± = distM(6, · ) in M1,
and d± = − distM(6, · ) in M2. Suppose X ∈ XG(M) is a G-vector field with
X = (u1 ◦ n6) · ∇d± in a neighborhood of 6, where n6 is the nearest projection
(in M) to 6. Then we consider the G-equivariant variation {6t := Ft(6)}t∈[−r,r ]

of 6, where {Ft } are the G-equivariant diffeomorphisms generated by X . By the
second variation formula (4-1), we have

δ26(X)=
d2

dt2

∣∣∣
t=0

Area(6t)=−

∫
6

u1L6 u1<0,
d
dt

∣∣∣
t=0

⟨H⃗6t ,∇d±⟩= L6 u1>0,

where H⃗6t is the mean curvature vector field of 6t . Thus, for r > 0 small enough,

Area(6t) < Area(6), ⟨H⃗6t ,∇ distM(6, · )⟩> 0 for all t ∈ [−r, 0)∪ (0, r ].

Define 8(x) := [[6x ]] = (Fx)# [[6]] ∈ ZG
n (M; Z2) for x ∈ [−r, r ], which is F-

continuous.
Since u1 > 0, {6t }t∈[−r,r ] is a smooth foliation of a G-neighborhood of 6, and

6t ⊂ M1 for t > 0 and 6t ⊂ M2 for t < 0. We now consider the compact manifolds
M ′

1 := M1 \ {6t }t∈[0,r) and M ′

2 := M2 \ {6t }t∈(−r,0], whose boundary ∂M ′

i = 6ri

(i ∈ {1, 2}, r1 = r , r2 = −r), is a G-hypersurface with positive mean curvature
pointing inward M ′

i .
Suppose W G(M ′

i , ∂M ′

i ) >Area(6ri ) for i ∈ {1, 2}. Then by Theorem 3.11, there
exists a closed minimal G-hypersurface6′ in the interior of M ′

i . Noting6∩6′
=∅,

we get a contradiction from Lemma 4.3(v). Therefore, W G(M ′

i , ∂M ′

i )≤ Area(6ri ).
By Definition 2.8 and Corollary 3.7, there exist ϵ > 0 small enough and an F-
continuous G-sweepout8i : [0, 1]→ZG

n (Mi ; Z2) so that8i (0)=[[6ri ]], 8i (1)=0,
and

sup{M(8i (x)) : x ∈ [0, 1]} ≤ W G(M ′

i , ∂M ′

i )+ ϵ ≤ Area(6ri )+ ϵ < Area(6).

Now, by reparametrization, we have a well-defined map 8 : [−1, 1] →ZG
n (M; Z2),

8(x) :=


82

(
−

3
2 x −

1
2

)
, x ∈

[
−1,− 1

3

]
,

(F3r x)# [[6]], x ∈
[
−

1
3 ,

1
3

]
,

81
( 3

2 x −
1
2

)
, x ∈

[1
3 , 1

]
continuous in the F-topology satisfying (i) and (ii). Additionally, the arguments
before Definitions 2.5 and 2.8 indicate FM(8)= [[M2]]+ [[M1]] = [[M]], where FM

is given by (2-5). Hence, we have 8 ∈ PG(M). □
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Proposition 4.7. Given any 6 ∈ SG
−
(M), there exists an F-continuous G-sweepout

8 : [0, 1] → ZG
n (M; Z2) of M with no concentration of mass on orbits so that:

(i) 8(0)=8(1)= 0.

(ii) sup{M(8(x)) : x ∈ [0, 1]}< 2 Area(6).

Proof. Let 6̃ = S6 × {0} and M̃ be given by (4-4) and (4-5). Then M̃ is G-
connected, Area(6̃)= 2 Area(6), and 6̃ has a G-invariant unit normal ν̃ pointing
inward M̃ . Let τ : 6̃ → 6̃ be the isometric involution, i.e., τ(v, 0)= (−v, 0) for
v ∈ S6.

Using the constructions in Proposition 4.6 with M̃ in place of M1, we get an
F-continuous G-sweepout 8̃ : [0, 1] →ZG

n (M̃; Z2) so that 8̃(0)= [[6̃]], 8̃(1)= 0,
and M(8̃(x))≤2 Area(6) for all x ∈[0, 1] with equality only at x =0. Additionally,
for t ∈

[
0, 1

3

]
, 8̃(t) = 6̃t := [[exp⊥

6̃
(t ũν̃)]], where ũ = 3tr ũ1 and ũ1 : 6̃ → R+ is

the G-invariant first eigenfunction of L6̃ with eigenvalue µ1(6̃)= µG
1 (6̃) < 0.

Now, by the second variation formula (4-1), there are δ0 ∈
(
0, 1

3

)
, C0 > 0 so that

(4-7) M(8̃(t))=Hn(6̃t)=Hn(6̃)−
t2

2

∫
6̃

⟨L6̃ ũν̃, ũν̃⟩+ O(t3)≤Hn(6̃)−C0 t2

for all t ∈ (0, δ0). For any δ ∈ (0, δ0) (will be specified later), the F-continuity of 8̃
and Proposition 4.6(ii) imply the existence of ϵ > 0 with

(4-8) M(8̃(t))≤ Hn(6̃)− ϵ for all t ∈ [δ, 1].

Now, we will open up 6̃t , t ∈ [0, δ], at some orbit to decrease the area.
Specifically, let G · p̃ ⊂ 6̃prin be any principal orbit of 6̃. Then by the G-

invariance of ν̃ and [4, Corollary 2.2.2], G · p̃ ⊂ M̃prin is also a principal orbit
in M̃ . Note either G · p̃ = G · τ( p̃) or G · p̃ ∩ G · τ( p̃)= ∅. Thus, we can define
P := G · p̃ ∪ G · τ( p̃) as a G-invariant submanifold in 6̃ with dimension n − l. By
assumptions, 3 ≤ codim(G · p̃)= l + 1 ≤ 7.

Case 1: 3 ≤ l ≤ 6.
For any r > 0, t ∈ [0, δ], define the following G-invariant sets:

B̃r (P) := {q̃ ∈ 6̃ : dist6̃(q̃, P) < r} ⊂ 6̃,

B̃r,t(P) := {exp⊥

6̃
((t ũν̃)(q̃)) : q̃ ∈ B̃r (P)} ⊂ 6̃t ,

C̃r,t(P) := {exp⊥

6̃
((sũν̃)(q̃)) : q̃ ∈ ∂ B̃r (P), s ∈ [0, t]}.

For R, δ > 0 small enough, it follows from the integral formula in [40, (C.4)] that

(4-9) ctr l−1
≤ Hn(C̃r,t(P))≤ Ctr l−1 and cr l

≤ Hn(B̃r,t(P))≤ Cr l

for all r ∈ [0, R], t ∈ [0, δ], where c,C > 0 are constants depending on 6̃, M̃, P .
Define

6̃r,t := (6̃t \ B̃r,t(P))∪ C̃r,t(P)∪ B̃r (P), r ∈ [0, R], t ∈ [0, δ].
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By (4-7)–(4-9), ∥6̃r,t∥(M̃ \ 6̃)≤ Hn(6̃)− C0 t2
− cr l

+ Ctr l−1.
Note, in this case, that

Ctr l−1
≤

C0

2
t2

+
C2

2C0
r2l−2, l ≥ 3.

We can take R > 0 small enough so that C2

2C0
Rl−2 < c

2 . Hence,

∥6̃r,t∥(M̃ \ 6̃)≤ Hn(6̃)−
C0

2
t2

−
c
2

r l

for all t ∈ [0, δ], r ∈ [0, R], and thus

6̃′

t :=

{
6̃R,2t , t ∈

[
0, δ2

]
,

6̃2R(1−
t
δ ),δ
, t ∈

[
δ
2 , δ

]
satisfies

∥6̃′

t∥(M̃ \ 6̃)≤

{Hn(6̃)− c
2 Rl, t ∈

[
0, δ2

]
,

Hn(6̃)− C0
2 δ

2, t ∈
[
δ
2 , δ

]
.

Set ϵ′
:= min

{
ϵ, cRl

2 ,
C0 δ

2

2

}
and define 8̃′(t) := [[6̃′

t ]] for t ∈ [0, δ] in this case.

Case 2: l = 2.
For R > r > 0 small enough, let ηr,R : 6̃→ [0, 1] be the G-invariant logarithmic

cut-off function defined by

ηr,R(q̃) :=


1, q̃ /∈ B̃R(P),
log r−log(dist6̃(q̃,P))

log r−log R , q̃ ∈ B̃R(P) \ B̃r (P),
0, q̃ ∈ B̃r (P),

which is also τ -invariant. Consider

6̃r,R,t := exp⊥

6̃
(tηr,R ũν̃).

By [17, Proposition 2.5] and [40, (C.4)], we can take R, δ > 0 small enough so that

∥6̃r,R,t∥(M̃\6̃)≤ Hn(6̃\ B̃r (P))+
t2

2

∫
6̃

|∇(ηr,R ũ)|2−(Ric(ν̃, ν̃)+|A|
2)(ηr,R ũ)2

+Ct3
∫
6̃

1+|∇(ηr,R ũ)|2

≤Hn(6̃\B̃r (P))−C1t2
+C2 t2

∫
6̃

|∇ηr,R|
2
+t2

∫
B̃R(P)

ũηr,R∇ũ∇ηr,R

+Ct3
∫
6̃

1+2η2
r,R|∇ũ|

2
+2ũ2

|∇ηr,R|
2

≤ Hn(6̃)−cr2
−C1t2

+
C3

log
( R

r

) t2
+C4 R2t2

+C5 t3
+

C6

log
( R

r

) t3

for all r ∈ (0, R), t ∈ [0, δ], where c,C,Ci > 0 are uniform constants depending on
6̃, M̃, P . Set R, δ > 0 even smaller so that C4 R2 < C1

4 , C5δ <
C1
4 , and C6δ < C3.
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Then choose r > 0 small enough with 2C3
log(R/r) <

C1
4 . Thus,

∥6̃r,R,t∥(M̃ \ 6̃)≤ Hn(6̃)− cr2
−

C1

2
t2

+
2C3

log(R/r)
t2

≤ Hn(6̃)− cr2
−

C1

4
t2

for all t ∈ [0, δ], and

6̃′

t :=

{
6̃r,R,2t , t ∈

[
0, δ2

]
,

6̃2r(1−
t
δ ),2R(1−

t
δ ),δ
, t ∈

[
δ
2 , δ

]
,

satisfies

∥6̃′

t∥(M̃ \ 6̃)≤

{
Hn(6̃)− cr2, t ∈

[
0, δ2

]
,

Hn(6̃)− C1
4 δ

2, t ∈
[
δ
2 , δ

]
.

In this case, set ϵ′
:= min

{
ϵ, cr2, C1δ

2

4

}
and define 8̃′(t) := [[6̃′

t ]] for t ∈ [0, δ].
In both cases, we define 8̃′⌞[δ, 1] = 8̃⌞[δ, 1] and see

(4-10) sup{∥8̃′(t)∥(M̃ \ 6̃) : t ∈ [0, 1]} ≤ Hn(6̃)− ϵ′.

Additionally, by (2-1), 8̃′ is still an F-continuous map with 8̃′
= [[6̃]], 8̃′(1)= 0.

Finally, we define 8(x) := F# 8̃
′(x) for all x ∈ [0, 1], where F : M̃ → M

is the equivariant local isometry given by (4-6). Because F : M̃ \ 6̃ → M \6

is an equivariant isometry, the arguments before Definitions 2.5 and 2.8 indicate
FM(8)= F#([[M̃]])= M , where FM is given by (2-5). Additionally, note F : 6̃→6

is a double cover and 6̃′
t ∩ 6̃ is τ -invariant in both cases. Hence, by Z2-coefficients

and (4-10), we have 8(0)= F# [[6̃]] = 0 and

M(8(x))= ∥8̃′(t)∥(M̃ \ 6̃)≤ Hn(6̃)− ϵ′
= 2 Area(6)− ϵ′.

At last, noting that ∥8(x)∥(BG
r (p)) ≤ ∥8̃′(x)∥

(
F−1(BG

r (p))
)

≤ 2mG(8′, r) for
all x ∈ [0, 1] and p ∈ M by the definition of mG (Definition 2.3), we see that
mG(8, r)≤ 2mG(8̃′, r) and 8 has no concentration of mass on orbits. □

5. Proof of the main theorems

Let SG(M) be given in (4-2). Then we define

(5-1) AG(M) := inf
6∈SG(M)

{
Area(6) if 6 ∈ SG

+
(M),

2 Area(6) if 6 ∈ SG
−
(M).

Theorem 5.1. Let (Mn+1, gM ) be a closed connected orientable Riemannian man-
ifold with positive Ricci curvature, and G be a compact Lie group acting on M
isometrically so that 3 ≤ codim(G · p) ≤ 7 for all p ∈ M. Then the equivariant
min-max hypersurface6 corresponding to the fundamental class [M] is a connected
minimal G-hypersurface of multiplicity one with a G-invariant unit normal vector
field so that

IndexG(6)= 1 and Area(6)= W G(M)= AG(M).
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Proof. By Theorem 3.8, which is a min-max theorem, there exists an integral G-
varifold V ∈VG

n (M) induced by a smooth embedded closed minimal G-hypersurface
6 ∈ SG(M) so that ∥V ∥(M) = W G(M). Since M has positive Ricci curva-
ture, Lemma 4.3(v) indicates that 6 is connected, and thus V = m|6| for some
m ∈ {1, 2, . . . }. Suppose 6 ∈ SG

−
(M), then it follows from the last statement

in Theorem 3.8 that m must be even, so m ≥ 2. However, we have a contradic-
tion W G(M) < 2 Area(6) ≤ ∥V ∥(M) = W G(M) by Proposition 4.7. Therefore,
6 ∈SG

+
(M). By Proposition 4.6, we see W G(M)≤Area(6)≤∥V ∥(M)= W G(M),

and thus m = 1. Additionally, by the definition of AG(M) and Propositions 4.6, 4.7,

AG(M)≤ Area(6)= ∥V ∥(M)= W G(M)≤ AG(M).

Now, it is sufficient to show IndexG(6)= 1. Suppose IndexG(6)≥ 2, and u1, u2

are the first two L2-orthonormal G-invariant eigenfunctions of L6⌞X⊥,G(6) with
negative eigenvalues. Let u2ν be a G-invariant normal vector field on 6, which ex-
tends to a smooth vector field X ∈X(M). Then X2 :=

∫
G(g

−1)∗ X dµ(g)∈XG(M)
gives an equivariant extension of u2ν. Consider the equivariant diffeomorphisms
{F2

s } generated by XG , and define 8s(t) := (F2
s )#8(t) for t ∈ [−1, 1], where

8 ∈ PG(M) is the F-continuous sweepout given by Proposition 4.6. Recall that in
the proof of Proposition 4.6, 8(t)= [[6t ]] = [[F1

t (6)]] for t ∈
[
−

1
3 ,

1
3

]
, where {F1

t }

are the equivariant diffeomorphism generated by X1 ∈XG(M) with X1⌞6 = 3ru1ν

for some r > 0. Hence, for the smooth family {F2
s (6t)}s∈[−σ,σ ],t∈[−1/3,1/3], the area

function A(s, t) := Area(F2
s (6t))= M(8s(t)) satisfies that:

• ∇ A(0, 0)= 0 since 6 is minimal.

•
∂2

∂t2 A(0, 0)= −9r2
∫
6

u1L6 u1 < 0 and ∂2

∂s2 A(0, 0)= −
∫
6

u2L6 u2 < 0.

•
∂2

∂s ∂t A(0, 0)= −3r
∫
6

u2L6 u1 = 3rµ1(6)
∫
6

u1u2 = 0.

Therefore, we can set σ, δ > 0 sufficiently small so that

M(8s(t))= Area(F2
s (6t)) < Area(6) for all t ∈ [−δ, δ], s ∈ (0, σ ].

Moreover, there exists ϵ > 0 so that by Proposition 4.6(ii), M(8(t))≤ Area(6)−ϵ
for all t ∈ [−1,−δ] ∪ [δ, 1]. Hence, by setting σ > 0 even smaller, we have
M(8σ (t)) = M((F2

σ )#8(t)) < Area(6) for all t ∈ [−1, 1]. Note 8σ is an F-
continuous curve homotopic to 8 in ZG

n (M; Z2). Thus,

W G(M)≤ sup{M(8σ (t)) : t ∈ [−1, 1]}< Area(6)= W G(M),

which is a contradiction. □

As an application, we use the conformal volume to show a genus bound for
the equivariant min-max minimal G-hypersurface 6 in Theorem 5.1 provided that
dim(M)= 3 and the actions of G are orientation preserving.
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Theorem 5.2. Let (M3, gM ) be a closed connected oriented Riemannian 3-manifold
with positive Ricci curvature, and G be a finite group acting on M by orientation
preserving isometries. Then the equivariant min-max hypersurface6 corresponding
to the fundamental class [M] is a connected closed minimal G-surface of multiplicity
one satisfying

genus(6)≤ 4K and W G(M)= Area(6)≤
8πK

inf|v|=1 RicM(v, v)
,

where K := maxp∈M #G · p ≤ #G is the number of points in a principal orbit of M.
Additionally, π(6)=6/G is an orientable surface with finite cone singular points
of order {ni }

k
i=1 (i.e., locally modeled by B2

1(0) quotient a cyclic rotation group Zni ),
so that k∑

i=1

(
1 −

1
ni

)
< 4 and genus(π(6))≤ 3.

In particular, if 6 ⊂ Mprin, i.e., k = 0, then genus(6)≤ 1 + 2K .

Proof. By Theorem 5.1, 6 is a closed embedded connected minimal G-surface
with a G-invariant unit normal ν so that Area(6)= W G(M) and IndexG(6)= 1.
By Lemma 4.3, 6 has an induced orientation. Additionally, since the unit normal ν
is G-invariant, the actions of G on 6 are also orientation preserving. Therefore, the
orbifold 6 induced by (6,G) is an orientable closed 2-orbifold whose underlying
space is the quotient distance space (π(6), dist6/G).

Let 6prin be the union of principal orbits for the G-action on 6, and 6prin be the
orbifold induced by (6prin,G). Denote by N6

p G · p and Np G · p the normal vector
spaces of G · p at p in 6 and M respectively. Note an orbit G · p is principal in 6
(resp. M) if and only if the slice representation of G p on N6

p G · p (resp. Np G · p) is
trivial (see [4, Corollary 2.2.2]). Additionally, we also notice that G p acts trivially
on span(ν(p)) for any p ∈ 6 by the G-invariance of ν. Hence, combining these
with the fact that N6

p G · p ⊕ span(ν(p)) = Np G · p, we see 6prin
⊂ Mprin, and

thus K = #G · p = #G · q for all p ∈6prin and q ∈ Mprin. Next, it follows from [5,
Chapter IV, Theorem 3.3] that there is an induced Riemannian metric g

6
on 6prin

so that π : 6prin
→ 6prin is an Riemannian submersion. Moreover, since G acts

on 6 by orientation preserving isometries, the singular points 6 \6prin are a finite
number of cone points {[pi ]}

k
i=1 of orders n1, . . . , nk . By the orbifold version of

Gauss–Bonnet theorem (see [9, Proposition 2.17]), we have

(5-2)
∫
π(6)

K6 d Ag
6

= 2π(χ(6))= 2π
(
2 − 2 genus(π(6))−

k∑
i=1

(
1 −

1
ni

))
,

where K6 is the Gauss curvature of (6prin, g
6
), and the integral is taken over 6prin.

For any r > 0 small enough, let6r :=6\∪
k
i=1 BG

r (pi ), and ηr be the G-invariant
logarithmic cut-off function on 6 given by
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ηr (p) :=


0, d(p) ∈ [0, r ],

2 −
2 log d(p)

log r , d(p) ∈ (r,
√

r ],

1, d(p) ∈ (
√

r ,∞),

where
d(p) := dist6(p, 6 \6prin)= dist6(p,∪k

i=1G · pi ).

Define then 6r := 6 \ ∪
k
i=1 Br ([pi ]). Note (6r , g

6
) is a smooth Riemannian

manifold (with boundary). We can take any conformal immersion φ : 6r → Sm ,
m ≥ 2, and define P : Conf(Sm)→ Bm+1

1 (0) by

P(h) :=
1∫

6
ηr u1

(∫
6
(ηr u1)(h1 ◦φ ◦π), . . . ,

∫
6
(ηr u1)(hm+1 ◦φ ◦π)

)
,

where h = (h1, · · · , hm+1) ∈ Conf(Sm) is any conformal diffeomorphism of Sm

(under the standard metric), and u1 :6→ R+ is the first (G-invariant) eigenfunction
of L6 . Since u1 > 0 and

∑m+1
j=1 h2

j = 1, one easily verifies that P is well defined.
Meanwhile, for each x ∈ Bm+1, define hx ∈ Conf(Sm) as in [27, (1.1)] by

hx(y) :=
y + (µ⟨x, y⟩ + λ) x
λ(⟨x, y⟩ + 1)

, with λ := (1 − |x |
2)−1/2, µ := (λ− 1)|x |

−2.

Then we have a continuous map f : Bm+1
1 (0)→ Bm+1

1 (0) given by f (x)= P(hx),
which can be continuously extended to ∂Bm+1

1 (0)= Sm by the identity map. Note
Clos(Bm+1

1 (0)) is homotopic to f
(
Clos(Bm+1

1 (0))
)
, and Clos(Bm+1

1 (0)) \ {x} is
homotopic to Sm for any x ∈ Bm+1

1 (0). Hence, f must be surjective. In particular,
there exists h = (h1, . . . , hm+1) ∈ Conf(Sm) so that P(h)= 0. Thus, we have that
{h̃ j := h j ◦φ ◦π}

m+1
j=1 are G-invariant smooth functions on 6r so that

m+1∑
j=1

h̃2
j = 1 and

∫
6

u1 · (ηr h̃ j )= 0 for all j = 1, . . . ,m + 1.

Since IndexG(6)= 1, we see δ26(ηr h̃ jν)≥ 0 for all j = 1, . . . ,m + 1, and∫
6√

r

RicM(ν, ν)+ |A|
2
≤

∫
6
(RicM(ν, ν)+ |A|

2)η2
r

=

∫
6
(RicM(ν, ν)+ |A|

2)
m+1∑
j=1
(ηr h̃ j )

2

≤

∫
6

m+1∑
j=1

|∇(ηr h̃ j )|
2

≤

∫
6

m+1∑
j=1

[
(1 + ϵ)|∇h̃ j |

2η2
r +

(
1 +

1
ϵ

)
|∇ηr |

2h̃2
j

]
≤ (1 + ϵ)K ·

∫
6r

m+1∑
j=1

|∇h j ◦φ|
2
+

(
1 +

1
ϵ

)∫
6
|∇ηr |

2

= 2(1+ϵ)K ·Area(6r ; (h ◦φ)∗g
Sm+1 )+

(
1+

1
ϵ

)∫
6
|∇ηr |

2,
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where ϵ > 0 is any constant, Area(6r ; (h ◦φ)∗g
Sm+1 ) is the area of 6r under the

conformal metric (h ◦φ)∗g
Sm+1 , and the coarea formula is used in the last inequality.

Let Ac(m, 6r ) be the m-conformal area of 6r defined as in [18]:

Ac(m, 6r ) := inf
φ

sup
h∈Conf(Sm)

Area(6r ; (h ◦φ)∗g
Sm ),

where the infimum is taken over all nondegenerated conformal map φ of6r into Sm .
Since φ :6r → Sm is arbitrary conformal immersion in the above computation, we
have ∫

6√
r

RicM(ν, ν)+ |A|
2
≤ 2(1 + ϵ)K · Ac(m, 6r )+

(
1 +

1
ϵ

)∫
6

|∇ηr |
2.

By [14, Chapter IV, Remark 5.5.1], every closed orientable surface can be con-
formally branched over S2 with degree

⌊genus +3
2

⌋
, where ⌊a⌋ is the integer part of

a ∈ R+. It then follows from [18, Facts 1, 5] that Ac(m, 6r )≤ 4π
⌊genus(π(6))+3

2

⌋
,

and thus∫
6√

r

RicM(ν, ν)+ |A|
2
≤ 4π(1 + ϵ)K · 2

⌊
genus(π(6))+ 3

2

⌋
+

(
1 +

1
ϵ

)∫
6

|∇ηr |
2.

Since
∫
6
|∇ηr |

2
→ 0 as r → 0, we first take r → 0 and then let ϵ → 0, which gives∫
6

RicM(ν, ν)+ |A|
2
≤ 4πK · 2

⌊
genus(π(6))+ 3

2

⌋
.

Denote by {ei }
2
i=1 a local orthonormal basis on 6. Since RicM > 0, we have

RicM(ν, ν)+ |A|
2
=

2∑
i=1

RicM(ei , ei )− 2K6 >−2K6

on 6prin, where K6 is the Gauss curvature of 6. Therefore, by the coarea formula,

−2K
∫
6

K6 = −2
∫
6

K6 <

∫
6

RicM(ν, ν)+ |A|
2
≤ 4πK · 2

⌊
genus(π(6))+ 3

2

⌋
.

Then, it follows from the above strict inequality and the Gauss–Bonnet formula (5-2)
that genus(π(6))+

∑k
i=1

(
1 −

1
ni

)
< 5 and

genus(6)= 1 + K
[
genus(π(6))− 1 +

k∑
i=1

(
1 −

1
ni

)]
< 1 + 4K .

Moreover, one notices that 2
⌊genus(π(6))+3

2

⌋
= genus(π(6))+3 if genus(π(6))≥ 1

is odd, and 2
⌊genus(π(6))+3

2

⌋
= genus(π(6))+2 if genus(π(6))≥ 0 is even. Hence,

the above computation actually shows

• genus(π(6))+
∑k

i=1
(
1 −

1
ni

)
< 5 if genus(π(6))≥ 1 is odd, and

• genus(π(6))+
∑k

i=1
(
1 −

1
ni

)
< 4 if genus(π(6))≥ 0 is even,
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which further implies that genus(π(6))≤ 3 and
∑k

i=1(1−
1
ni
) < 4. In particular, if

6 ⊂ Mprin, then
∑k

i=1
(
1 −

1
ni

)
= 0 and

genus(6)= 1 + K (genus(π(6))− 1)≤ 1 + 2K .

Finally, we see that

2cM W G(M)≤

∫
6

2∑
i=1

RicM(ei , ei )

≤ 4πK ·2
⌊

genus(π(6))+3
2

⌋
+2K

∫
6

K6

= 4πK ·

(
2−2 genus(π(6))−

k∑
i=1

(
1−

1
ni

)
+2

⌊
genus(π(6))+3

2

⌋)
≤ 16πK ,

where RicM ≥ cM > 0. □
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