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Let C be a conjugacy class of involutions in a group G. We study the
graph I'(C) whose vertices are elements of C with g, h € C connected by
an edge if and only if gh € C. For ¢t € C, we define the component group
of ¢ to be the subgroup of G generated by all vertices in I'(C) that lie in the
connected component of the graph that contains ¢.

We classify the component groups of all involutions in simple groups of
Lie type over a field of characteristic 2. We use this classification to partially
classify the transitive binary actions of the simple groups of Lie type over
a field of characteristic 2 for which a point stabiliser has even order. The
classification is complete unless the simple group in question is a symplectic
or unitary group.

1. Introduction

Let G be a finite group acting on a finite set 2. Let /, J € Q" be n-tuples of elements
of , for some n > 2, written I = (I, ..., 1) and J = (J1, ..., J,). Forr <n, we
say that [ and J are r-related, and we write I 5~ J, when for each choice of indices
1<ki<ky<--- <k, <n,there exists g € G such that Ikgl, = Ji, forall i. We say that
the action of G on 2 has relational complexity k if, for alln > 2 and all 1, J € Q",
I 7 J implies that I 7" J, and k is the minimal such positive integer. This
definition originated with Cherlin [3], motivated by considerations in model theory.
In particular Cherlin observed that the relational complexity of a finite permutation
group is the least k for which the group can be viewed as an automorphism group
acting naturally on a homogeneous relational structure whose relations are k-ary.
There has been particular interest in the foundational case of permutation groups
of relational complexity 2, which were coined binary groups by Cherlin. In this
case, the relational structures in question are homogeneous edge-coloured directed
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graphs. Many problems and conjectures on binary actions were posed in [3], and
in recent years there has been substantial progress on some of these. Following
[4; 15], we now have a full classification of the primitive binary permutation groups
in [8]. More recently, a general study of the binary actions of finite simple groups
has been initiated in [6; 7]; in particular, we now have a full classification of the
binary actions of the alternating groups.

The first aim of this paper is to contribute to the classification of the binary
actions of the simple groups by proving a result for simple groups of Lie type over
a field of characteristic 2. Our main result in this direction is the following.

Theorem 1. Let G = G(q) be a simple group of Lie type over F,, where g = 2°.
Suppose that G has a binary action on a set 2 and that there exists w € 2 such
that G, the stabiliser in G of w, is a proper subgroup of G of even order. Then one
of the following holds:

(i) G =2B,(2***YY witha > 1 and G, is the centre of a Sylow 2-subgroup of G.

(i) G = Sp,,(2%) or PSU,(2%), with n > 2, and G, contains the centre of a long
root subgroup of G.

(iii) G = Sp4(2%) with a > 2 and G, contains a short root subgroup of G.

For comments on the hypotheses of the theorem, see the remark after Theorem 2
below. Note that the theorem applies with G equal to Sp,(2)’, G2(2)" and 2F,(2)
(and also to SL,(2%), via the isomorphism PSU;(g) = SL;(g) in (ii)). Note too that
the theorem applies to all actions of G — there is no assumption of transitivity, for
instance. Let us briefly discuss the three listed items in the theorem.

In (i), G is a Suzuki group and the transitive binary actions of G are completely
classified [7]. In this case we know that the action of G on the set of right cosets of
a nontrivial proper subgroup H is binary if and only if H is the centre of a Sylow
2-subgroup of G.

For (ii) and (iii), our expectation is that the result would remain true were the
word “contains” to be replaced, in each case, with the word “is”. This would amount
to a classification of the nontrivial transitive binary actions of the simple groups of
Lie type over a field of characteristic 2 for which a point stabiliser has even order.

To emphasise this point we present a result— Proposition 6.3 — which implies
that, were we to make the aforementioned replacement and restrict our attention to
transitive actions, then the resulting list of actions would all be binary.

Our proof of Theorem 1 makes use of methods introduced in [6], in particular
the notion of a component group. Our second main result pertains to a special case
of this notion which we now define (more detail is given in Section 2).
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G t A(r)
SLe(2) (J5) 2
PSUs(2) (J3) 29
PSU;(2) (J3, ) 2°
Spg(2) | W) +V(©2) | 2°
QL) w2)3 215
Sp1(2) w(2)? 21

Table 1. Exceptional involution classes.

Let G be a finite group, let ¢ be an involution in G and let C =t be the conjugacy
class of . We define a graph I'(C), whose vertices are elements of C; two vertices
g, h € C are connected by an edge in I'(C) if gh € C. We write A(¢) for the group
generated by all vertices in I'(C) that lie in the connected component of the graph
that contains t. We call A(¢) the component group of the element 7.

We are ready to state our second main result. For this result we do not include
Sp4(2)’ or G»(2)' in the hypothesis (but we do include 2F4(2)"). Note also that the
group G = SL,(g) is included under item (ii) of the theorem, since Sp,(g) =SL2(q).

Theorem 2. Let G = G(q) be a simple group of Lie type over [, where g = 2¢,
and let t € G be an involution. Then one of the following holds:

1 A@) =0G.
(i1) ¢ is a long root involution, G = Sp,,(q), PSU,(gq) or 2B2(q), and A(t) is
the centre of a long root subgroup (the centre of a Sylow 2-subgroup when

G ="B12(q)).

(iii) ¢ is a short root involution, G = Sp,(q) (q > 2), and A(t) is a short root
subgroup.

(iv) G, t and A(t) are as in Table 1.

The notation for the classes of Spg(2) and 95(2) in Table 1 is described in
Section 4.4. Each line of the table corresponds to a single conjugacy class in G,
except for the line for G = QB(2), where W (2)3 corresponds to two G-classes, in-
terchanged by an outer automorphism. For the classes in Table 1, A(¢) is elementary
abelian, and in all cases except G = PSU7(2), we have A(t) = 02(Cg(2)).

Remark. Let us remark on the hypotheses of Theorem 1 — specifically, the charac-
teristic 2 assumption for G = G(g), and the assumption that a point stabiliser has
even order. Other cases are the subject of future projects, and will require additional
ideas. For example, if G = G(g) with ¢ odd and ¢t € G is an involution, then
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there are many more possibilities for the component group A(#) than those in the
conclusion of Theorem 2; in some cases it is even possible that the graph I"(C) has
no edges at all. Also the even order assumption on the point stabiliser is necessary
for our methods, through the application of Lemma 2.2.

Structure of the paper. In Section 2 we discuss the graph I'(C) in a more general
context than that given above and we state a number of results that connect this
graph to the binary actions.

In Section 3 we describe some computational methods that pertain to the graph
['(C), concluding with several lemmas that will be important for the proofs of
Theorems 1 and 2. In Section 4 we give the proof of Theorem 2 and in Section 5 we
give the (very short) proof of Theorem 1. In the final section we prove a proposition
which implies a partial converse to Theorem 1.

2. Binary actions and component groups

All groups mentioned in this paper are finite, and all group actions are on finite sets.

2.1. Component groups. We mentioned (a special case of) the graph I'(C) in the
introduction. This graph was first defined in [6] and we give the definition here.

Definition 2.1. Given a conjugacy class C in a group G we define a graph, I'(C),
whose vertices are elements of C; two vertices g, h € C are connected in I'(C) if g
and & commute and either gh~! or hg™! is in C.

The next lemma connects the graph I'(C) to the notion of a binary action; this
lemma first appeared as [6, Corollary 2.16]. The fixity of an element in a group

acting on a set €2 is the number of points of €2 fixed by the element.

Lemma 2.2. Let G act transitively on 2, let H be the stabiliser of a point in 2,
let p be a prime dividing |H |, let C be a conjugacy class of elements of order p of
maximal fixity and let g be in H N C. If the action is binary, then H contains all
vertices in the connected component of ' (C) that contains g.

In what follows we will write “element of maximal p-fixity” as shorthand for
“element of prime order p of maximal fixity”.

In the notation of Lemma 2.2, we say that the component group of g in G is the
group generated by the connected component of I'(C) that contains g; we write this
as A(g). So the conclusion of Lemma 2.2 could be “H contains A(g)”.

It turns out that Definition 2.1 and Lemma 2.2 can be stated slightly more
generally. To do this we need to revisit an example from [6], on which the proof of
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Lemma 2.2 is based. Here and below, we write Fix(g) to denote the fixed set of a
permutation g.

Example 2.3. Let p be a prime and let g1, g» be distinct commuting elements of
order p in a group G acting on a set A. Set g3 = g1g, ! and write F; for the fixed
set of g; fori =1, 2, 3. Assume that

|Fil=1F|=[F]=1

and assume that F} and F, are distinct (which, in turn, means that F3 is distinct
from both F; and F>).

Then (g1, g2) acts on the set F = F; U F, U F3 and we write tq for the (nontrivial)
permutation of F3 induced by g; (and g;) on the set F3. Finally let t be the
permutation of F which equals 7y on F3 and fixes all points in F'\ F3.

Write I = (f1,..., fr), where F = {fi,..., fx} and k = |F|, and write J =
(ffs -5 fiD)- tis easy to verify directly that
D 175 J;

(2) I 7~ J if and only if there exists a permutation 4 € G that fixes F setwise and
that induces the permutation 7 on F.

In particular, if the action of G on A is binary, then there exists a permutation h € G
that fixes F setwise and that induces the permutation T on F. Note that Fix(h)
properly contains Fix(g;) fori =1, 2.

Definition 2.4. Given a union of conjugacy classes D in a group G we define a
graph, I'(D), whose vertices are elements of D; two vertices g, h € D are connected
in I'(D) if g and h commute and either gh~! or hg~! is in D.

For g € D, we write A(g, D) for the group generated by the vertices in the
connected component of I'(D) that contains g. In particular, if C is the conjugacy

class containing g, then A(g, C) = A(g), the component group of g.

Lemma 2.5. Let G act transitively on 2, let H be the stabiliser of a point in 2,
let p be a prime dividing |H |, let D be a union of conjugacy classes of elements of
maximal p-fixity and let g be in H N D. If the action is binary, then A(g, D) < H.

Proof. Assume, for a contradiction, that A(g, D) £ H. Then there exist g, go € D
such that g; and g; are adjacent in ['(D), g; € H and g ¢ H. This immediately
implies that g; and g, commute and that Fix(g;) is distinct from Fix(g>). Now the
setup of Example 2.3 applies. Since the action of G on 2 is assumed to be binary,
there must exist an element 2 whose fixed set properly contains Fix(g;). This
contradicts the fact that g; is an element of maximal p-fixity and we are done. [



118 NICK GILL, PIERRE GUILLOT AND MARTIN W. LIEBECK

2.2. Terminal component groups. The next lemma inspires the definitions that
follow.

Lemma 2.6. Let G act transitively on 2, let H be the stabiliser of a point in €2,
let p be a prime dividing |H |, let D be a union of conjugacy classes of elements of
maximal p-fixity and let g be in H N D. If the action is binary, then every element
of A(g, D) that has order p is also an element of maximal p-fixity.

Proof. By assumption, the action of G is binary and so Lemma 2.5 implies that the
stabiliser of any point fixed by g contains A(g, D). Thus every element of A(g, D)
fixes at least as many elements of 2 as g. U

Now consider a finite group G and an element g contained in D, a union of
conjugacy classes of elements of order p. Let Dy = D and let I'| (D) = I'(D) and

Ai(g) = Ag, D).
For a positive integer i, define D; to be the union of conjugacy classes in G
which satisfy two criteria:

(1) elements of these conjugacy classes have order p;

(2) for any such conjugacy class, C, we have CN A(g, D;i_1) # @.

Now define A;(g, D) = A(g, D;). We have an ascending chain of subgroups:

We define Ay (g, D) to be the union of all of the subgroups in this chain. In the
case where D = C, the conjugacy class containing g, we write A (g) = Axo(g, D)
and call this group the terminal component group of g in G. This definition allows
us to strengthen Lemma 2.6:

Lemma 2.7. Let G act transitively on 2, let H be the stabiliser of a point in 2,
let p be a prime dividing |H |, let D be a union of conjugacy classes of elements of
maximal p-fixity and let g be in H N D. If the action is binary, then H contains
A (g, D).

In particular if g is any element of maximal p-fixity, then H contains Ay (g),
the terminal component group of g.

Proof. We suppose that D; is a union of conjugacy classes of elements of maximal
p-fixity. We will use induction to prove that, for all positive integers i,

(S1) A;j(g,D) < H; and

(S2) Dj4 is a union of conjugacy classes of elements of maximal p-fixity.



BINARY ACTIONS OF SIMPLE GROUPS OF LIE TYPE OF CHARACTERISTIC 2 119

For i =1, (S1) follows from Lemma 2.5 and (S2) follows from Lemma 2.6.
Thus the base case of our inductive argument is proved.

Let us assume that (S1) and (S2) are true for i. Since (S2) is true for i, Lemma 2.5
implies that (S1) is true for i + 1. Now Lemma 2.6 implies that (S2) is true for i 4 1.
The result follows by induction. U

Remark 2.8. We will be interested primarily in the groups A(g) and Ay (g) for
various elements g of prime order in G.

The most obvious scenario where the more general notion of A(g, D) and
A (g, D) is of interest would be setting D to be the rational conjugacy class
containing g (i.e., the union of conjugacy classes that contain an i-th power of g,
where i is coprime to the order of g). Clearly, in any action of G, if g is an element
of maximal p-fixity, then the same will be true of all of the rational conjugates of g.

3. Computing with component groups

The proof of Theorem 2 involves the calculation of several component groups in
certain exceptional cases, using a computer. We have relied on GAP and Sagemath,
but it is not possible to use a naive approach for the task at hand. We describe how
the computation was made possible. Besides, the “transport group”, to be defined
shortly, is probably a useful object to think of, even in theoretical situations.

In what follows, G is a finite group, s € G is an involution and C is its conjugacy
class. We wish to compute the connected component X of I'(C) containing s; the
subgroup generated by this connected component is then determined readily by
standard algorithms.

The techniques we describe would work equally well with s an element of prime
order p, although we stick to p = 2 for simplicity of language (and because this is
what the paper is about).

3.1. Introducing the transport group. The naive approach to our problem would
consist in finding all the neighbours of s in the graph I'(C), by scanning all the
elements of C one by one; then finding the neighbours of these neighbours; and
then iterating until no new vertex can be appended to the connected component.
This is way too slow in practice.

We will mostly reduce things to the computation of the original neighbours of s,
with no need to dive deeper in the graph. An essential ingredient is this lemma:

Lemma 3.1. Let Y be a finite, connected graph, and let T be a subgroup of Aut(Y)
with the following property: there is a vertex v such that all its neighbours are of
the form v' for t € T. Then the action of T is vertex transitive.
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Proof. Let w € Y. To show that w € v, we proceed by induction on the length n
of a minimal path from v to w in the graph, the case n = 1 being given. We see
immediately that w has a neighbour u such that u € v”, by induction. If u = v’
fort € T, then w' ' is a neighbour of v, so that w'™ = for some ' € T, and
w =" as desired. O

We will apply this with ¥ = X, the connected component of s, viewed as an
induced subgraph of I'(C), and of course with v = s. By definition, all the vertices
of I'(C) are conjugates of s within G, so that we may find elements #; € G such
that the neighbours of s can be computed to be of the form s, ..., s. Each ¢
acts on I'(C) by graph automorphisms, and takes s to an element of X, and so it
preserves the connected subgraph X. We can then apply the lemma to the subgroup
T =(t,...,t7), and we find that X = s7.

This provides already a comfortable speedup, but we also need to select the
group T more carefully, as finding the neighbours of v is in itself a costly operation.
Since these neighbours must commute with s by definition, we elect to:

(1) Compute first the centraliser Z = Cg(s).
(2) Determine the conjugacy classes of involutions in Z.

(3) For each such class, pick one representative x, and check whether there is
t € G such that s = x (so that x € C), and then check whether sx € C; if not,
discard the conjugacy class.

(4) Finally, define the transport group T to be generated by Z and all the elements ¢
obtained during the previous step.

The lemma then applies with this 7', as is checked readily (simply note that in
step (3), we only need one representative, as there is an element of Z (which is thus
in T') which fixes s and takes x to any other involution in the conjugacy class).

Having gone through these steps, it is very easy to compute the order of 7', and
|T|/|Z| is the size of sT = X. Very often, we find that X = I'(C) so that, when G
is simple, we can conclude that A(s) = G. Otherwise, standard algorithms allow
us to iterate over the elements of X and compute the group they generate.

Remark 3.2. To give a bit of perspective, let us mention the sort of performance
we obtained with G = QB (2) for some randomly chosen involution s. The naive
algorithm took about 8 minutes to compute the neighbours of s, and there are around
800 of these, so we expected to have to wait 4 days to get the list of the vertices
in X which are at distance 2 from s. By contrast, the algorithm above concludes
that A(s) = G in less than 20 seconds.
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3.2. Randomised calculations. The above algorithm can still take a lot of time
in certain cases (for example, when the centraliser Z has a complicated structure).
However, another advantage of the approach we have just described is that it can
be turned easily into a randomised algorithm. The idea is simply to draw elements
of C at random until one finds a neighbour of s in I'(C); then, compute ¢t € G such
that the vertex just found is s/, and keep a list of the elements 7 thus obtained. At
any moment, we can compute the group 7 generated by Cg(s) and the #’s that
have been collected. If at any point 7 = G (which happens frequently with our
examples), of course we may stop and conclude that A(s) = G (when G is simple).
Otherwise, we can stop after a certain number of tries, and what we have is a
subgroup T of the “real” transport group, and we can compute the group A’(s)
generated by s, which is a subgroup of the “real” component group A(s).

In this situation, we can try to compute the terminal component group A (s)
instead, as in Section 2.1. Concretely, we check whether A’(s) (and so also A(s))
contains an involution s; such that s; ¢ C; if there is one, we can run the algorithm
with s1, obtaining A’(s;), a subgroup of A(s;), and crucially, A’(sy) is also a
subgroup of A (s), by definition. We can continue and find s, in either A’(s)
or A'(s1), compute A’(s2), which is yet another subgroup of A, (s), and so on. We
stop when there are no more elements to try (because all of their conjugacy classes
have been attempted), or when there is s; such that A’(s;) = G, in which case we
conclude that Ay (s) = G also.

This search is best organised, and more easily summarised, as follows. Our
program constructs a graph whose vertices are the conjugacy classes of involutions
in G. When we have found that A(s) = G for an involution s, we paint the
corresponding vertex black. Otherwise, the vertex is left in white, and we add
a directed arrow from the class of s to that of any s; such that s; € A’(s), our
computed approximation of A(s). A sufficient condition for A, (s) = G is thus
that from the corresponding vertex, there is a directed path leading to a black vertex.

As an example, here is a graph produced when working with G = QE(Z). It
shows that A (s) = G for any involution s:

In general, the graphs thus produced only reflect partial information, as obtained
at a given point in time by the randomised calculation. Typically, we then focus
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our efforts on the white vertices, and start the full, nonrandom algorithm on them,
to see if A(s) is really smaller than G. Of course, this may take a little longer.

3.3. Results. To conclude this section we record three results that will be important
for the proof of Theorem 2. These were all proved using the computational methods
described above.

Lemma 3.3. Let G be one of the groups SLg(2), PSU,(2) (4 <n <38), Sp,,(2)
B<n<6), Q; 2) (4 <n <6),and let t € G be an involution. Then one of the
following holds:

1 A@) =0G.

(i) G =PSU,(2) or Sp,,(2) and t is a long root involution.
(iii) G, t are as in Table 1 of Theorem 2.

Lemma 3.4. Let G be equal to 2F4(2) or3D4(2) and let t € G be an involution.
Then A(t) =G.

Lemma 3.5. Let G be a group occurring in Table 1 and let t be the associated
involution. Then Ay (t) = G.

Notice that Lemma 3.5 implies that if G = G(g) is a simple group of Lie type
over [, where ¢ =2 and ¢ € G is an involution, then either A (1) = G or else G
and ¢ are as described at points (ii) and (iii) of Theorem 2.

4. Proof of Theorem 2

4.1. Long root elements. Here we prove a lemma identifying component groups
of long root elements for arbitrary characteristic. In the statement we do not include
G =Sp,(2), G2(2) or 2G,(3)’, but we do include 2F4(2)’.

Lemma 4.1. Let G = G(q) be a simple group of Lie type over [F,, where g = p°,
and let t be a long root element. Then one of the following holds:
1) A@) =0G.
(i) G =PSp,,(q) (n > 1) or PSU,(q) (n > 3), and A(t) is the centre of a long
root subgroup.
(iii) G =2G,(q) or*By(q), and A(t) is the centre of a Sylow p-subgroup of G.
Proposition 6.3 asserts that if G is one of the groups listed in items (ii) or (iii), ¢

is a long root element and H = A(t), then either G = PSp,(¢g) with ¢ odd or the
action of G on the set of right cosets of H in G is binary.
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Proof. First assume that G is not one of the groups under (ii) or (iii), and is of
untwisted type. Let @ be the root system of G, and @, the set of long roots in &
(so @ = & if there is only one root length). We can take t = u, (1) with @ € .
As G # Cy(q), there exists B € ®;, such thata +8 € @, and (Ury, Urg) = A2(q).
Working in SL3(g) with the usual representation

1c 1 1 ¢
uy(c) = 1 , ug(c) = I c|, ugsplc)= 1 ,
1 1 1

we see that the graph I'(C) has, for any ¢; € [, \ 0, the edges
u_pg(c1) — ug(c2) — Ugrp(cz) — ug(cs) — u_q(cs).

Hence A(z) contains (U+q, U+pg) = Az(q).

Now take o« = —ag, where « is the highest root. Then for any long root p such
that B = ap — p € &, we see from the above that A(r) contains Uig. If there
is only one root length, these root groups U.g, together with U.,, generate G;
so A(t) = G in this case. Finally, suppose there are two root lengths. Then ®
is of type B, (n > 3), G, or Fy, and the root groups U.g for B € & generate a
subsystem subgroup D, _1(g), A2(q) or D4(q), respectively. So A(t) contains this
subsystem subgroup, which is maximal in G. Also A(¢) is invariant under Cg(¢),
which is the derived group of a parabolic subgroup of G, and is not contained in
the subsystem subgroup. It follows that A(¢#) = G in this case also.

Now assume that G is of twisted type, and is not one of the groups under (ii)
or (iii). For G =2D,(q) (n > 4), *D4(q) or *E¢(g), the above argument gives the
result, as there is a subsystem A, spanned by long roots. And for G = 2F4(q)’, we
argue as follows. The involution 7 lies in a subgroup 2F4(2) of G, and Lemma 3.4
implies that A(¢) > 2F4(2). As A(t) is Cg(t)-invariant, it follows that A(7) = G.

Now we let G be one of the groups under (ii) and (iii) and we must describe A(?).
We start by assuming that G = PSp,, (¢). With respect to a suitable standard basis
€l,..-»ren, fn,..., f1, modulo the scalars Z = (—1I), we can take

1 A
(D 1= bn— |,
1
for some scalar A # 0, and then

€ X C
Co(t) = A AJXT | DA €SPy (@), x €2 ceFy, e =1 /z,
€
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where J is the matrix of the form restricted to ey, ..., e, fu, ..., fo. The only
elements u € Cg () for which both u and ru~! are conjugate to ¢ are those with
A =1,,_» and x = 0. Hence

(2) u e I, —» ZCE[Fq =U,
1
a long root subgroup. Thus A(#) = U in this case.

The proof of (ii) for G =PSU, (¢) is very similar. Take V to be an n-dimensional
unitary space over [ 2, with unitary form having Gram matrix with 1’s on the reverse
diagonal and 0’s elsewhere. Then we can take ¢ to be as in (1) with A +A7 =0, and
we compute as above that the only elements u € C¢ (¢) for which both u and tu~!
are conjugate to ¢ lie in a subgroup U defined as in (2), but with the condition on
the scalar ¢ € F,2 being ¢ +¢? = 0. Then U is the centre of a long root subgroup
of G, and A(t) = U, proving (ii) in this case.

Now let G =2G»(g) or >B>(g) as in (iii), with ¢ = p***!, where p =2 or 3, and
a>1. Then Cs(t) = P, a Sylow p-subgroup of G. The structure and fusion of P is
described in [13; 14]: Z(P) is elementary abelian of order ¢ and has all its noniden-
tity elements conjugate to ¢; also there is no element u € P \ Z(P) such that u and

—1

tu~ are conjugate to . Hence A(¢) = Z(P) in these cases, completing the proof. [

We now prove Theorem 2 separately for the various Lie types.

4.2. Linear groups.
Lemma 4.2. Theorem 2 holds for G = PSL,(q), g = 2°.

Proof. Let G =PSL, (q) with ¢ =2¢. If n =2, the only involution class in G contains
aroot element t = J> € SLy(g) = Sp,(q) (where J; denotes an i xi unipotent Jordan
block), and this class is covered by Lemma 4.1.

So assume n > 3. We begin by establishing the result for n < 4. For n = 3, the
group PSL3(q) has only one class of involutions, with representative t = (J, J1),
a long root element, so this case is covered by Lemma 4.1. Now let n = 4,
G = PSL4(g). Again, root elements (J3, 112) are covered by Lemma 4.1, so let
t= (122) €G. Wecantaker = J,®1 € SLy(q) ®SLy(q) < G. Then Cg(¢) contains
I ® SL,(q), and each involution « in this group is conjugate to ¢; also tu = J, @ J»
is conjugate to t. Hence ¢ is joined in I'(C) to all such involutions u. It follows
that A(¢) contains / ® SLy(g). Similarly, arguing with neighbours of u, we see that
SLy(g) ® I < A(t). Thus

A(t) = SLa(q) ® SLa(q).
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Also, if we write t as ((I) ;), then as in the proof of Lemma 3.3, we see that A(¢)
contains N := 0,(Cg(t)) = ¢q". Using [2, Tables 8.8 and 8.9], we see that for g > 4,
the only overgroups in G of SL;(q) ® SL,(g) = Qj{ (q) are 04+ (¢) and Sp,(g), and
hence (SL;(q) ® SLy(g), N) = G. Finally, for ¢ =2 we argue in Ag = L4(2) that
A(t) = G here too. This completes the proof for n = 4. Now suppose n > 5. Adopt,
for A € [, the notation

1A

IES (O )

), h=h), t=5 I,

where 2a + b =n. By Lemma 4.1 we can assume that a > 2.

Assume next that g > 2, and let @ € [, \ {0, 1}. Suppose b > 1. Write t =1, ® 1,
where 11 = (J2, 1), 2 = (J§~ 1, JP7Y). Let us = (Ja(@)~ 1, JP™Y). If uy € SL3(q)
is an involution joined to #; in the graph on tlsL3(q), then ¢ is joined to u = u| D us
in the graph on . Hence by the result for SL3(g), we have A(¢) > SL3(q). This
holds for any choice of blocks (J>, J1) in ¢, and these SL3(g) subgroups generate G.
So A(t) = G in the case where b > 1.

Now suppose b = 0 (still assuming that ¢ > 2). For this case, write t =t} @ o,
where 1} = (.122), 1= (JZ“_Z). Let ur = (J»(a)%2), and argue as above using the
result for SL4(g) that A(¢) contains the subgroup SL4(g) corresponding to 1. This
holds for any choice of blocks 122 in ¢, so again we see that A(#) = G.

It remains to deal with the case where ¢ = 2. It is convenient first to deal with
n =5, 6. For these cases we have 1 = (J2, J]"_4) (excluding the exceptional case
(J23 ) € SLg(2) as it is conclusion (iii) of Theorem 2). For n =5, we write t =11 © 1,
where t; = (J22), ty = Ji. Arguing as above using the result for SL4(g), we see that
A(t) contains S := SL4(q). Also A(t) is Cg(¢)-invariant, and we can compute a
Ci (t)-conjugate S¢ of § such that (S, S¢) = G. Thus A(¢) = G in the case n = 5.
For n = 6 we argue similarly, taking t = t; @ fp, where t; = (J, J1), t = (J2, J1)
and using the result for SL3(g).

Finally, assume that n > 7 (with ¢ = 2). Write t = t; @ t,, where

[ = {(Jz, Jy) ifa=2,

(J3) ifa>3.
Then ¢, t, are involutions in SL,, (2), SL,,,(2), where ny =3 or 4, np =n —ny. If
u; € SLy,(2) (i =1, 2) are involutions joined to #; in the graphs on tl.SL"i (2), then u =
u1 @us is joined to ¢ in I'(C). Hence inductively we have A(f) > SL,, (2) x SL,,(2)
(the second factor possibly replaced by 2° in the case where n = 10, t = (J25 )). By
reordering the blocks in ¢, we obtain several different such subgroups in A(z), and
these generate G. This completes the proof. (]
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4.3. Unitary groups.
Lemma 4.3. Theorem 2 holds for G = PSU, (q) withn > 3, g = 2°.

Proof. Let G = PSU,,(q) with g = 2¢. If n = 3 then there is only one class of invo-
lutions, namely the long root elements, and these are covered by Lemma 4.1. So we
may suppose that n >4, and that ¢ € G is an involution that is not a long root element.

Ifn=4thent= (J22) and we argue as in the proof of Lemma 4.2 (second para-
graph) that A(¢) = G, noting at the end that the case g =2 is covered by Lemma 3.3.

Now assume that n > 5 and g > 2. Let t = (J;}, Jlb) (with a > 2, as t is not a long
root element). We argue by induction on n. Write t =t @1, where t; = (J5', J lb _1)
ifb>1,and t; = (JZ“*I) if b =0. Then inductively, A(t;) =SU,,_1(q) or SU,_>(q)
in the respective cases. Moreover A(t) contains this subgroup: in the first case this
is clear, and in the second we can use neighbours of ¢ of the form u; @ u,, where
uy = Jo(a), as in the proof of Lemma 4.2. As A(t) is Cg(t)-invariant, it follows
that A(t) = G.

Finally, consider the case n > 5, ¢ =2. By Lemma 3.3, we may assume thatn > 9.
Lett = (JY, Jlb) witha > 2. If b > 1, write t = t; @ tp, where t; = (J¥, Jlb_l), and
argue inductively as above (using Lemma 3.3 for the base case where #; € SUg(2)).
Now suppose b = 0, and write t = t; @ t,, where 1} = (J22), = (Jz"_z). Ifa>>5,
then inductively we have A(t) > SU4(2) x SU,_4(2); also A(¢) contains several
subgroups of this form corresponding to different pairs of J>-blocks, and these
generate G. And if a = 5, then according to the entry for PSUg(2) in Table 1,
A(tz) = 2°, and so we see that A(t) contains A(#;) x A(f2) = SU4(2) x 2°. The
collection of such subgroups SU4(2), one for each pair of J>-blocks in ¢, generates G,
and hence A(¢) = G in this case, completing the proof. U

4.4. Symplectic and orthogonal groups. We consider the symplectic and orthogo-
nal groups G =Sp,, (¢), 25, (q) with g =2 and € = +£. Note that O3, (q) < Sp,,(q),
and let V = V5, (¢g) be the natural module. We begin by describing the involution
classes in G, with notation and results taken from [12, Chapters 4-6]. There is
an involution in O5(g) \ 25(¢g) (hence also in Sp,(g)), which we denote by V (2).
Also the group QI (g) has a subgroup SL,(g) stabilising a pair of totally singular
2-spaces, and we denote an involution in this SL, subgroup by W (2); it acts as J22
on the 4-dimensional space. Denote by W (1) the identity element of ©5(g). Then,
with one exceptional case, every involution ¢ € G is uniquely determined up to
conjugacy by an orthogonal decomposition

A3) =W+ W)+ VQ),
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where ¢ <2 (and n = a + 2b + ¢). The exceptional case is t = W)t e QZL};(Q)’
in which case there are two G-classes of involutions which are interchanged by
elements of 04+b @\ ij (@).

Note that in (3), ¢ can only be 1 if G = Sp,,,(¢). Also, when G is orthogonal and
¢ = 2, there are actually two possibilities for the blocks V (2)?> —in the notation
of [9], they could be V (2)+V (2) € QI (q) or V(2)+Vy(2) €2, (q) (Where a € | is
such that the quadratic x2+x +a is irreducible over [F,). For our proof below it is not
necessary to distinguish between these cases, so we use the notation V (2)? for both.

Lemma 4.4. Theorem 2 holds for G = Sp,, (q) withn > 2, g = 2°.

Proof. Let G = Sp,, (¢q) with ¢ =2¢. Note that the class of long root elements of G
is represented by t = V(2) + W (1)"~!, and the conclusion of Theorem 2 for this
class follows from Lemma 4.1. Henceforth we do not consider this class.

Suppose first that n = 2 and g > 2. The classes of long and short root elements
of G are interchanged by a graph automorphism, so the conclusion of the theorem for
short root elements follows from Lemma 4.1. The remaining involution class in G
contains ¢ = V (2)2. This element lies in a subgroup Sp,(2)’ = A of G, and arguing
in Ag we see that A(t) > Ag. As A(t) is Cg (¢)-invariant, A(t) = G for this class.

Next consider n = 3. If ¢ =2 then G = Spg(2), which is covered by Lemma 3.3,
so assume g > 2. The classes to consider are those containing t = W(2) + W (1),
V(2)2+ W (1) and W(2) + V(2). In the first two cases  lies in a subgroup Spe(2),
so Lemma 3.3 shows that A(¢) > Spg(2), and now the Cg (¢)-invariance of A(r)
shows that it is equal to G. In the last case, ¢ is conjugate to V(2)3, and writing
t=t®n witht; = V(2)? e Sp4(g), we see that A(¢) contains A(f1) = Spy(q)
and hence that A(r) = G.

If n =4 or 5 then since any representative ¢ as in (3) lies in a subgroup Sp,,,(2)
of G, Lemma 3.3 shows that A(#) contains Sp,, (2), and then C¢ (¢)-invariance gives
A(t) = G. The same argument applies for n = 6, except for the class r = W (2) (the
exceptional class in Sp;,(2) in Table 1). In this case, Table 1 gives the conclusion
if g=2,and for g > 2 we write t =t; @ 1, with t; = W(2)?%, 1t = W(2) and see
that A(¢) contains A(#1) = Spg(g), hence that A(¢) = G.

Suppose finally that n > 7. Let t € G be as in (3). We argue by induction on n,
having established the base cases n =3, 4, 5, 6.

Assume a > 1, and write t = 1; ® 1, with r; = W(D)* ' + WQ)? + V(2)°,
tp = W(1). Then A(¢) contains A(t;), which inductively is Sp,,_,(q), unless
n=wQ)y3e Sp12(2) and G = Sp4(2). In the former case, A(¢) = G in the usual
way; in the latter, rewrite ¢ as (W) d(WQR)+W()) e Spg(2) x Spe(2) - then
Lemma 3.3 gives A(t) > Spg(2) x Spe(2), and now we see that A(¢) = G as usual.
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So we may assume a = 0. Then b > 3, and we can write t = t; & f, with
t=WQ)2, t=W(2)’"24 V(2)°. Then A(r) contains A(t;) = Spg(q), and this
is the case for any pair of W (2)-blocks making up #;. Hence A(t) > Sp,,_».(q).
and then A(¢) = G in the usual way. O

Lemma 4.5. Theorem 2 holds for G = 5, (q) withq =2, n > 4 and € = %.

Proof. Let t € G be as in (3). The proof goes by induction on n, and runs along
entirely similar lines to that of Lemma 4.4. We first establish the bases cases
n=4,5, 6 in exactly the same way, using Lemma 3.3 to see that A(¢) contains a
subgroup Qg ,(2) and hence that A(¢) = G, in all cases except 1 = W) e sz ).
For the latter class, the case ¢ = 2 is covered by Lemma 3.3, and for ¢ > 2 we
write t = t; @t with t; = W(2)%, tp = W(2); hence A(r) > A(t;) = Spg(g), from
which we deduce that A(r) = G.

Finally, for n > 7 we argue by induction exactly as in the proof of Lemma 4.4. []

4.5. Exceptional groups of Lie type.

Lemma 4.6. Theorem 2 holds for G = G(q), a simple group of exceptional Lie
type, where g = 2°.

Note that we exclude G,(2) in the hypothesis.

Proof. First we consider the simple groups G (¢g) of untwisted Lie type. A convenient
list of conjugacy classes of involutions in these groups G(g) can be found in the
tables in [12, Chapter 22]. Class representatives are products of involutions in Levi
subgroups AX, as listed in the tables.

Case G = Eg(q). There are four involution classes, corresponding to Levi sub-
groups Alf for k = 1,2,3,4. For k = 1 this is a root involution, covered by
Lemma 4.1.

For k =2, we can take as representative t = uy, (1)uq, (1) with the usual labelling
of the Dynkin diagram. Then ¢ lies in a subsystem subgroup A7(g) generated
by U4y, fori=1,3,4,5,6,7, 8;italso lies in a subsystem Ag(g) generated by U1,
fori =2,4,5,6,7,8. By Lemma 4.2, A(t) contains both of these subsystem
subgroups. Together they generate G, so A(f) = G.

Now consider k =3,s0¢ € A?. Here we can take t = ug, (1)1, (1)uaq (1), and we
see that A(¢) contains subsystem subgroups A7(g) and Ag(q) as in the previous case.

Finally consider k = 4. A Levi subgroup A‘ll lies in a subsystem subgroup Asg, so
Lemma 4.2 gives A(t) > Ag(q), which is maximal. Also A(¢) is C¢(¢)-invariant,
and Cg (1) = [¢54].C4(g) by [12]. Hence A(t) = G.
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Case G = E7(q). Apart from root elements, there are four involution classes,
labelled A%, (A*?)(l), (A?)(Z), A%, with representatives

AT g, (D, (1),
(ADW t ug, (Dugs (Dug, (1),
(AD® g, (Dugs (Dug, (1),

AT gy (Dt (Dt (Dtg, (1).

The A% class is dealt with as for Eg(q). For ¢ in one of the A? classes, ¢ lies in
a subsystem subgroup Dg(q), so by Lemma 4.5 we have A(¢) > Dg(q); one can
adjoin roots to those defining the A? Levis to obtain several different Dg subsystem
subgroups, all of which lie in A(¢) and generate G. Finally, for ¢ in the A‘l1 class,
t again lies in a subsystem Dg(q), so A(t) contains Dg(g) and is Cg (¢)-invariant
(here C; (1) = [¢**]- C3(q)), which is enough to force A(t) = G.

Cases G = E¢(q), F4(q). These are dealt with in similar fashion — the class
representatives ¢ lie in subsystem subgroups Ds(q) or D4(q), respectively, so A(t)
contains this subgroup and is C¢ (¢)-invariant, which forces A(t) = G.

Case G = G2(q). Here g > 4 (as we excluded G»(2)" from the hypothesis). Apart
from long root involutions, there is one involution class A, with representative
t = uy(1), where « is a short root. Take o = o + 20, where o, oy are simple
roots with a; short, and let @ be the root system. Now Al = (Uyy) is centralised
by Aj = (Uxq,), and the action of Alfil on the 6-dimensional module Vg = V(A1)
is 1®1®0® 1P (where 1 denotes the natural 2-dimensional module — see [12,
Chapter 11]). In particular the long and short root involutions act on Vg as (J. 2 le)
and (123 ), respectively. For A € [, \ {0, 1}, and for any involution x € Ay, the element
u = xuy(A) is conjugate to both ¢ and tu; so u is joined to ¢ in the graph I'(C).
Hence A(t) contains A x U,. It is also Cg (¢)-invariant, and Cg (7)) = [q3].A 1(q),
from which we see that A(¢) > C¢ (¢). Since u is joined to ¢, also A(t) > Cg (u). We
need to finally check that (Cs (¢), Cg(u)) = G. We shall prove this with x = u4, (1)
(50 t = ttg (Dt (1)

Suppose that (Cg (1), Cc(u)) # G, and let M be a maximal subgroup of G con-
taining (C¢ (), Cg(u)). From the maximal subgroups of G (see, for example, [2]),
we see that M must be the parabolic subgroup P = (U+q,, Ug: B € 7).

Write U = (Ug : B € ). Since C(u) < P, there exists v € U such that A‘l’_I <
Cs),andsou’ € Cg(Ay) = A,. Since u® € U, it follows that u* € A; NU = U,,.
However we can see from the commutator relations in U that this is not possible.

Therefore (Cg(t), Cg(u)) = G, completing the proof for G,(q).
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We now move on to the twisted exceptional groups G(g). For these, there are
convenient lists of involution class representatives given in [1].

Case G = 2E¢(q). The involution class representatives ¢ lie in a subsystem sub-
group 2Ds (g), so by Lemma 4.5, A(t) contains this subgroup and is C¢ (¢)-invariant,
which forces A(t) = G.

Case G = 2F4(q)’. For ¢ =2, Lemma 3.4 implies that for both the involution class
representatives ¢ € 2F4(2)" we have A(r) > 2F4(2)'. Now assume g > 4. Note that G
has two classes of involutions. From [5, p.75] we see that there are no involutions
in 2F4(2) \2F4(2)/ . Hence both involution classes are represented by elements ¢ in
a subgroup 2F4(2) of G, and so by the ¢ = 2 case we have A(¢) > 2F,(2). Also
A(t) is Cg(¢)-invariant, and it follows that A(¢) = G.

Case G = 3D4(q). Again there are two involution classes, and both are represented
by involutions ¢ in a subgroup G,(¢q) of G. Hence by the G,(q) case, for g > 4 we
have A(t) > G1(gq), and so A(t) = G by the Cg(¢)-invariance. Finally, for g =2
we have A(t) = G by Lemma 3.4.

Case G = 2B;(q). Here ¢ > 8 and there is just one involution class ¢, and by
Lemma 4.1, A(¢) is the centre of a Sylow 2-subgroup.
This completes the proof for exceptional groups. U

5. Proof of Theorem 1

For the first part of this section G = G (q) is a simple group of Lie type over [, where
g = 2“. We consider the binary action of G on a set 2. We assume that H is the
stabiliser in G of a point w € 2 and that H is a proper subgroup of G of even order.

By [6, Lemma 2.5] we know that the action of G on (G : H), the set of cosets
of H in G, is binary (or, put another way, we can assume that the action of G is
transitive). Since H has even order, there exist involutions in G that fix elements
of (G : H). We take g to be an involution in H of maximal 2-fixity for the action
of G on (G : H). Now the following lemma immediately yields Theorem 1:

Lemma 5.1. One of the following holds:
(1) The element g is a long root involution, G = Sp,,,(q), PSU,(q) or ’B, (9), and

A(g) is the centre of a long root subgroup that is contained in H (the centre of
a Sylow 2-subgroup when G =*B»(q)).

(ii) The element g is a short root involution, G = Sp,(q) with q > 2, and A(g) is
a short root subgroup that is contained in H.

If G =2B>(q), then H = A(g).
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Proof. The four possibilities for A(g) are given by Theorem 2. We examine these
in turn, noting that Lemma 2.2 implies that A(g) < H.

If item (i) of Theorem 2 holds, then we have H = G which is a contradiction.
Items (i1) and (iii) are listed in the statement of the lemma.

Finally, if item (iv) of Theorem 2 holds, then G, g and A(g) are shown in Table 1.
But, in this case, Lemma 3.5 implies that A, (g) = G and Lemma 2.7 implies that
A~ (g) < H. Once again we have a contradiction.

To complete the proof of the lemma we use the fact that if G = ’B, (q@), then G
has a single conjugacy class of involutions and so the fact that H = A(g) follows
from [7, Theorem 1.1]. O

6. A partial converse to Theorem 1

The main result of this section, Proposition 6.3, pertains to the groups listed at
items (ii) and (iii) of Lemma 4.1. We show that particular actions of these groups
are binary. These are the first nonregular transitive binary actions to have been
described for the families PSp,(¢), PSU,(g) and 2G1(q).

As we mention in the introduction, we conjecture that the actions considered in
Proposition 6.3 include all of the transitive binary actions of a simple group of Lie
type over a field of characteristic 2, for which a point stabiliser has even order.

Recall that a group H is a T1-subgroup of a group G if H is a subgroup of G
with the property that H N H¥ is either H or {1} for g € G. Now we need the
following result.

Lemma 6.1 [7, Lemma 2.3]. Suppose that G acts on 2, the set of cosets of
a Tl-subgroup H. The action is binary if and only if, given any three distinct
conjugates Hy, Hy and H3 of H, we have Hy N (H, H3) = {1}.

Lemma 6.2. Let S = SL,(g) where g = p“ for some prime p and positive integer a.
Let H be a Sylow p-subgroup of G. For all H\, Hy and Hs, distinct conjugates
of H, we have Hy N (Hy H3) = {1}.

Proof. Since S acts 2-transitively on the set of Sylow p-subgroups of S, we can as-
sume that Hj is the set of strictly upper-triangular matrices and Hj is the set of strictly
lower-triangular matrices. Now consider h, € H, and h3 € Hz and observe that

1 a 10 1+ab a
=0 1) (1) = (757 9)

We wish to determine if s;/3 can lie in a third conjugate, H;, of H. If this were the
case, then hh3 would be an element of order p. This requires that 4>h3 has two
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eigenvalues equal to 1 and so the characteristic polynomial is A> — 2 + 1. But this
would imply that a or b is equal to 0. Thus if we take h, and &3 to be nontrivial,
then /A3 is not an element of order p. The result follows. ([

Lemmas 6.1 and 6.2 show that the action of SL,(g) on the cosets of a Sylow
p-subgroup is binary. But in contrast, for g odd the action of PSL,(g) is not binary,
as shown in [7].

Proposition 6.3. Let G and H be one of the following:

(1) G =PSp,,(q) (n > 1) or PSU,(q) (n > 3) and H is the centre of a long root
subgroup of G.

(2) G =2Ga(q) or *Ba(q), and H is the centre of a Sylow p-subgroup of G with
p =3 or 2, respectively.

Then the action of G on the set of right cosets of H is binary if and only if G is not
equal to PSp,(q) with q odd.

Note that ¢ is an arbitrary prime power. When ¢ is even, this lemma gives a
partial converse to Theorem 1.

Proof. Tt is well known, and easy to confirm directly, that in every case H is a
TI-subgroup of G. We will, therefore, prove Proposition 6.3 using Lemma 6.1.

If G is as in item (1), then we suppose, first, that G = PSp,(g) = PSL2(g). In
this case the action of G on the set of right cosets of H is binary if and only if g is
even, by [7, Theorem 1.2].

Suppose next that G = PSU3(q). Then the action of G on the set of conjugates
of H is 2-transitive and any distinct pair of conjugates of H generate a subgroup iso-
morphic to SLy(g). If (H>, H3) is such a pair, then H, Hz are Sylow p-subgroups
of (H,, H3) and so, if H| is a third conjugate of H satisfying H; N H, H3 # {1}, then
H{ must be a subgroup of (H», H3) (since H is a TI-subgroup). But now Lemma 6.2
implies that in this case H; N Hy H3 = {1}. Thus the criterion of Lemma 6.1 is
satisfied and we conclude that the action is binary.

Suppose next that G = PSp,,,(¢) with n > 2 or PSU, (¢) with n > 4. Then the
action of G on the set of conjugates of H has rank 3 (see [11]) and so G has 3
orbits in its action by conjugation on the set of pairs of conjugates of H, one of
which includes the pair (H, H), which we can ignore.

A second orbit includes the pair (H, H°?P) where H°PP is the centre of an
‘opposite’ root subgroup of H; in particular ( H, H°PP) =SI.,(q). Now the argument
proceeds just as for PSU3(g), via Lemma 6.2, to lead us to conclude that the criterion
of Lemma 6.1 is satisfied when (H,, H3) is in this orbit.
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The third orbit contains all pairs of conjugates of H that commute with each other.
We take G = PSp,,, (¢) first and display two such conjugates explicitly as follows:
we let {e1, ..., eq, f1,..., fu} be a hyperbolic basis for V = FZ with respect to an
alternating form ¢ and we set HZT to be the long root subgroup consisting of linear
maps g that fix every basis vector except for e; and for which there exists o, € [
such that

g
el =e1+agf.

Similarly H; is the long root subgroup consisting of linear maps g that fix every
basis vector except for e; and for which there exists ag € [, such that

g
e5 =ex+ag fr.

It is clear that nontrivial elements of H; and H; have a single Jordan block of
size 2, whereas an element of H; H; \ (H; U H; ) has two Jordan blocks of size 2.

Writing H, (resp. H3) for the projective image of H; (resp. H; ) we conclude that
the only long root elements in (H;, H3) lie in H, U H3. Since H is a TI-subgroup,
we conclude that if H; is a third conjugate of H, then H; N HyH3; = {1} and the
criterion of Lemma 6.1 is verified in this case too. We conclude, therefore, that the
action of G on the set of right cosets of H is binary.

The proof for G = PSU,,(¢g) is identical except that our basis is written with
respect to a Hermitian form and we require that a, € F 2 satisfies ag + o = 0.

If G is as in item (2), then the result for G = 2B, (q) follows from [7, Theorem 1.1].
We are left with the case G = 2Gz(q) for which we use facts from [14]. The group H
is the centre of a Sylow 3-subgroup of G, and all of its nonidentity elements lie in
the same conjugacy class C; a representative is denoted by X in [14]. Moreover
H = (F,, +), and we can parametrise the elements of H as {h(c) : c € F,}, where
h(c)h(d) = h(c+d).

Let H,, Hs be distinct conjugates of H. We claim that

“4) HyH3;NC = (Hy U H3) \ {1},

from which the result will follow in the usual way from Lemma 6.1. To prove (4),
we use character theory to count the number of triples in the set

S:={(x1,x,x3) € c? T x1xx3 = 1},
By the well-known Frobenius formula (see, for example, [10, 30.4]), we have

IcP? x(X)?
Sl=— .
o |G| 2 x (1)

x €lrr(G)
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All the values x (X) for x € Irr(G) are listed in [14, p. 87], and we compute from
these that

S| = (¢> + 1)(g — D(g —2).

The number of triples in S of the form (h(c), h(d), h(—c —d)) is (g — 1)(g — 2),
and if we multiply this by the number of conjugates of H, we obtain |S|. It follows
that every triple in S is a conjugate of such a triple (h(c), h(d), h(—c —d)), and
(4) follows. U
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