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NEW CRITICAL EXPONENT INEQUALITIES FOR PERCOLATION AND
THE RANDOM CLUSTER MODEL

ToM HUTCHCROFT

We apply a variation on the methods of Duminil-Copin, Raoufi, and Tassion (Ann. of Math. (2) 189:1

(2019), 75-99) to establish a new differential inequality applying to both Bernoulli percolation and the

Fortuin—Kasteleyn random cluster model. This differential inequality has a similar form to that derived for

Bernoulli percolation by Menshikov (Dokl. Akad. Nauk 288:6 (1986), 1308—1311) but with the important

difference that it describes the distribution of the volume of a cluster rather than of its radius. We apply

this differential inequality to prove the following:

(1) The critical exponent inequalities y < § — 1 and A < y + 1 hold for percolation and the random
cluster model on any transitive graph. These inequalities are new even in the context of Bernoulli
percolation on 74, and are saturated in mean-field for Bernoulli percolation and for the random
cluster model with g € [1, 2).

(2) The volume of a cluster has an exponential tail in the entire subcritical phase of the random cluster
model on any transitive graph. This proof also applies to infinite-range models, where the result is
new even in the Euclidean setting.

1. Introduction

Differential inequalities play a central role in the rigorous study of percolation and other random media.
Indeed, one of the most important theorems in the theory of Bernoulli percolation is that the phase
transition is sharp, meaning (in one precise formulation) that the radius of the cluster of the origin has an
exponential tail throughout the entire subcritical phase. This theorem was first proven in independent
works of Menshikov [1986] and Aizenman and Barsky [1987]. While these two proofs were rather
different, they both relied crucially on differential inequalities: In Menshikov’s case this differential
inequality was

d 1 n
— log P, (RZn)Z—[ —1] for eachn > 1, (1-1)
dp r p an:O Pp(R >m)

where R denotes the radius of the cluster of the origin, while for Aizenman and Barsky the relevant
differential inequalities were
oM ) oM oM oM
M<h—+M"+pM— and — <dM—, (1-2)
oh op ap oh
where we write |K| for the volume of the cluster of the origin, write M = M, ;, for the magnetization
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M=E,[1- e~"K1], and write d for the degree of the graph. An alternative, simpler proof of sharpness
for percolation, which also relies on differential inequalities, was subsequently found by Duminil-Copin
and Tassion [2016]. Aside from their use to establish sharpness, the differential inequalities (1-1) and (1-2)
also yield further quantitative information about percolation at and near criticality. In particular, both
inequalities can be used to derive bounds on critical exponents associated to percolation; this is discussed
further in Section 1A and reviewed in detail in [Grimmett 1999]. Similar methods have also yielded
similar results for the Ising model [Aizenman et al. 1987; Duminil-Copin and Tassion 2016].

Aside from percolation and the Ising model, the class of models that were rigorously proven to undergo
sharp phase transitions was, until recently, very limited. In particular, the derivations of both (1-1) and (1-2)
rely heavily on the van den Berg—Kesten (BK) inequality [1985], and are therefore rather specific to
Bernoulli percolation. This situation has now improved drastically following the breakthrough work of
Duminil-Copin, Raoufi, and Tassion [Duminil-Copin et al. 2019b], who showed that the theory of random-
ized algorithms can often be used to prove sharpness of the phase transition in models satisfying the FKG
lattice condition. They first applied this new methodology to prove that a differential inequality essentially
equivalent to that of Menshikov (1-1) holds for the Fortuin—Kasteleyn random-cluster model (with g > 1),
from which they deduced sharpness of the phase transition for this model and the ferromagnetic Potts model.
Variations on their methods have subsequently been used to prove sharpness results for several other models,
including Voronoi percolation [Duminil-Copin et al. 2019a], Poisson-Boolean percolation [Duminil-Copin
et al. 2018], the Widom-Rowlinson model [Dereudre and Houdebert 2018], level sets of smooth planar
Gaussian fields [Muirhead and Vanneuville 2020], and the contact process [Beekenkamp 2018].

The main new technical tool introduced by [Duminil-Copin et al. 2019b] was a generalization of the
OSSS inequality from product measures to monotonic measures. This inequality, introduced by O’Donnell,
Saks, Schramm, and Servedio [O’Donnell et al. 2005], can be used to derive differential inequalities for
percolation in the following way: Let A be an increasing event depending on at most finitely many edges,
and suppose that we have an algorithm for computing whether or not A occurs. This algorithm decides
sequentially which edges to reveal the status of, with decisions depending on what it has previously seen
and possibly also some external randomness, stopping when it has determined whether or not A has
occurred. For each edge e, let §, be the revealment of e, defined to be the probability that the status of the
edge e is ever queried by the algorithm. Then the OSSS inequality implies that

1—P,(A)
p(1 — p) max.eg 8,

% log P,(A) > (1-3)
In particular, if P,(A) is not too large and there exists a randomized algorithm determining whether or
not A holds with low maximum revealment, then the logarithmic derivative of P,(A) is large. This yields
an extremely flexible methodology for deriving differential inequalities for percolation. Even greater
flexibility is provided by the rwo-function version of the OSSS inequality, which implies in particular that
if A and B are events, where A is increasing and we have some randomized algorithm that determines
whether or not B occurs, then

P,(B|A)—P,(B)
p(1—p) maxeeg e

4 log P,(A) >

i (1-4)
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The new differential inequality. In this article, we apply the OSSS inequality to establish a new differential
inequality for percolation and the random cluster model. Once we establish this inequality, we use it to
prove several other new results for these models which are detailed in the following subsections. Our
new inequality is similar to Menshikov’s inequality (1-1) but describes the distribution of the volume of a
cluster rather than of its radius. In the case of percolation on a transitive graph, we obtain in particular that

1 (1—eMn B 11|

d
——log P,(IK| =z n) = [ (1-5)
dp =" 2P =p) L2 30 By (1K | = m)

foreachn >0, A >0,and 0 < p < 1, where K is the cluster of some vertex v and | K| is the number
of vertices it contains. We will typically apply this inequality with A = 1, but the freedom to change
is sometimes useful for optimizing constants.

We derive (1-5) by introducing a ghost field as in [Aizenman and Barsky 1987], i.e., an independent
Bernoulli process G on the vertices of G such that G(v) = 1 with probability 1 — e~*/" for each vertex v
of G. We call vertices with G(v) = 1 green. We then apply the two-function OSSS inequality where A
is the event that |K| > n and B is the event that K includes a green vertex, and our algorithm simply
examines the ghost field at every site and then explores the cluster of each green vertex it discovers. In
particular, this algorithm has the property that the revealment of an edge is equal to the magnetization up
to a factor of 2; see (3-2).

In the remainder of the introduction we describe consequences of the differential inequality (1-5) and
of its generalization to the random cluster model.

1A. Critical exponent inequalities for percolation. In this section we discuss the applications of our
differential inequality (1-5) to rigorously establish inequalities between critical exponents in percolation.
We first recall the definition of Bernoulli bond percolation, referring the reader to, e.g., [Grimmett 1999] for
further background. Let G = (V, E) be a connected, locally finite, transitive graph, such as the hypercubic
lattice Z¢. Here, locally finite means that every vertex has finite degree, and transitive means that for any
two vertices x and y of G, there is an automorphism of G mapping x to y. In Bernoulli bond percolation,
each edge of G is either deleted (closed) or retained (open) independently at random with retention
probability p € [0, 1] to obtain a random subgraph w), of G. The connected components of w), are referred
to as clusters. We write P, and E,, for probabilities and expectations taken with respect to the law of w,,.

It is expected that the behaviour of various quantities describing percolation at and near the critical

parameter
pe =inf{p € [0, 1] : w, has an infinite cluster a.s.}

are described by critical exponents. For example, it is predicted that for each d > 2 there exist exponents
B, v, 8, and A such that percolation on 79 satisfies

P(IKl=00)~(p—pc)f asplpe E)[IK[1~ (pe.—p)~” as p 1 pe,

P, (K| =n)~n"'" as n 1 0o, E)[IK[1~ (pc— p)"* D2 as p 1 p,,

where K is the cluster of the origin and &~ means that the ratio of the logarithms of the two sides tends to 1
in the appropriate limit. Proving the existence of and computing these critical exponents is considered to
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be a central problem in mathematical physics. While important progress has been made in two dimensions
[Kesten 1987; Smirnov and Werner 2001; Smirnov 2001; Lawler et al. 2002], in high dimensions [Hara
and Slade 1990; Aizenman and Newman 1984; Barsky and Aizenman 1991; Nguyen 1987; Fitzner and
van der Hofstad 2017], and in various classes of infinite-dimensional graphs [Schonmann 2001; 2002;
Hutchcroft 2017; 2019], the entire picture remains completely open in dimensions 3 < d < 6.

A further central prediction of the nonrigorous theory is that, if they exist, these exponents should
satisfy the scaling relations

y=B0G—1) and Bé=A (1-6)

in every dimension. (There are also two further scaling relations involving the exponents «, v, and 7,
which we have not introduced.) See [Grimmett 1999] for a heuristic derivation of these exponents for
mathematicians and, e.g., [Cardy 1996] for more physical derivations. The heuristic derivations of (1-6)
do not rely on any special features of percolation, and the scaling relations (1-6) are expected to hold for
any natural model of random media undergoing a continuous phase transition.

A rigorous proof of (1-6) remains elusive. Special cases in which progress has been made include
the two-dimensional case, where the scaling relations (1-6) were proven by Kesten [1987], and the
high-dimensional case, where it has been proven rigorously [Aizenman and Newman 1984; Hara and
Slade 1990; Nguyen 1987; Fitzner and van der Hofstad 2017] that the exponents take their mean-field
valuesof =1, y =1, § =2, and A =2, from which it follows that (1-6) holds. (See, e.g., [Fitzner
and van der Hofstad 2017; Slade 2006] for a detailed overview of what is known in high-dimensional
percolation.) See also [Vanneuville 2019] for related results on two-dimensional Voronoi percolation.
Aside from this, progress on the rigorous understanding of (1-6) has been limited to proving inequalities
between critical exponents. In particular, it is known that
y_(S >2 ré

— <A d 2y>A 1-7
5122 3_7=4 and 2y=zA, -7

1<p@é—-1, pé=2,
whenever these exponents are well-defined: The first of these inequalities is due to Aizenman and Barsky
[1987], the second, third, and fourth are due to Newman [1986; 1987a; 1987b], and the fifth is due to
Aizenman and Newman [1984]. All of these inequalities are saturated when the exponents take their
mean-field values, and the fourth is expected to be an equality in every dimension. These inequalities are

complemented by the mean-field bounds
ﬂfla yZla azza and Azza (1_8)

which were first proven to hold in [Chayes and Chayes 1987], [Aizenman and Newman 1984], [Aizenman
and Barsky 1987], and [Durrett and Nguyen 1985], respectively. See [Grimmett 1999, Chapters 9 and 10]
for further details, and [Menshikov 1986; Newman 1986; 1987a; Duminil-Copin and Tassion 2016;
Duminil-Copin et al. 2019b] for alternative proofs of some of these inequalities.

Our first application of the differential inequality (1-5) is to rigorously prove two new critical exponent
inequalities, namely that

y<8—1 and A<y+1. (1-9)
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Note that the inequalities of (1-9) are consistent with the conjectural scaling relations (1-6) due to the
mean-field bound 8 < 1, and are saturated when the relevant exponents take their mean-field values. The
first of these inequalities is particularly interesting as it points in a different direction to the previously
known inequalities given in (1-7).

We will deduce (1-9) as a corollary of the following two theorems, which are derived from (1-5) and
which give more precise quantitative versions of these critical exponent inequalities. The first of these
theorems relates the distribution of the volume of a critical cluster to the distribution of the volume of
a subcritical cluster. It implies the critical exponent inequalities y < § — 1 and A < §. Recall that we
write K for the cluster of some arbitrarily chosen vertex.

Theorem 1.1. Let G be an infinite, connected, locally finite transitive graph, and suppose that there exist
constants C > 0 and § > 1 such that

P, (K|>n)<Cn'/?

for every n > 1. Then the following hold.:

(1) There exist positive constants ¢ and C’ such that
P,(IK| = n) < C'n P exp[—c(p. — p)°n]

foreveryO) < p < p.andn > 1.

(2) There exists a constant C” such that

" B—1D)+k-1)8
E,[|K|F] < k![ }
Pc— P

forevery0 < p < p.andk > 1.

The next theorem bounds the growth of the k-th moment of the cluster volume as p 1 p. in terms of
the growth of the first moment as p 1 p.. It implies the critical exponent inequality A <y + 1.

Theorem 1.2. Let G be an infinite, connected, locally finite transitive graph, and suppose that there exist
constants C > 0 and y > 0 such that

E,[IKN<C(p.—p)7

foreveryn > 1and 0 < p < p.. Then there exists a constant C' such that

’ y+k-1)(y+1)
E,[|K < k![ }

Pc— P
forevery0 < p < p.andk > 1.

In light of the results of [Hutchcroft 2020], Theorem 1.1 also has the following consequence for
percolation on unimodular transitive graphs of exponential growth. Here, the growth of a transitive
graph G is defined to be gr(G) = lim,_, o, | B(v, n)|'/" where v is a vertex of G and | B(v, n)]| is the ball

of radius n around v. See [Hutchcroft 2019; 2020] for more on what is known concerning percolation on
such transitive graphs.
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Corollary 1.3. Forevery g > 1 and M < oo there exist constants C = C(g, M) and A = A(g, M) such
that for every unimodular transitive graph G with degree at most M and gr(G) > g, the bound

EplIK["] < C(pe— p)~* (1-10)
holds for every 0 < p < p. and k > 1.

1B. The random cluster model. In this section we discuss generalizations and applications of (1-5) to
the random cluster model (a.k.a. FK-percolation). Since its introduction by Fortuin and Kasteleyn [1972],
the random cluster model has become recognized as the archetypal example of a dependent percolation
model, and is closely connected to the Ising and Potts models. We refer the reader to [Grimmett 2006]
for further background on the model. We expect that the results in this section will also generalize to
other models for which sharpness has been proven via the methods of [Duminil-Copin et al. 2019b].

We begin by defining the random cluster model, which we do at the natural generality of weighted
graphs. We will take a slightly unconventional approach to allow for a unified treatment of short- and
long-range models. In this paper, a weighted graph G = (G, J) is defined to be a countable graph
G = (V, E) together with an assignment of positive coupling constants {J, : e € E} such that for each
vertex of G, the sum of the coupling constants J, over all e adjacent to v is finite. A graph automorphism
of G is a weighted graph automorphism of (G, J) if it preserves the coupling constants, and a weighted
graph is said to be transitive if for every x, y € V there is an automorphism sending x to y. Note that our
weighted graphs are not required to be locally finite.

Let (G = (V, E), J) be a weighted graph with V finite, so that ) _,_,
assume that G is simple, it is possible for the edge set to be infinite.) For each ¢ > 0 and 8 > 0, we let

J., < 00. (Since we did not

the random cluster measure ¢¢ g 4 be the purely atomic probability measure on {0, 1}£ defined by

1 ers
¢G,,3,q({a)}) — Z_q#clusters(a)) | |(€'B]“ _ l)w(e),
G.ha ecE

where Zg g 4 is a normalizing constant. In particular, ¢ g , is supported on configurations containing at
most finitely many edges. It is easily verified that this measure is well-defined under the above hypotheses,
that is, that Zg g, < 00. If ¢ = 1 and J, = 1, the measure ¢¢ g 4 is simply the law of Bernoulli bond
percolation with retention probability 8 = —log(1 — p). Similarly, if ¢ = 1 and the coupling constants
are nonconstant then the measure ¢ g 4 is the law of inhomogeneous Bernoulli bond percolation.

Now suppose that G is an infinite weighted graph. For each g > 1, we define the free and wired random
cluster measures ¢g’ q and qu gonG by taking limits along finite subgraphs of G with either free or wired
boundary conditions. Let (V,),>1 be an increasing sequence of finite subsets of V with Un>1 V,=V.
For each n > 1, we define G, to be the subgraph of G induced by V, and let G}, be the graph obtained by
identifying all vertices in V' \ V,, and deleting all self-loops that are created. Both G,, and G, inherit the
coupling constants of G in the natural way. It is shown in [Grimmett 2006, Chapter 4] that if ¢ > 1 and
B > 0 then the weak limits

f . . w R :
bG.pq = ‘2’_1)1021 ¢G,.pq and o¢gg, = \:{_1)10131 bG;.p.q

are well-defined and do not depend on the choice of exhaustion (V,,),>; forevery ¢ > 1 and n > 1. (Itis
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not known whether these infinite volume limits are well-defined when ¢ < 1.) From now on we will drop
the G from our notation and write simply ¢,§, q and (j)}’{ 7 Note that ¢>/‘§f q stochastically dominates d)/‘;’ q
for each fixed 8 > 0 and ¢ > 1, and that for each ¢ > 1, # € {w, f}, and 0 < 8, < B,, the measure ¢§27q
stochastically dominates ¢§] e
The generalization of the differential inequality (1-5) to the random cluster model may be stated as
d

follows. Here (@) . denotes the lower-right Dini derivative, which we introduce properly in Section 2B.

Proposition 1.4. Let (G, J) be an infinite transitive weighted graph, and let ¢ > 1 and # € {f, w}. Then

[em’f‘l](”’)l RIIETES P L |
max — | log zn)=z3 o
eef | J, ap), =P 2Lay i ot (K| = m)

forevery >0, A >0,andn > 1.

(1-11)

Our main application of Proposition 1.4 is to establish the following sharpness result for the random
cluster model. For each # € {f, w} the critical parameter ,Bf is defined to be

Bl =BL(G.q) =inf{B>0:¢f ; (1K) =00) >0 for some v € V}.

We always have that B < B[ by stochastic domination. It is known that 8 = B! for the random cluster
model on Z¢ and other transitive amenable graphs, while it is believed that strict inequality should hold
for ¢ > 2 in the nonamenable case [Grimmett 2006, Chapter 10]. It was shown in [Duminil-Copin et al.
2019b] that the following holds for every connected, locally finite, transitive graph, every ¢ > 1, and
every # € {f, w}:

() IfB < ,Bf then there exist positive constants Cg, cg such that
¢} ,(R>n) < Cpe™ "

for every n > 1, where R is the radius of the cluster of some fixed vertex v as measured by the graph
metric on G.

(2) There exists a constant ¢ such that

¢4, (K| =00) > c(B— B}
for every B > B* with B — B sufficiently small.

The following theorem improves this result by establishing an exponential tail for the volume rather than
the radius and also by applying to long-range models, which were not treated by [Duminil-Copin et al.
2019b]. (Note that in the case of finite-range models on 74, the results of [Duminil-Copin et al. 2019b]
were known to imply an exponential tail on the volume by earlier conditional results [Grimmett 2006,
Section 5.6].)

Theorem 1.5. Let (G, J) be an infinite transitive weighted graph. Let ¢ > 1 and # € {f, w}. Then the
following hold.
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(1) For every 0 < B < B¥ there exist positive constants Cg and cg such that
ry c p B B
Oh o (IK| = n) < Cpe™ "
foreveryn > 1.

(2) The inequality
BB
2 max,cg [eﬂj;g_l] +B— B

Dho (1K =00) >

holds for every B > B.

An immediate corollary of Theorem 1.5 is that qb*g’ q[|K |] < oo for every B < ,Bf under the same
hypotheses, which did not follow from the results of [Duminil-Copin et al. 2019b] in the case that the
graph G has exponential volume growth. This allows us to apply the method of [Hutchcroft 2016] and
the fact that ¢E’ 4 18 weakly left-continuous in g for each ¢ > 1 [Grimmett 2006, Proposition 4.28c] to
deduce the following corollary for the random cluster model on transitive graphs of exponential growth.
This adaptation has already been carried out in the case ¢ = 2 (the FK-Ising model) by Raoufi [2018].

Corollary 1.6. Let G be a connected, locally finite, transitive graph of exponential growth and let g > 1.
Then ¢;f (K| =00)=0.
Finally, we generalize Theorems 1.1 and 1.2 to the random cluster model.

Theorem 1.7. Let (G, J) be an infinite transitive weighted graph. Let By > 0, g > 1, and # € {f, w}, and

suppose that there exist constants C > 0 and § > 1 such that
oh (Kl =n) <Cn”'/
for every n > 1. Then the following hold:
(1) There exist positive constants ¢y and Cy such that
¢4 (K| =n) < Cin~ " expl—c1(Bo — B)°n]
foreveryn>1and0 < B < By.
(2) There exists a positive constant ¢, such that
o} LK IF1 < kl[ea(Bo— B)1 2!
foreveryk >1and 0 < 8 < po.

Theorem 1.8. Let (G, J) be an infinite transitive weighted graph. Let By > 0, g > 1, and # € {f, w}, and
suppose that there exist constants C > 0 and y > 0 such that

¢§,q[|K|] <CBo—pB)"
for every n > 1. Then there exists a positive constant ¢ such that
¢§,q[|K|k] < k'[C(IBO — ﬂ)]_(k_l)()/-i-l)—y

foreveryn,k>1and 0 < g < fo.
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It follows from these theorems that the critical exponent inequalities y <§ — 1 and A <y + 1 hold for
the random cluster model whenever these exponents are well-defined, § > 1 and g > 1.

We remark that the previous literature on critical exponents for the random cluster model with g ¢ {1, 2}
seems rather limited, although the sharpness results of [Duminil-Copin et al. 2019b] imply the mean-field
bound g < 1. It is also known that the exponent inequalities we derive here are sharp in mean-field for
q € [1, 2), where the exponents are the same as for percolation [Bollobas et al. 1996]. Note that it is
expected that when ¢ is large the random cluster model undergoes a discontinuous (first-order) phase
transition; see [Bollobds et al. 1996; Laanait et al. 1991; Duminil-Copin et al. 2016; Ray and Spinka
2019].

Remark 1.9. Note that our methods still yield useful bounds in the case § < 1, but the exact forms of
the inequalities will be different. For example, in Theorem 1.7 if § = 1 one would obtain that there exist

constants C’ and ¢ such that
¢§,q(|K| = I’l) =< C/n_l exp|:_ C(IBO - :8)7’1 :|’

—log(Bo—B)

while if § < 1 then one would simply obtain that there exist constants C’ and ¢ such that

¢4, (1K1 =n) < C'n™"" expl—c(Bo — B)nl.

Such inequalities are not relevant for percolation due to the mean-field lower bound § > 2, but may be
useful for the random-cluster model. Our method also applies unproblematically to more complicated
bounds, so that one could convert, say, a critical bound of the form ¢§m q(|K | >n)<Cn=1/3 log*(n+1)
with § > 1 and « € R into a subcritical bound of the form

c(Be—B)’n }

Pha1K 2 = Cn™Plog (1) exp[_ (—log(Be — B))

2. Background

2A. Monotonic measures. Let A be a countable set. A probability measure u on {0, 1}4 is said to be
positively associated if

p(f(w)g(w)) = u(f(@)u(g(w))

for every pair of increasing functions f, g : {0, 1}* — R, and is said to be monotonic if

plw(e) =1 wlr=5§)= nlwle)=1lolr=7)

whenever FF C A, e€ A, and &, ¢ € {0, 1}¥ are such that & > ¢. It follows immediately from this definition
that if 4 is a monotonic measure on {0, 1}4 and v is a monotonic measure on {0, 1}5, then the product
measure i ® v is monotonic on {0, 1}A15,

Monotonic measures are positively associated, but positively associated measures need not be mono-

tonic; see [Grimmett 2006, Chapter 2]. Indeed, it is proven in [Grimmett 2006, Theorem 2.24] that if
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A is finite and p gives positive mass to every element of {0, 1}* then it is monotonic if and only if it
satisfies the FKG lattice condition, which states that

(w1 Vo) pu(wr Awy) > p(wr) (wr)

for every wi, s € {0, 1}4. In particular, it follows readily from this that the random cluster measures
with ¢ > 1 on any (finite or countably infinite) weighted graph (G, J) are monotonic.

2B. Derivative formulae. Let G = (G, J) be a finite weighted graph. Then for every function F' :
{0, 1} — R, we have the derivative formula [Grimmett 2006, Theorem 3.12]

ﬁd)ﬁ glFw)] = Z ﬁ, COV¢ﬁ JF (), w(e)], (2-1
where we write Cov, [X, Y] = u(XY) — u(X)u(Y) for the covariance of two random variables X and Y
under the measure u.

To discuss the generalization of this derivative formula to the infinite volume case, we must first
introduce Dini derivatives, referring the reader to [Kannan and Krueger 1996] for further background.
The lower-right Dini derivative of a function f : [a, b] — R is defined to be

d St = f)
(E)Jrf(x) = hr;l&)nf .

for each x € [a, b). Note that if f : [a, b] — R is increasing then we have that

bra
Fb) = fla) > / (d—> £ dx,
a x +

so that we may use differential inequalities involving Dini derivatives in essentially the same way
that we use standard differential inequalities. (It is a theorem of Banach [Kannan and Krueger 1996,
Theorem 3.6.5] that measurable functions have measurable Dini derivatives, so that the above integral is
well-defined.) We also have the validity of the usual logarithmic derivative formula

d 1
(dx) loe f =% >( )f( 5

The following proposition yields a version of (2-1) valid in the infinite-volume setting.

Proposition 2.1. Let G = (G, J) be a weighted graph and let F : {0, 1}£ — R be an increasing function,
and let # € {f, w}. Then

d
< ﬂ) Oh F(@)]=) ——— ﬂ 7 Cove, [F (@), ()] (2-2)

ecE

for every g > 0.

Proof. We prove the claim in the case # = {, the case # = w being similar. Fix 8y > 0 and let A be a finite
set of edges. Let (V},),>1 be an exhaustion of V, let G, be the subgraph of G induced by V,, and let E,
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be the edge set of G,. Foreachn > 1, B > 0and g > 1 we define ¢, g 5,4, 4 ({@w}) by

#Clusters(w) 1_[ (eﬂJ l)w(e) l_[ (eﬂofe_l)w(e)

ecANE, ecE,\A

wt) =
?G,.8.p0.9.4({0}) = 77
for an appropriate normalizing constant Z = Z(n, 8, g, A). The usual proof of the existence of the infinite
volume random cluster measures yields that the measures ¢g, g g,.4,4 converge weakly to a limiting
measure ¢;;’ fo.q.A AS T —> 00 Using the assumption that A is finite, it is straightforward to adapt the usual
proof of (2-1) to show that d’g, fo.d, 4[F (w)] is differentiable and that

dﬁ¢ﬂﬂoqA F@l= Y. o Covyg  [F@), (@)

ecA

for every function F(w) — R with qﬁgm 4LF (@)] < 00. On the other hand, the FKG property implies that
¢f3’ q stochastically dominates ¢>g’ Borq, A for every B > By, and we deduce that if F is increasing then

#h  LF @)~k [Fw)]

1
liminf > liminf su ! F(0)] — ¢ F(w
8180 ﬁ_,BO 8180 Ap,B—ﬁ()[¢'B"BO’q’A[ ( )] ¢ﬂo,ﬂ0,q,A[ ( )]]
o 1 £ £
= suplim inf —ﬂ L8 po.q. A LF @) = By g aLF (@)]
= sup 2/; eﬂfe — Covgr . [F(),0()]
ec

_ Z e,BOJe — COV¢t [F(a)), w(e)],

where the final equality follows by positive association. The claim follows since By > 0 was arbitrary. [

2C. Decision trees and the OSSS inequality. LetN={1,2, ...}, and let E be a countable set. A decision
tree is a function T : {0, 1}¥ — EN from subsets of E to infinite E-valued sequences with the property
that T () = e for some fixed e; € E, and for each n > 2 there exists a function S, : (E x {0, 1})"! - E
such that

Ty(w) = Sul(T;, o(T))' =]

In other words, T is a deterministic procedure for querying the values of w € {0, 1}£, that starts by
querying the value of w(e;) and chooses which values to query at each subsequent step as a function of
the values it has already observed.

Now let 1« be a probability measure on {0, 1}£ and let w be a random variable with law 1. Given a
decision tree T and n > 1 we let F,(T") be the o-algebra generated by the random variables {T;(w) :
1 <i <n}andlet F(T) = |J F,(T). For each measurable function f : {0, E - [—1, 1], we say that
T computes f if f(w) is measurable with respect to the u-completion of 7 (7). By the martingale
convergence theorem, if f is p-integrable this is equivalent to the statement that

ULf @) | Fo(T)] = (@) peas.
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For each e € E, we define the revealment probability
8.(T, i) = p(there exists n > 1 such that 7,,(w) = e).

Finally, following [O’Donnell et al. 2005], we define for each probability measure & on {0, 1}* and each
pair of measurable functions f, g : {0, 1}* — R the quantity

CoVr,lf, gl = nu @ ull f(w1) — g(w)|] — ull f(wr1) — g(wpll,

where w1, w, are drawn independently from the measure p, so that if f and g are {0, 1}-valued then

CoVryulf, gl =2Cov,[f, gl =2u(f(®) = gw) =1) = 2u(f(w) =1)u(g®) = 1). (2-3)

We are now ready to state Duminil-Copin, Raoufi, and Tassion’s generalization of the OSSS inequality to
monotonic measures [Duminil-Copin et al. 2019b].

Theorem 2.2. Let E be a finite or countably infinite set and let ju be a monotonic measure on {0, 1}£.
Then for every pair of measurable, p-integrable functions f, g : {0, 1}¥ — R with f increasing and every
decision tree T computing g we have that

3ICOVI,Lf, gll <D 8.(T, 1) Covulf, w(e)].
ecE
Remark 2.3. In [Duminil-Copin et al. 2019b], only the special case of Theorem 2.2 in which E is finite and
f = g is stated. The version with E finite but f not necessarily equal to g follows by an easy modification
of their proof, identical to that carried out in [O’Donnell et al. 2005, Section 3.3] —note in particular
that when running this modified proof only f is required to be increasing. The restriction that E is finite
can be removed via a straightforward Martingale argument [Duminil-Copin et al. 2019b, Remark 2.4].

The statement above will be somewhat inconvenient in our analysis as the algorithm we use is naturally
described as a parallel algorithm rather than a serial algorithm. To allow for such parallelization, we
define a decision forest to be a collection of decision trees F = {T' : i € I} indexed by a countable set I.
Given a decision forest F = {T' : i € I} we let F(F) be the smallest o-algebra containing all of the
o-algebras F(T"). Given a measure p on {0, 1}£, a function f : {0, 1}* — R and a decision forest F, we
say that F' computes f if f is measurable with respect to the p-completion of the o -algebra F(F). We
also define the revealment probability 3. (F, i) to be the probability under u that there exist i € I and
n > 1 such that T! (w) = e.

Corollary 2.4. Let E be a finite or countably infinite set and let |1 be a monotonic measure on {0, 1}~.
Then for every pair of measurable, p-integrable functions f, g : {0, 1}¥ — R with f increasing and every
decision forest F computing g we have that

3ICoVr,Lf, g1l < Y 8(F. ) Covylf, w(e)].
ecE

Proof. We may assume that I = {1, 2, ...}. The claim may be deduced from Theorem 2.2 by “serializing”
the decision forest F into a decision tree 7. This can be done, for example, by executing the j-th step of
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the decision tree 7' at the time p;/ where p; is the i-th prime, and re-querying the first input queried by
T! at all times that are not prime powers. This decision tree T clearly computes the same functions as the
decision forest F and has 6,(T', u) = 8. (F, ) for every e € E, so the claim follows from Theorem 2.2. [J

3. Derivation of the differential inequality

Given a graph G = (V, E), a vertex v and a configuration w € {0, 1}%, we write K, = K, () for the
cluster of v in w.

Proposition 3.1. Let G = (V, E) be a countable graph and . be a monotonic measure on {0, 1}£. Then

{(1 — e_k) — I,L[l — e_MKul/”]

Cov,[1(|Ky| = n), w(e)] >
Y Covull(Ku| = n), w(e)] 2 Supyey i1 e HKal/n]

ecE

}M(IKUI >n) (3-D

foreveryveV, n>1and )\ > 0.

Proof. Let o € {0, 1}¥ be a random variable with law u. Independently of w, let n € {0, 1}V be a
random subset of V where vertices are included independently at random with inclusion probability
h=1—e*" < Xx/n. We refer to 1 as the ghost field and call vertices with n(v) = 1 green. Let P and E
denote probabilities and expectations taken with respect to the joint law of w and 5, which is monotonic.
Fix a vertex v, and let f, g : {0, 1}¥YV — {0, 1} be the increasing functions defined by

flw,n)=1(Ky(w)|>n) and g(w,n)=121(n(u) =1 for some u € K,(w)).

For each u € V, we define T" to be a decision tree that first queries the status of n(u), halts if it
discovers that n(u) = 0, and otherwise explores the cluster of # in w. We now define this decision tree
more formally; if the reader is satisfied with the informal description they may safely skip the rest of
this paragraph. Fix an enumeration of E and a vertex u € V. Set T{"(w, n) = u. If n(u) =0, set T, = u
for every n > 2 (i.e., halt). If n(u) = 1, we define T (w, ) for n > 2 as follows. At each step of the
decision tree, we will have a set of vertices U}/, a set of revealed open edges O}, and a set of revealed
closed edges C,;. We initialize by setting U{' = u and O,/ = C}{ = &. Suppose that n > 1 and that we
have computed (U}, O, C{, T}) for k < n. If every edge with at least one endpoint in U}/ is either in O},
or C then we set (U;:H’ OZ‘H, CZH’ Tn”H) = Uy, O}, Cl, T)) (i.e., we halt). Otherwise, we set Tn“+l
to be the element of the set of edges that touch U,/ but are not in O,/ or C,/ that is minimal with respect
to the fixed enumeration of E. If w(Tn”+1) =1 weset U}/ 1 to be the union of U, with the endpoints
of T) |, set O, = Oy U{T ,} and set C; | = C,,. Otherwise, o(T}}, ;) =0 and we set U,’ | = U,
set 0, =0, andset C, , =C,U{T' }.

It is easily verified that this decision tree 7" satisfies
{u} n(u) =0,

{xe VUE :T)(w,n) =x forsome n > 1} = {
{WpUEK, (@) n) =1,

where E(K,(w)) is the set of edges with at least one endpoint in K, (). In particular, we clearly have
that the decision forest F = {T" : u € V} computes g.
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Since f and g are increasing and {0, 1}-valued, we may apply Corollary 2.4 and (2-3) to deduce that
Covplf, 81 < D 8.(F, ) Covpl f, w(e)]+ Y 8.(F, ) Covplf, n()] =Y _ 8,(F, ) Cov,lf, w(e)],
ecE ueV ecE

where the equality on the right follows since f(w, n) = 1(|K,(w)| > n) is independent of . Now, an
edge e is revealed by F(w, n) if and only if the cluster of at least one endpoint of e contains a green
vertex, and, writing n(A) = >, 4 n(u) for each set A C V, it follows that

8e(F, ) <2sup P(n(K,) = 1) =2 sup [l — e MK/ (3-2)

ueV ueV

for every e € E and hence that
Covpl f, g] < 2sup u[l — e MK/"1 Y " Cov, [ £, w(e)]. (3-3)

ueV ecE

To conclude, simply note that
Covplf. g1 =P(Ky| = n, n(K,) = 1) —P(n(K,) = Du(|K,| = n)
= u[(1 = e VMK, = )] = ull — e VM u( K| = )
> (1—e MKyl = n) — ull —e MKy = n). (3-4)

Combining (3-3) and (3-4) and rearranging yields the desired inequality. (]

Proof of Proposition 1.4. This is immediate from Propositions 2.1 and 3.1 together with the inequality
1 — e MKl/m < 1 A X|K,|/n, which yields the bound

[n/A]
_ A n
I ;d)ﬁ,q[x A |KU|} == ) Bhg UKl Zm). O

m=1
Taking the limit as A | O in Proposition 1.4 yields the following corollary.
Corollary 3.2. Let (G, J) be an infinite transitive weighted graph, and let ¢ > 1 and # € {f, w}. Then

max[eﬁje_l:Ki) log ¢} (1K | > )>1|:L—1:| (3-5)
et | g \ap), BPRITIE =0 of k)

foreveryn>1and g > 0.

Since ¢§, UKl =n) is increasing in B, the following inequalities may be obtained by integrating the
differential inequalities of Proposition 1.4 and Corollary 3.2: Letting C(8) = maX,c eleP’e—1) /J.] for
each B > 0, and noting that C(8) is an increasing function of 8, we have that

-1
. ‘o [_ (1—e"N(Bo—P)n ﬂo—ﬁ} 16
Pp.qIKIZ 1) = g, , (K| = n)exp 2C(Bo) X1 By g 1K | = m) " 2C(ho) oY
and (Bo— B) Bo—PB
* K # K [— S o ] 37
Pp.q 1K1 2 1) = P o IK| = ) exp 2C(,30)¢§o,q[|K|] " 2C(ho) o

foreveryn>1, 0 <8 <fp,and g > 1.
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4. Analysis of the differential inequality

4A. Critical exponent inequalities. In this section we apply Proposition 1.4 to prove Theorems 1.1, 1.2,
1.7 and 1.8.

Proof of Theorems 1.1 and 1.7. 1t suffices to prove Theorem 1.7, of which Theorem 1.1 is a special case.
Fix Bo > 0, and suppose that there exist constants C > 0 and § > 1 such that ¢§0, q(|K | >n) <Cn~'/% for
every n > 1. In this proof, we use < and > to denote inequalities that hold up to positive multiplicative
constants depending only on (G, J), §, C, and By. Since § > 1 we have

n
Y b gUKI=m) <n'1/
m=1

for every n > 1 and hence by (3-6) that

% (K| =n) <n" exp[—ci(Bo— B)n'"*]

for every 0 < 1 < Bp and n > 1. This inequality may be summed over n to obtain that

Oh LK =D ¢h (Kl Zm = Y n~Pexpl—ci(Bo—Bn' 1 < (Bo— B0 @4-D)

n>1 n>1

for every 0 < 1 < Bp and n > 1. Thus, we have by (3-7) that

8% (K| >n) <n~1/ eXP[—Cz B Pon }

(Bo— B1)~o+!

for every 0 < 8 < B1 < Bo and n > 1. Item (1) of the theorem follows by taking 8; = (8o + B)/2.
Item (2) of the theorem is a simple analytic consequence of item (1) since we have that

B (K| =x) =@} (K| = [x]) =x™"? exp[—c2(Bo — B)’x]

for every x > 0, and consequently, letting & = c(Bo — B)° and & =k — 1 — 1/8, we have that

o0 00
¢§,q[|K|k] =k/ xk_1¢§,q(|K| > x)dx < k/ x%e % dx
0 =0
00 X
=ke ! / y¥e ' dy
y=0

=kl (a+ e ! <kle7o!
=k![c2(By — B)) 0 k-D-6-D (4-2)

for every k > 1 and 0 < 8 < By, where we used the change of variables y = ex in the final equality on
the first line. (Il

Proof of Theorems 1.2 and 1.8. This proof is similar to that of Theorem 1.7. Fix fy > 0, and suppose
that there exist constants C > 0 and y > 0 such that ¢§’q(|K| >n) < C(Bp— B)~7 forevery 0 < 8 < Bo.
In this proof, we use < and > to denote inequalities that hold up to positive multiplicative constants
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depending only on (G, J), y, C, and By. By (3-7) and Markov’s inequality there exist positive constants
c1 and ¢, such that

¢, K] n(B1 — Bo) 1
¢h (K| = n) = P = ex [— l#l—n} < ——————exp[—c2(B1 — Bo) *n]
n % KT 1~ (Bo—Byrn
for every 0 < 8 < B1 < Bop and n > 1. The proof may be concluded by taking 8; = (8o + B8)/2 and
performing essentially the same calculation as in (4-2). O

4B. Sharpness of the phase transition. We next apply Proposition 1.4 to prove Theorem 1.5. The proof
is very similar to that given in [Duminil-Copin et al. 2019b]. (Note that the analysis presented there
substantially simplified the original analysis of Menshikov [1986].) We include it for completeness since
our differential inequality is slightly different, and so that we can optimize the constants appearing in
item (2) of Theorem 1.5.

Proof of Theorem 1.5. We begin by defining

Bf = sup{,B > 0 : there exist ¢, C > 0 such that ¢g,q(|K| >n) < Cn~ ¢ for every n > l}

log ¢ (K| > n)
= inf{,BgO:limsup = P%.q 20}.
n— o0 logn

We trivially have that ,3f < B¥. Moreover, it is an immediate consequence of Theorem 1.7 that for every
0<B< ,5f there exist Cg, cg > 0 such that

¢§,q(|K| >n) < Cge “*" forevery n > 1. (4-3)

We next claim that ¢§’q(|K| = 00) > 0 for every > Bf To this end, write P,(B) = ¢§’q(|K| >n)
and %, (8) = Y."_{, Pn(B) and let
k

1 > 1¢# (IK|>n)
— n
logk = n B -

T (B) =

for each B > 0 and k > 2, so that limy_, o Tx(B) = ¢§,q(|K| = o0) for each 8 > 0. Let
C(B) = max[ (e’ —1)/J.]
ecE

as above. Applying Proposition 1.4 with A = 1, we obtain that

d 1 ST —eHP(B)  Pu(B)
(%)fk(ﬁ )zzcw)logkz{ SR n]

n=1

for every > 0 and k > 2. Using the inequality

Pn Zn1 1

—2/ —dx =logX,+; —logX%,,
z:n )} X
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we deduce that

(i) g = 1D 0eZnB) 1)
dp ), 2C(B)logk 2C(B)

for every § > 0 and k > 1. Fixing Bf < B1 < By and using that C(f) is increasing in 8, we deduce that

(d ) Ti(f) > (1—e Dlog Ty 1(B)  Te(B)
dp 2C(B2) logk 2C(B1)

for every ;) < B < B, and hence by definition of Ef that

d (1—e)  ¢f, (KI=00)
li f — ’ .
P i‘é<ﬂz(dﬂ) TP = e 2C(A1)

Integrating this inequality yields that

. P2/ d —e HYB=B1)  (B2—B)
# _ _ # _
¢p, 4(IK| =00) Zh]ff_l)gpfﬁl (dﬁ) T, (B)dB > 3C(By) 2CBD) ¢p, 4(IK| =00)

which rearranges to give that

_ o1 _
)E(C(ﬁl))(l e ) (B /31)>0 b

#
K|=
Ppr.q (K] C(B)/) 2C(B1)+B— B

The claim now follows since ,3~f < B1 < B were arbitrary. We deduce that ,3f > ,Bf and hence that
,8# ,3 so that in particular item (1) of the theorem follows from (4-3).

It remains only to prove item (2), which amounts to improving the constants in (4-4). We apply
Proposition 1.4 again to obtain that

k
d 1 (1—eMP(B)  Pu(B)
( ) Ti(B) = 5 Z[ -
ap 2C(p)logk AZ /) (B) n
for each k > 2, 8 >0, and A > 0. Arguing in a similar way to before, we obtain that

d et 9l (KI=00)
1 f — -
‘,fiﬁipﬂli%wz(dﬁ) B = ; 2C(5) 208D

for every B* < B < B,. Sending A — oo, it follows by elementary analysis that

B 1—¢}h (K| =00) (B —BH(1 = 9% (K| =00))
oK =00y = [~ ap > g
’ Bt 2C(B) 2C(B")
for every B/ > B, which rearranges to give the claim. (I

Acknowledgments. We thank Hugo Duminil-Copin and Geoffrey Grimmett for helpful discussions.



164 TOM HUTCHCROFT

References

[Aizenman and Barsky 1987] M. Aizenman and D. J. Barsky, “Sharpness of the phase transition in percolation models”, Comm.
Math. Phys. 108:3 (1987), 489-526. MR

[Aizenman and Newman 1984] M. Aizenman and C. M. Newman, “Tree graph inequalities and critical behavior in percolation
models”, J. Statist. Phys. 36:1-2 (1984), 107-143. MR

[Aizenman et al. 1987] M. Aizenman, D. J. Barsky, and R. Ferndndez, “The phase transition in a general class of Ising-type
models is sharp”, J. Statist. Phys. 47:3-4 (1987), 343-374. MR

[Barsky and Aizenman 1991] D. J. Barsky and M. Aizenman, “Percolation critical exponents under the triangle condition”, Ann.
Probab. 19:4 (1991), 1520-1536. MR

[Beekenkamp 2018] T. Beekenkamp, “Sharpness of the percolation phase transition for the contact process on z4», preprint,
2018. arXiv

[van den Berg and Kesten 1985] J. van den Berg and H. Kesten, “Inequalities with applications to percolation and reliability”, J.
Appl. Probab. 22:3 (1985), 556-569. MR

[Bollobas et al. 1996] B. Bollobas, G. Grimmett, and S. Janson, “The random-cluster model on the complete graph”, Probab.
Theory Related Fields 104:3 (1996), 283-317. MR

[Cardy 1996] J. Cardy, Scaling and renormalization in statistical physics, Cambridge Lecture Notes in Physics 5, Cambridge
University Press, 1996. MR

[Chayes and Chayes 1987] J. T. Chayes and L. Chayes, “The mean field bound for the order parameter of Bernoulli percolation”,
pp- 49-71 in Percolation theory and ergodic theory of infinite particle systems (Minneapolis, 1984—1985), edited by H. Kesten,
IMA Vol. Math. Appl. 8, Springer, 1987. MR

[Dereudre and Houdebert 2018] D. Dereudre and P. Houdebert, “Sharp phase transition for the continuum Widom—Rowlinson
model”, preprint, 2018. arXiv

[Duminil-Copin and Tassion 2016] H. Duminil-Copin and V. Tassion, “A new proof of the sharpness of the phase transition for
Bernoulli percolation and the Ising model”, Comm. Math. Phys. 343:2 (2016), 725-745. MR

[Duminil-Copin et al. 2016] H. Duminil-Copin, M. Gagnebin, M. Harel, I. Manolescu, and V. Tassion, “Discontinuity of the
phase transition for the planar random-cluster and Potts models with ¢ > 4”, preprint, 2016. arXiv

[Duminil-Copin et al. 2018] H. Duminil-Copin, A. Raoufi, and V. Tassion, “Subcritical phase of d-dimensional Poisson—Boolean
percolation and its vacant set”, preprint, 2018. arXiv

[Duminil-Copin et al. 2019a] H. Duminil-Copin, A. Raoufi, and V. Tassion, “Exponential decay of connection probabilities for
subcritical Voronoi percolation in R?”, Probab. Theory Related Fields 173:1-2 (2019), 479-490. MR

[Duminil-Copin et al. 2019b] H. Duminil-Copin, A. Raoufi, and V. Tassion, “Sharp phase transition for the random-cluster and
Potts models via decision trees”, Ann. of Math. (2) 189:1 (2019), 75-99. MR

[Durrett and Nguyen 1985] R. Durrett and B. Nguyen, “Thermodynamic inequalities for percolation”, Comm. Math. Phys. 99:2
(1985), 253-269. MR

[Fitzner and van der Hofstad 2017] R. Fitzner and R. van der Hofstad, “Mean-field behavior for nearest-neighbor percolation in
d > 107, Electron. J. Probab. 22 (2017), paper no. 43. MR

[Fortuin and Kasteleyn 1972] C. M. Fortuin and P. W. Kasteleyn, “On the random-cluster model, I: Introduction and relation to
other models”, Physica 57 (1972), 536-564. MR

[Grimmett 1999] G. Grimmett, Percolation, 2nd ed., Grundlehren der Mathematischen Wissenschaften 321, Springer, 1999. MR

[Grimmett 2006] G. Grimmett, The random-cluster model, Grundlehren der Mathematischen Wissenschaften 333, Springer,
2006. MR

[Hara and Slade 1990] T. Hara and G. Slade, “Mean-field critical behaviour for percolation in high dimensions”, Comm. Math.
Phys. 128:2 (1990), 333-391. MR

[Hutchcroft 2016] T. Hutchceroft, “Critical percolation on any quasi-transitive graph of exponential growth has no infinite
clusters”, C. R. Math. Acad. Sci. Paris 354:9 (2016), 944-947. MR


http://dx.doi.org/10.1007/BF01212322
http://msp.org/idx/mr/874906
http://dx.doi.org/10.1007/BF01015729
http://dx.doi.org/10.1007/BF01015729
http://msp.org/idx/mr/762034
http://dx.doi.org/10.1007/BF01007515
http://dx.doi.org/10.1007/BF01007515
http://msp.org/idx/mr/894398
http://dx.doi.org/10.1214/aop/1176990221
http://msp.org/idx/mr/1127713
http://msp.org/idx/arx/1807.05591
http://dx.doi.org/10.1017/s0021900200029326
http://msp.org/idx/mr/799280
http://dx.doi.org/10.1007/BF01213683
http://msp.org/idx/mr/1376340
http://dx.doi.org/10.1017/CBO9781316036440
http://msp.org/idx/mr/1446000
http://dx.doi.org/10.1007/978-1-4613-8734-3_5
http://msp.org/idx/mr/894542
http://msp.org/idx/arx/1807.04988
http://dx.doi.org/10.1007/s00220-015-2480-z
http://dx.doi.org/10.1007/s00220-015-2480-z
http://msp.org/idx/mr/3477351
http://msp.org/idx/arx/1611.09877
http://msp.org/idx/arx/1805.00695
http://dx.doi.org/10.1007/s00440-018-0838-9
http://dx.doi.org/10.1007/s00440-018-0838-9
http://msp.org/idx/mr/3916112
http://dx.doi.org/10.4007/annals.2019.189.1.2
http://dx.doi.org/10.4007/annals.2019.189.1.2
http://msp.org/idx/mr/3898174
http://dx.doi.org/10.1007/BF01212282
http://msp.org/idx/mr/790737
http://dx.doi.org/10.1214/17-EJP56
http://dx.doi.org/10.1214/17-EJP56
http://msp.org/idx/mr/3646069
http://dx.doi.org/10.1016/0031-8914(72)90045-6
http://dx.doi.org/10.1016/0031-8914(72)90045-6
http://msp.org/idx/mr/359655
http://dx.doi.org/10.1007/978-3-662-03981-6
http://msp.org/idx/mr/1707339
http://dx.doi.org/10.1007/978-3-540-32891-9
http://msp.org/idx/mr/2243761
http://dx.doi.org/10.1007/BF02108785
http://msp.org/idx/mr/1043524
http://dx.doi.org/10.1016/j.crma.2016.07.013
http://dx.doi.org/10.1016/j.crma.2016.07.013
http://msp.org/idx/mr/3535351

NEW CRITICAL EXPONENT INEQUALITIES FOR PERCOLATION AND THE RANDOM CLUSTER MODEL 165

[Hutchcroft 2017] T. Hutchcroft, “Non-uniqueness and mean-field criticality for percolation on nonunimodular transitive graphs”,
preprint, 2017. arXiv

[Hutchcroft 2019] T. Hutchcroft, “Percolation on hyperbolic graphs”, Geom. Funct. Anal. 29:3 (2019), 766-810. MR

[Hutchcroft 2020] T. Hutchcroft, “Locality of the critical probability for transitive graphs of exponential growth”, Ann. Probab.
48:3 (2020), 1352-1371. MR

[Kannan and Krueger 1996] R. Kannan and C. K. Krueger, Advanced analysis on the real line, Springer, 1996. MR
[Kesten 1987] H. Kesten, “Scaling relations for 2D-percolation”, Comm. Math. Phys. 109:1 (1987), 109-156. MR

[Laanait et al. 1991] L. Laanait, A. Messager, S. Miracle-Solé, J. Ruiz, and S. Shlosman, “Interfaces in the Potts model, I:
Pirogov—Sinai theory of the Fortuin—Kasteleyn representation”, Comm. Math. Phys. 140:1 (1991), 81-91. MR

[Lawler et al. 2002] G. F. Lawler, O. Schramm, and W. Werner, “One-arm exponent for critical 2D percolation”, Electron. J.
Probab. 7 (2002), paper no. 2. MR

[Menshikov 1986] M. V. Menshikov, “Coincidence of critical points in percolation problems”, Dokl. Akad. Nauk SSSR 288:6
(1986), 1308—1311. In Russian; translated in Theory Probab. Appl. 32:3, 547-550. MR

[Muirhead and Vanneuville 2020] S. Muirhead and H. Vanneuville, “The sharp phase transition for level set percolation of
smooth planar Gaussian fields”, Ann. Inst. Henri Poincaré Probab. Stat. 56:2 (2020), 1358-1390. MR

[Newman 1986] C. M. Newman, “Some critical exponent inequalities for percolation”, J. Statist. Phys. 45:3-4 (1986), 359-368.
MR

[Newman 1987a] C. M. Newman, “Another critical exponent inequality for percolation: 8 > 2/5”, pp. 695-699 in Proceedings
of the symposium on statistical mechanics of phase transitions—mathematical and physical aspects (Trebon, 1986), vol. 47,
edited by R. Kotecky, 1987. MR

[Newman 1987b] C. M. Newman, “Inequalities for y and related critical exponents in short and long range percolation”, pp.
229-244 in Percolation theory and ergodic theory of infinite particle systems (Minneapolis, 1984—1985), IMA Vol. Math. Appl.
8, Springer, 1987. MR

[Nguyen 1987] B. G. Nguyen, “Gap exponents for percolation processes with triangle condition”, J. Statist. Phys. 49:1-2 (1987),
235-243. MR

[O’Donnell et al. 2005] R. O’Donnell, M. Saks, O. Schramm, and R. A. Servedio, “Every decision tree has an influential
variable”, pp. 31-39 in 46th Annual IEEE Symposium on Foundations of Computer Science, 2005.

[Raoufi 2018] A. Raoufi, “The critical Ising model on amenable graphs of exponential growth”, Enseign. Math. 64:3-4 (2018),
305-314. MR

[Ray and Spinka 2019] G. Ray and Y. Spinka, “A short proof of the discontinuity of phase transition in the planar random-cluster
model with g > 47, 2019. arXiv

[Schonmann 2001] R. H. Schonmann, “Multiplicity of phase transitions and mean-field criticality on highly non-amenable
graphs”, Comm. Math. Phys. 219:2 (2001), 271-322. MR

[Schonmann 2002] R. H. Schonmann, “Mean-field criticality for percolation on planar non-amenable graphs”, Comm. Math.
Phys. 225:3 (2002), 453—-463. MR

[Slade 2006] G. Slade, The lace expansion and its applications, edited by J. Picard, Lecture Notes in Mathematics 1879, Springer,
2006. MR

[Smirnov 2001] S. Smirnov, “Critical percolation in the plane: conformal invariance, Cardy’s formula, scaling limits”, C. R.
Acad. Sci. Paris Sér. [ Math. 333:3 (2001), 239-244. MR

[Smirnov and Werner 2001] S. Smirnov and W. Werner, “Critical exponents for two-dimensional percolation”, Math. Res. Lett.
8:5-6 (2001), 729-744. MR

[Vanneuville 2019] H. Vanneuville, “Annealed scaling relations for Voronoi percolation”, Electron. J. Probab. 24 (2019), paper
no. 39. MR

Received 24 Oct 2019. Revised 20 Feb 2020. Accepted 24 Feb 2020.

ToM HUTCHCROFT: t.hutchcroft@maths.cam.ac.uk
Statslab, Department of Pure Mathematics and Mathematical Statistics, University of Cambridge, Cambridge, United Kingdom

mathematical sciences publishers :'msp


http://msp.org/idx/arx/1711.02590
http://dx.doi.org/10.1007/s00039-019-00498-0
http://msp.org/idx/mr/3962879
http://dx.doi.org/10.1214/19-AOP1395
http://msp.org/idx/mr/4112717
http://msp.org/idx/mr/1390758
http://dx.doi.org/10.1007/BF01205674
http://msp.org/idx/mr/879034
http://dx.doi.org/10.1007/BF02099291
http://dx.doi.org/10.1007/BF02099291
http://msp.org/idx/mr/1124260
http://dx.doi.org/10.1214/EJP.v7-101
http://msp.org/idx/mr/1887622
http://mi.mathnet.ru/eng/dan8543
http://msp.org/idx/mr/852458
http://dx.doi.org/10.1214/19-AIHP1006
http://dx.doi.org/10.1214/19-AIHP1006
http://msp.org/idx/mr/4076787
http://dx.doi.org/10.1007/BF01021076
http://msp.org/idx/mr/869320
http://dx.doi.org/10.1007/BF01206153
http://msp.org/idx/mr/912497
http://dx.doi.org/10.1007/978-1-4613-8734-3_14
http://msp.org/idx/mr/894551
http://dx.doi.org/10.1007/BF01009960
http://msp.org/idx/mr/923855
http://dx.doi.org/10.4171/LEM/64-3/4-4
http://msp.org/idx/mr/3987146
http://msp.org/idx/arx/1904.10557
http://dx.doi.org/10.1007/s002200100417
http://dx.doi.org/10.1007/s002200100417
http://msp.org/idx/mr/1833805
http://dx.doi.org/10.1007/s002200100587
http://msp.org/idx/mr/1888869
http://msp.org/idx/mr/2239599
http://dx.doi.org/10.1016/S0764-4442(01)01991-7
http://msp.org/idx/mr/1851632
http://dx.doi.org/10.4310/MRL.2001.v8.n6.a4
http://msp.org/idx/mr/1879816
http://dx.doi.org/10.1214/19-EJP293
http://msp.org/idx/mr/3940769
mailto:t.hutchcroft@maths.cam.ac.uk
http://msp.org

PROBABILITY and
MATHEMATICAL
PHYSICS

EDITORS-IN-CHIEF
Alexei Borodin

Hugo Duminil-Copin
Robert Seiringer
Sylvia Serfaty

EDITORIAL BOARD
Nalini Anantharaman
Scott Armstrong
Roland Bauerschmidt
Ivan Corwin

Mihalis Dafermos
Semyon Dyatlov

Yan Fyodorov
Christophe Garban
Alessandro Giuliani
Alice Guionnet
Pierre-Emmanuel Jabin
Mathieu Lewin

Eyal Lubetzky
Jean-Christophe Mourrat
Laure Saint Raymond
Benjamin Schlein

Vlad Vicol

Simone Warzel

PRODUCTION
Silvio Levy

msp.org/pmp

Massachusetts Institute of Technology, United States
IHES, France & Université de Genéve, Switzerland
Institute of Science and Technology, Austria

Courant Institute, New York University, United States

Université de Strasbourg, France

Courant Institute, New York University, United States
University of Cambridge, UK

Columbia University, United States

Princeton University, United States

University of California Berkeley, United States
King’s College London, UK

Université Claude Bernard Lyon 1, France

Universita degli studi Roma Tre, Italy

Ecole normale supérieure de Lyon & CNRS, France
Pennsylvania State University, United States
Université Paris Dauphine & CNRS, France

Courant Institute, New York University, United States
Courant Institute, New York University, United States
Ecole normale supérieure de Lyon & CNRS, France
Universitét Ziirich, Switzerland

Courant Institute, New York University, United States

Technische Universitidt Miinchen, Germany

(Scientific Editor)
production@msp.org

See inside back cover or msp.org/pmp for submission instructions.

Probability and Mathematical Physics (ISSN 2690-1005 electronic, 2690-0998 printed) at Mathematical Sciences Publishers, 798 Evans
Hall #3840, c/o University of California, Berkeley, CA 94720-3840 is published continuously online. Periodical rate postage paid at
Berkeley, CA 94704, and additional mailing offices.

PMP peer review and production are managed by EditFlow® from MSP.

PUBLISHED BY
mathematical sciences publishers
nonprofit scientific publishing
https://msp.org/
© 2020 Mathematical Sciences Publishers


https://msp.org/pmp/
production@msp.org
http://dx.doi.org/10.2140/pmp
https://msp.org/
https://msp.org/

PROBABILITY and MATHEMATICAL PHYSICS

1:1 2020
Introducing PMP 1
Alexei Borodin, Hugo Duminil-Copin, Robert Seiringer and Sylvia Serfaty
Sharp spectral asymptotics for nonreversible metastable diffusion processes 3 |
Dorian Le Peutrec and Laurent Michel |
Joint distribution of Busemann functions in the exactly solvable corner growth 55 ‘
model

Wai-Tong Louis Fan and Timo Seppélédinen ‘

Optimal lower bound on the least singular value of the shifted Ginibre ensemble 101
Giorgio Cipolloni, Laszl6 Erdés and Dominik Schroder

New critical exponent inequalities for percolation and the random cluster model 147 ﬁ

Py Tom Hutchcroft
! Mean-field tricritical polymers 167

Roland Bauerschmidt and Gordon Slade

Observables of coloured stochastic vertex models and their polymer limits 205
Alexei Borodin and Michael Wheeler :



http://dx.doi.org/10.2140/pmp.2020.1.1
http://dx.doi.org/10.2140/pmp.2020.1.3
http://dx.doi.org/10.2140/pmp.2020.1.55
http://dx.doi.org/10.2140/pmp.2020.1.55
http://dx.doi.org/10.2140/pmp.2020.1.101
http://dx.doi.org/10.2140/pmp.2020.1.147
http://dx.doi.org/10.2140/pmp.2020.1.167
http://dx.doi.org/10.2140/pmp.2020.1.205

	1. Introduction
	1A. Critical exponent inequalities for percolation
	1B. The random cluster model

	2. Background
	2A. Monotonic measures
	2B. Derivative formulae
	2C. Decision trees and the OSSS inequality

	3. Derivation of the differential inequality
	4. Analysis of the differential inequality
	4A. Critical exponent inequalities
	4B. Sharpness of the phase transition

	References
	
	

