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Rigid local systems and alternating groups

Robert M. Guralnick, Nicholas M. Katz and Pham Huu Tiep

We show that some very simple to write one parameter families of exponential
sums on the affine line in characteristic p have alternating groups as their geo-
metric monodromy groups.
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1. Introduction

In earlier work Katz [2018] exhibited some very simple one parameter families of
exponential sums which gave rigid local systems on the affine line in characteristic
p whose geometric (and usually, arithmetic) monodromy groups were SL2(q), and
he exhibited other such very simple families giving SU3(q). (Here q is a power of
the characteristic p, and p is odd.) In this paper, we exhibit equally simple families
whose geometric monodromy groups are the alternating groups Alt(2q). We also
determine their arithmetic monodromy groups. See Theorem 3.1 (Of course from
the resolution [Raynaud 1994] of the Abhyankar conjecture, any finite simple group
whose order is divisible by p will occur as the geometric monodromy group of
some local system on A1/Fp; the interest here is that it occurs in our particularly
simple local systems.)

Guralnick was partially supported by NSF grant DMS-1600056 and Tiep was partially supported
by NSF grant DMS-1840702. Guralnick would also like to thank the Institute for Advanced Study,
Princeton for its support.
The authors are grateful to the referees for careful reading and helpful comments on the paper.
MSC2010: 11T23, 20D05.
Keywords: rigid local system, monodromy, alternating group.
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In the earlier work of Katz, he used a theorem to Kubert to know that the mon-
odromy groups in question were finite, then work of Gross [2010] to determine
which finite groups they were. Here we do not have, at present, any direct way of
showing this finiteness. Rather, the situation is more complicated and more interest-
ing. Using some basic information about these local systems (see Theorem 6.1), the
first and third authors prove a fundamental dichotomy: the geometric monodromy
group is either Alt(2q) or it is the special orthogonal group SO(2q−1). The second
author uses an elementary polynomial identity to compute the third moment as
being 1 (see Theorem 7.1), which rules out the SO(2q − 1) case. This roundabout
method establishes the theorem. It would be interesting to find a “direct” proof
that these local systems have integer (rather than rational) traces; this integrality is
in fact equivalent to their monodromy groups being finite, see [Katz 1990, 8.14.6].
But even if one had such a direct proof, it would still require serious group theory
to show that their geometric monodromy groups are the alternating groups.

2. The local systems in general

Throughout this paper, p is an odd prime, q is a power of p, k is a finite field of
characteristic p, ` is a prime 6= p,

ψ = ψk : (k,+)→ µp ⊂Q`
×

is a nontrivial additive character of k, and

χ2 = χ2,k : k×→±1⊂Q`
×

is the quadratic character, extended to k by χ2(0) := 0. For L/k a finite extension,
we have the nontrivial additive character

ψL/k := ψk ◦TraceL/k

of L , and the quadratic character χ2,L = χ2,k ◦NormL/k of L×, extended to L by
χ2,L(0)= 0.

On the affine line A1/k, we have the Artin–Schreier sheaf Lψ(x). On Gm/k we
have the Kummer sheaf Lχ2(x) and its extension by zero j!Lχ2(x) (for j : Gm ⊂ A1

the inclusion) on A1/k.
For an odd integer n = 2d + 1 which is prime to p, we have the rigid local

system (rigid by [Katz 1996, 3.0.2 and 3.2.4])

F(k, n, ψ) := FTψ(Lψ(xn)⊗ j!Lχ2(x))

on A1/k. Let us recall the basic facts about it, see [Katz 2004, 1.3 and 1.4].
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It is lisse of rank n, pure of weight one, and orthogonally self-dual, with its
geometric monodromy group

Ggeom ⊂ SO(n,Q`).

Recall that Ggeom is the Zariski closure in SO(n,Q`) of the image of the geomet-
ric fundamental group π1(A

1/k̄) in the representation which “is” the local system
F(k, n, ψ). For ease of later reference, we recall the following fundamental fact.

Lemma 2.1. For any lisse local system H on A1/k̄, the subgroup 0p of its Ggeom

generated by elements of p-power order is Zariski dense.

Proof. Denote by N the Zariski closure of 0p in Ggeom. Then N is a normal
subgroup of Ggeom. We must show that the quotient M := Ggeom/N is trivial.

To see this, we argue as follows. The local system H gives us a group homo-
morphism

π1(A
1/k̄)→ Ggeom ⊂ GL(rank(H),Q`)

with Zariski dense image. Under this homomorphism, the wild inertia group P∞
has finite image in Ggeom (because ` 6= p). This image being a finite p group
in Ggeom, it lies in N , and hence dies in M := Ggeom/N . Therefore M/M0 is a
finite quotient of π1(A

1/k̄) in which P∞ dies. So any irreducible representation of
M/M0 gives an irreducible local system on A1/k̄ which is tame at∞, hence trivial.
Thus M = M0 is connected. We next show that M red

:= M/Ru , the quotient of
M by its unipotent radical, is trivial. For this, it suffices to show that M has no
nontrivial irreducible representations. But any such representation is a local system
on A1/k̄ which is tamely ramified at∞ (again because P∞ dies in M), so is trivial.
Thus M is unipotent. But H 1(A1/k̄,Q`) vanishes, so any unipotent local system
on A1/k̄ is trivial, and hence M is trivial. �

Let us denote by A(k, n, ψ) the Gauss sum

A(k, n, ψ) := −χ2(n(−1)d)
∑
x∈k×

ψ(x)χ2(x).

By the Hasse–Davenport relation, for L/k an extension of degree d , we have

A(L , n, ψL/k)= (A(k, n, ψ))d .

The twisted local system

G(k, n, ψ) := F(k, n, ψ)⊗ A(n, k, ψ)− deg

is pure of weight zero and has

Ggeom ⊂ Garith ⊂ SO(n,Q`).
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Concretely, for L/k a finite extension, and t ∈ L , the trace at time t of G(k, n, ψ) is

Trace(Frobt,L |G(k, n, ψ))=−(1/A(L , n, ψL/k))
∑
x∈L×

ψL/k(xn
+ t x)χ2,L(x)

=−(1/A(L , n, ψL/k))
∑
x∈L

ψL/k(xn
+ t x)χ2,L(x),

the last equality because the χ2 factor kills the x = 0 term.
Let us recall also [Katz 2004, 3.4] that the geometric monodromy group of

F(k, n, ψ), or equivalently of G(k, n, ψ), is independent of the choice of the
pair (k, ψ).

To end this section, let us recall the relation of the local system F(k, n, ψ) to
the hypergeometric sheaf

Hn :=H(!, ψ; all characters of order dividing n;χ2).

According to [Katz 1990, 9.2.2], F(k, n, ψ)|Gm is geometrically isomorphic to
a multiplicative translate of the Kummer pullback [n]?Hn . (An explicit descent
of F(k, n, ψ)|Gm through the n-th power map is given by the lisse sheaf on Gm

whose trace function at time t ∈ L×, for L/k a finite extension, is

t 7→ −
∑
x∈L×

ψL/k(xn/t + x)χ2,L(x/t).

The structure theory of hypergeometric sheaves shows that this descent is, geomet-
rically, a multiplicative translate of the asserted Hn .)

3. The candidate local systems for Alt(2q)

In this section, we specialize the n of the previous section to

n = 2q − 1= 2(q − 1)+ 1.

The target theorem is this:

Theorem 3.1. Let p be an odd prime, q a power of p, k a finite field of character-
istic p, ` a prime 6= p, and ψ a nontrivial additive character of k. For the `-adic
local system G(k, 2q − 1, ψ) on A1/k, its geometric and arithmetic monodromy
groups are given as follows:

(1) Ggeom = Alt(2q) in its unique irreducible representation of dimension 2q − 1.

(2) (a) If −1 is a square in k, then Ggeom = Garith = Alt(2q).
(b) If −1 is not a square in k, then Garith = Sym(2q), the symmetric group, in

its irreducible representation labeled by the partition (2, 12q−2), i.e.,

(the deleted permutation representation of Sym(2q))⊗ sgn .
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Remark 3.2. The traces of elements of Alt(n) (respectively of Sym(n)) in its
deleted permutation representation (respectively in every irreducible representa-
tion) are integers. One sees easily (look at the action of Gal(Q(ζp)/Q)) that the
local system G(k, 2q − 1, ψ) has traces which all lie in Q, but as mentioned in the
introduction, we do not know a direct proof that these traces all lie in Z.

4. Basic facts about Hn

In this section, we assume that n ≥ 3 is odd and that n(n− 1) is prime to p. The
geometric local monodromy at 0 is tame, and a topological generator of the tame
inertia group I(0)tame, acting on Hn , has as eigenvalues all the roots of unity of
order dividing n.

The geometric local monodromy at∞ is the direct sum

Lχ2 ⊕W, W has rank n− 1, and all slopes 1/(n− 1).

Because n is odd, the local system Hn is (geometrically) orthogonally self-dual,
and det(Hn) is geometrically trivial (because trivial at 0, lisse on Gm , and all∞
slopes are ≤ 1/(n− 1) < 1). Therefore det(W ) is geometrically Lχ2 . From [Katz
1990, 8.6.4 and 8.7.2], we see that up to multiplicative translation, the geometric
isomorphism class is determined entirely by its rank n− 1 and its determinant Lχ2 .
Because n−1 is even and prime to p, it follows that up to multiplicative translation,
the geometric isomorphism class of W is that of the I(∞)-representation of the
Kloosterman sheaf

Kln−1 := Kl(ψ; all characters of order dividing n− 1).

By [Katz 1988, 5.6.1], we have a global Kummer direct image geometric iso-
morphism

Kln−1 ∼= [n− 1]?Lψn−1,

where we write ψn−1 for the additive character x 7→ ψ((n − 1)x). Therefore,
up to multiplicative translation, the geometric isomorphism class of W is that of
[n− 1]?Lψ . Pulling back by [n− 1], which does not change the restriction of W
to the wild inertia group P(∞), we get

[n− 1]?W ∼=
⊕
ζ∈µn−1

Lψ(ζ x).

A further pullback by n-th power, which also does not change the restriction of
W to P(∞), gives

[n− 1]?[n]?W ∼=
⊕
ζ∈µn−1

Lψ(ζ xn).
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Thus we find that the I(∞) representation attached to a multiplicative translate1 of
[n− 1]?F(k, n, ψ) is the direct sum

1
⊕
ζ∈µn−1

Lψ(ζ xn) =

⊕
α∈µn−1∪{0}

Lψ(αxn).

This description shows that the image of P(∞) in the I(∞)-representation at-
tached to F(k, n, ψ) is an abelian group killed by p.

Lemma 4.1. Let L/Fp be a finite extension which contains the (n−1)-st roots of
unity. Denote by V ⊂ L the additive subgroup of L spanned by the (n−1)-st roots
of unity. Denote by V ? the Pontryagin dual of V :

V ?
:= HomFp(V, µp(Q`)).

Then the image of P(∞) in the I(∞)-representation attached to F(k, n, ψ) is V ?,
and the representation restricted to V ? is the direct sum

1
⊕

ζ∈µn−1(L)

(evaluation at ζ )=
⊕

α∈µn−1(L)∪{0}

(evaluation at α).

Proof. Each of the characters Lψ(αxn) of I(∞) has order dividing p. Given an
n-tuple of elements (aα)α∈µn−1(L)∪{0}, consider the character

3 :=
⊗

α∈µn−1(L)∪{0}

(Lψ(αxn))
⊗aα = Lψ((∑α∈µn−1(L)∪{0}

aαα)xn).

The following conditions are equivalent:

(a)
∑

α∈µn−1(L)∪{0} aαα = 0.

(b) The character 3 is trivial on I(∞).

(c) The character 3 is trivial on P(∞).

Indeed, it is obvious that (a)=⇒ (b)=⇒ (c). If (c) holds, then for

A :=
∑

α∈µn−1(L)∪{0} aαα,

we have that Lψ(Ax) is trivial on P(∞), so is a character of I(∞)/P(∞)= I(∞)tame,
a group of order prime to p. But Lψ(Ax) has order dividing p, so is trivial on I(∞),
hence A = 0.

This equivalence shows that the character group of the image of P(∞) is indeed
the Fp span of the α’s, i.e., it is V. The rest is just Pontryagin duality of finite abelian
groups. �

1The referee has kindly explained to us that the results of [Fu 2010, Proposition 0.7, 0.8] allow
one to make precise the multiplicative translates in the above paragraphs.
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5. Basic facts about H2q−1

Taking n = 2q − 1, the geometric local monodromy at 0 of H2q−1 is tame, and
a topological generator of the tame inertia group I(0)tame, acting on Hn , has as
eigenvalues all the roots of unity of order dividing 2q − 1.

Turning now to the action of P(∞), we have:

Lemma 5.1. Denote by ζ2q−2 ∈ Fq2 a primitive (2q−2)-th root of unity. In the
I(∞)-representation attached to F(k, 2q − 1, ψ), the character group V of the
image of P(∞) is the Fp-space

V = Fq ⊕ ζ2q−2Fq .

Fix a nontrivial additive character ψ0 of Fq , and denote by ψ1 the nontrivial addi-
tive character of Fq2 given by

ψ1 := ψ0 ◦TraceFq2/Fq .

Then the image V ? of P(∞) is itself isomorphic to V, and the representation of
P(∞) is the direct sum of the characters⊕

α∈Fq

ψ1(αx)⊕
⊕
β∈F×q

ψ1(ζ2q−2βx).

Proof. When n = 2q−1, then n−1= 2(q−1). The field Fq2 contains the 2(q−1)-
th roots of unity. The group µ2(q−1)(Fq2) contains the subgroup µq−1(Fq2) = F×q
with index 2, the other coset being ζ2(q−1)F

×
q . Thus the Fp span of µ2(q−1)(Fq2)

inside the additive group of Fq2 is indeed the asserted V. The characters ψ1(αx),
as α varies over Fq , are each trivial on ζ2q−2Fq (because TraceFq2/Fq (ζ2q−2) = 0)
and give all the additive characters of Fq (on which TraceFq2/Fq is simply the map
x 7→ 2x). The characters ψ1(ζ2q−2βx), as β varies over Fq , are trivial on Fq

(because TraceFq2/Fq (ζ2q−2) = 0) and give all the characters of ζ2q−2Fq (because
ζ 2

2(q−1) lies in F×q ). �

Corollary 5.2. The image of P(∞) in the I(∞)-representation attached to

F(k, 2q − 1, ψ)⊕1

is the direct sum

V = Fq ⊕ ζ2q−2Fq

acting through the representation

RegFq
⊕Regζ2q−2Fq

.
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6. Basic facts about the group Ggeom for F(k, 2q − 1, ψ)

Recall that Ggeom is the Zariski closure in SO(2q−1,Q`) of the image of πgeom
1 :=

π1(A
1/Fp) in the representation attached to F(k, 2q − 1, ψ). Thus Ggeom is an

irreducible subgroup of SO(2q − 1,Q`).

Theorem 6.1. We have the following two results:

(i) Ggeom is normalized by an element of SO(2q − 1,Q`) whose eigenvalues are
all the roots of unity of order dividing 2q − 1 in Q`.

(ii) Ggeom contains a subgroup isomorphic to Fq ⊕ Fq , acting through the virtual
representation

Regfirst⊕Regsecond−1.

Proof. The local system F(k, 2q−1, ψ) is, geometrically, a multiplicative translate
of the Kummer pullback [2q − 1]?H2q−1. Therefore Ggeom is a normal subgroup
of the group Ggeom for H2q−1, so is normalized by any element of this possibly
larger group. As already noted, local monodromy at 0 for H2q−1 is an element of
the asserted type. This proves (i). Statement (ii) is just a repeating of what was
proved in the previous lemma. �

7. The third moment of F(k, 2q − 1, ψ) and of G(k, 2q − 1, ψ)

Let us recall the general set up. We are given a lisse G on a lisse, geometrically
connected curve C/k. We suppose that G is ι-pure of weight zero, for an embedding
ι of Q` into C. We denote by V the Q`-representation given by G, and by Ggeom

the Zariski closure in GL(V ) of the image of πgeom
1 (C/k). For an integer n ≥ 1,

the n-th moment of G is the dimension of the space of invariants

Mn(G) := dim((V⊗n)Ggeom).

Recall [Katz 2005, 1.17.4] that we have an archimedean limit formula for Mn(G)
as the lim sup over finite extensions L/k of the sums

(1/#L)
∑

t∈C(L)

(Trace(Frobt,L |G))n,

which we call the empirical moments.

Theorem 7.1. For the lisse sheaf G(k, 2q − 1, ψ) on A1/k, we have

M3(G(k, 2q − 1, ψ))= 1.
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Proof. Fix a finite extension L/k. For t ∈ L , we have

Trace(Frobt,L |G(k, 2q − 1, ψ))
= (−1/A(L , 2q − 1, ψL/k))

∑
x∈L

ψL/k(x2q−1
+ t x)χ2,L(x),

with the twisting factor given explicitly as

A(L , 2q − 1, ψL/k)=−χ2,L(−1)
∑
x∈L×

ψL/k(x)χ2,L(x).

Write gL for the Gauss sum

gL :=
∑
x∈L×

ψL/k(x)χ2,L(x).

Then the empirical M3 is the sum

(1/#L)(χ2,L(−1)/gL)
3
∑
t∈L

∑
x,y,z∈L

ψL/k
(
x2q−1

+ y2q−1
+ z2q−1

+ t (x + y+ z)
)

·χ2,L(xyz)

= (χ2,L(−1)/gL)
3

∑
x,y,z∈L ,x+y+z=0

ψL/k
(
x2q−1

+ y2q−1
+ z2q−1)χ2,L(xyz)

= (χ2,L(−1)/gL)
3
∑

x,y∈L

ψL/k
(
x2q−1

+ y2q−1
+ (−x − y)2q−1)χ2,L(xy(−x − y)).

The key is now the following identity.

Lemma 7.2. In Fq [x, y], we have the identity

x2q−1
+ y2q−1

+ (−x − y)2q−1
= xy(x + y)

∏
α∈Fq\{0,−1}

(x −αy)2.

If we write q = p f , then collecting Galois-conjugate terms this is

xy(x + y)
∏

h∈Pf

h(x, y)2,

where Pf is the set of irreducible h(x, y) ∈ Fp[x, y] which are homogeneous of
degree dividing f , monic in x , other than x or x + y.

Proof. Because x2q−1
+ y2q−1

+(−x− y)2q−1 is homogeneous of odd degree 2q−1
and visibly divisible by y, it suffices to prove the inhomogeneous identity, that in
Fq [x] we have

x2q−1
+ 1− (x + 1)2q−1

= x(x + 1)
∏

α∈Fq\{0,−1}

(x −α)2.
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The left side
P(x) := x2q−1

+ 1− (x + 1)2q−1

has degree 2q − 2, and visibly vanishes at x = 0 and at x =−1.
So it suffices to show that for each α ∈ Fq \{0,−1}, P(x) is divisible by (x−α)2.

The key point is that for β ∈ Fq , we have

β2q−1
= β,

and for α ∈ F×q we have
α2q−2

= 1.

Thus for any β ∈ Fq , we trivially have P(β)= 0. The derivative P ′(x) is equal to

P ′(x)=−x2q−2
+ (x + 1)2q−2.

So if both α and α+ 1 lie in F×q , then P ′(α)=−1+ 1= 0. �

With this identity in hand, we now return to the calculation of the empirical
moment, which is now

(χ2,L(−1)/gL)
3
∑

x,y∈L

ψL/k(xy(x + y)
∏

h∈Pf

h(x, y)2)χ2,L(xy(−x − y)).

The set of (x, y) ∈ A2(L) with xy 6= 0 and at which
∏

h∈Pf
h(x, y)= 0 has cardi-

nality (q − 2)(#L − 1). So the empirical sum differs from the modified empirical
sum

(χ2,L(−1)/gL)
3
∑

x,y∈L

ψL/k(xy(x+y)
∏

h∈Pf

h(x, y)2)χ2,L(xy(−x−y)
∏

h∈Pf

h(x, y)2)

by a difference which is

(χ2,L(−1)/gL)
3 (

a sum of at most (q − 2)(#L − 1) terms,
each of absolute value 1

)
.

So the difference in absolute value is at most q/
√

#L , which tends to zero as L
grows (remember q is fixed). The modified empirical sum we now rewrite as

(χ2,L(−1)/gL)
3
∑
t∈L×

ψL/k(t)χ2,L(−t)NL(t),

with NL(t) the number of L-points on the curve Ct given by

Ct : xy(x + y)
∏

h∈Pf

h(x, y)2 = t.

Because xy(x + y)
∏

h∈Pf
h(x, y)2 is homogeneous of degree 2q − 1 prime to p

and is not a d-th power for any d ≥ 2, the curves Ct are smooth and geometrically
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irreducible for all t 6= 0, see [Katz 1989, proof of 6.5]. Moreover, by the homo-
geneity, these curves are each geometrically isomorphic to C1, indeed the family
become constant after the tame Kummer pullback [2q−1]?. Thus for the structural
map π : C→ Gm/Fp, R2π!(Q`)=Q`(−1), R1π!Q` is lisse of some rank r , tame
at both 0 and∞, and mixed of weight ≤ 1, and all other Riπ!(Q`)= 0.

So our modified empirical moment is

(χ2,L(−1)/gL)
3
∑
t∈L×

ψL/k(t)χ2,L(−t)(#L −Trace(Frobt,L |R1π!Q`)

= (χ2,L(−1)/gL)
3
∑
t∈L×

ψL/k(t)χ2,L(−t)(#L)

− (χ2,L(−1)/gL)
3
∑
t∈L×

Trace
(
Frobt,L |Lψ(t)⊗Lχ2(t)⊗ R1π!Q`

)
.

Remembering that g2
L = χ2,L(−1)#L , we see that the first sum is χ2,L(−1). We

now show that the second sum is O(1/
√

#L), or equivalently that the sum∑
t∈L×

Trace
(
Frobt,L |Lψ ⊗Lχ2 ⊗ R1π!Q`

)
is O(#L). By the Lefschetz trace formula [Grothendieck 1968], the second sum is

Trace
(
FrobL |H 2

c (Gm/Fp,Lψ ⊗Lχ2 ⊗ R1π!Q`)
)

−Trace
(
FrobL |H 1

c (Gm/Fp,Lψ ⊗Lχ2 ⊗ R1π!Q`)
)
.

The H 2
c group vanishes, because the coefficient sheaf is totally wild at ∞ (this

because it is Lψ tensored with a lisse sheaf which is tame at∞). The second sum
is O(#L), by Deligne’s fundamental estimate [Deligne 1980, 3.3.1] (because the
coefficient sheaf is mixed of weight ≤ 1, its H 1

c is mixed of weight ≤ 2).
Thus the empirical moment is χ2,L(−1) plus an error term which, as L grows,

is O(1/
√

#L). So the lim sup is 1, as asserted. �

8. Exact determination of Garith

Theorem 8.1. Suppose known that G(k, 2q − 1, ψ) has Ggeom = Alt(2q). Then its
Garith is as asserted in Theorem 3.1, namely it is Alt(2q) if −1 is a square in k, and
is Sym(2q) if −1 is not a square in k.

Proof. For q > 3, the outer automorphism group of Alt(2q) has order 2, induced
by the conjugation action of Sym(2q). Therefore the normalizer of Alt(2q) in
SO(2q − 1) (viewed there by its deleted permutation representation) is the group
Sym(2q) (viewed in SO(2q− 1) by (deleted permutation representation)⊗ sgn). If
q = 3, the automorphism group is slightly bigger but the stabilizer of the character
of the deleted permutation module is just Sym(2q). (Indeed, either of the exotic
automorphisms of Alt(6) maps the cycle (123) to an element which in Sym(6) is



306 ROBERT M. GURALNICK, NICHOLAS M. KATZ AND PHAM HUU TIEP

conjugate to (123)(456). The element (123) has trace 2, whereas (123)(456) has
trace −1 (both viewed in SO(5) by the deleted permutation representation)). Since
we have a priori inclusions

Ggeom = Alt(2q) GGarith ⊂ SO(2q − 1),

the only choices for Garith are Alt(2q) or Sym(2q).
Denoting by V the representation of Garith given by G(k, 2q − 1, ψ), the action

of Garith on the line
L := (V⊗3)Ggeom

is a character of Garith/Ggeom. We claim that this character is the sign character
sgn of Garith ⊂ Sym(2q). To see this, we argue as follows.

For any n≥3, denoting by Vn the deleted permutation representation of Sym(n+1),
one knows that

(V⊗3
n )Sym(n+1)

= (V⊗3
n )Alt(n+1)

is one dimensional. (Indeed, if Sλ denotes the complex irreducible representation
of Sym(n+ 1) labeled by the partition λ of n+1, then Vn = S(n,1) and sgn= S(1

n+1).
An application of the Littlewood–Richardson rule to

Sλ⊗ IndSym(n+1)
Sym(n) (S(n))= Sλ⊕ (Sλ⊗ Vn)

yields
Vn ⊗ Vn = S(n+1)

⊕ S(n,1)⊕ S(n−1,2)
⊕ S(n−1,12)

see [Fulton and Harris 1991, Exercise 4.19]. Further similar applications of the
Littlewood–Richardson rule then show that Vn ⊗ Vn ⊗ Vn contains the trivial repre-
sentation S(n+1) once but does not contain sgn.) Hence that the action of Sym(n+1)
on

((Vn ⊗ sgn)⊗3)Alt(n+1)

is sgn3
= sgn. Taking n = 2q − 1, we get the claim.

Now apply Deligne’s equidistribution theorem, in the form [Katz and Sarnak
1999, 9.7.10]. It tells us that if Garith/Ggeom has order 2 instead of 1, then the
Frobenii Frobt,L as L runs over larger and larger extensions of k of even (respec-
tively odd) degree become equidistributed in the conjugacy classes of Garith lying
in Ggeom (respectively lying in the other coset Garith \Ggeom). If −1 is not a square
in k, then χL(−1)=−1 for all odd degree extensions L/k, and the empirical third
moment over all odd degree extensions will be −1+ O(1/

√
#L), by the proof of

Theorem 7.1, whereas the empirical moment will be 1+ O(1/
√

#L) over even
degree extensions. So if −1 is not a square in k, then Garith = Sym(2q). If −1
is a square in k, then every empirical moment will be 1+ O(1/

√
#L), and hence

Garith = Alt(2q)= Ggeom.
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9. Identifying the group

In this section, we use the information obtained earlier to identify the group. We
choose a field embedding Q` ⊂C, so that we may view G := Ggeom as an algebraic
group over C.

So let p be an odd prime with q a power of p. We start by assuming that G
is an irreducible, Zariski closed subgroup of SO(2q − 1,C)= SO(V ) such that G
contains Q, an elementary abelian subgroup of order q2. Moreover, we assume
that we may write Q = Q1× Q2 with |Q1| = |Q2| = q so that V = V0⊕ V1⊕ V2,
where V0 is a trivial Q-module, V0⊕ Vi is the regular representation for Qi and
Qi acts trivially on the other summand. Moreover, we assume that G is a quasi-p
group (in the sense that the subgroup generated by its p-elements is Zariski dense),
see Lemma 2.1.

Lemma 9.1. V is tensor indecomposable for Q1. More precisely, V 6= X1⊗ X2,
where the X i are Q1-modules each of dimension ≥ 2.

Proof. We argue by contradiction. Suppose V = X1 ⊗ X2 with each X i of
(necessarily odd) dimensional ≥ 2. Let χX i be the character of Q1 on X i . So
χX1 = a01 +

∑
aχχ and χX2 = b01 +

∑
bχχ , where the χ are the nontrivial

characters of Q1.
We first reduce to the case when both a0, b0 are nonzero. The multiplicity of

the trivial character of Q1 in V is q , so we have

q = a0b0+
∑
χ

aχbχ .

So either a0b0 is nonzero, and we are done, or for some nontrivial χ we have aχbχ
nonzero. In this latter case, replace X1 by X1⊗χ and X2 by X2⊗χ .

Since each nontrivial character χ of Q1 occur exactly once in V , for each such
χ we have

1= a0bχ + aχb0+
∑
ρ 6=χ

aρbχρ̄ .

In particular we have the inequalities

a0bχ ≤ 1, aχb0 ≤ 1.

Because a0, b0 are both nonzero, we infer that if aχ 6= 0, then aχ = b0 = 1 (respec-
tively that if bχ 6= 0, then a0 = bχ = 1). It cannot be the case that all aχ vanish,
otherwise X1 is the trivial module of dimension > 1. This is impossible so long
as X2 is nontrivial, as each nontrivial character of Q1 occurs in V exactly once.
But if all aχ and all bχ vanish, then V is the trivial Q1 module, which it is not.
Therefore a0 = 1 and, similarly, b0 = 1, and all aχ , bχ are either 0 or 1. Now use
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again that the multiplicity of the trivial character of Q1 in V is q , so we have

q = a0b0+
∑
χ

aχbχ .

This is possible only if all aχ and all bχ are 1. But then each X i has dimension q,
which is impossible, as the product of their dimensions is 2q − 1. �

Lemma 9.2. The following statements hold for G:

(i) G preserves no nontrivial orthogonal decomposition of V .

(ii) V is not tensor induced for G.

Proof. We first prove (i). We argue by contradiction. Suppose that

V =W1 ⊥ · · · ⊥Wr with r > 1.

Because G acts irreducibly, G transitively permutes the Wi , and all the Wi have the
same odd dimension d (because 2q−1= rd). Since r divides 2q−1, gcd(r, p)= 1,
so the p-group Q fixes at least one of the Wi , say W1. Because r > 1, there are
other orbits of Q on the set of blocks. Any of these has cardinality some power
of p, so the corresponding direct sum of Wi ’s has odd dimension. As 2q − 1 is
odd, there must be evenly many other orbits, so at least three orbits in total. In
each Q-stable odd-dimensional orthogonal space, Q lies in a maximal torus of the
corresponding SO group, so has a fixed line. Hence dim V Q

≥ 3, contradiction.
We next show that V is not tensor induced. We argue by contradiction. If V is

tensor induced, write V =W⊗· · ·⊗W (with f ≥ 2 tensor factors, dim W < dim V ).
Then Q1 must act transitively on the set of tensor factors (otherwise the representa-
tion for Q1 is tensor decomposable and the previous lemma gives a contradiction).

So by Jordan’s theorem [1872] (see also [Serre 2003, Theorem 4]), there exists
an element y ∈ Q1 that acts fixed point freely on the set of the f tensor factors. All
such elements are conjugate in the wreath product GL(W ) oSym( f ) and we have

χV (y)= (dim W ) f/p.

(Indeed, after replacing y by a GL(W )oSym( f )-conjugate, the situation is this.
Each orbit of 〈y〉 on the set of tensor factors has length p, and y acts on each
corresponding p-fold self-product of W , indexed by Fp, by mapping

⊗
i wi to⊗

i wi+1. In terms of a basis B := {e j } j=1,...,dim W of W, the only diagonal entries
of the matrix of y on this W⊗p are given by the dim W vectors e⊗ e⊗· · ·⊗ e with
e ∈ B.) On the other hand, we have χV (y)= q−1 for any nonzero element y of Q1.
Thus, if d = dim W , we have d f/p

= q−1. Thus, dim V = d f
= (q−1)p > 2q−1,

a contradiction. �

Corollary 9.3. Let L ≤ SO(V ) be any subgroup containing G and let 1 6= N C L.
Then N acts irreducibly on V.
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Proof. We argue by contradiction. Note that the conclusions of Lemmas 9.1 and
9.2 also hold for L .

(i) Because N is normal in L , V is completely reducible for N . Let V1, . . . , Vr be
the distinct N -isomorphism classes of N -irreducible submodules of V. Because
V is L-self-dual, it is a fortiori N -self-dual. Therefore the set of Vi is stable by
passage to the N -dual, Vi 7→ V ?

i . The group L acts transitively on the set of
the Vi . Either every Vi is N -self-dual, or none is (the L-conjugates of an N -self-
dual representation are N -self-dual).

When we write V as the direct sum of its N -isotypic (“homogeneous” in the
terminology of [Curtis and Reiner 1962, 49.5]) components,

V =W1⊕ · · ·⊕Wr ,

then for some integer e ≥ 1 we have N -isomorphisms

Wi ∼= eVi := the direct sum of e copies of Vi .

If r > 1 and all the Wi are self-dual, then this is an orthogonal decomposition
(because for i 6= j , the inner product pairing of (any) Vi with (any) Vj is an N -
homomorphism from Vi to V ?

j
∼= Vj , so vanishes). This contradicts Lemma 9.2.

Suppose r > 1 and no Vi is self-dual. Then the Vi occur in pairs of duals.
Therefore both r and dim V are even, again a contradiction.

(ii) We have shown that r = 1 and e > 1, i.e., V ∼= eV1. Now we apply Clifford’s
theorem, see [Curtis and Reiner 1962, Theorem 51.7]. Thus L preserves the N -
isomorphism class of V1, and so we get an irreducible projective representation
L 7→ PGL(V1) = PSL(V1), and V as a projective representation of L is V1 ⊗ X
with L acting (projectively) irreducibly on X through L/N , and X of dimension e.
Furthermore, the two factor sets associated to these two projective representations
can be chosen to be inverses to each other (as functions L × L → C×), because
the tensor product V1⊗ X = V is a linear representation of Q1. Since e dim V1 =

dim V = 2q − 1, both e and n = dim V1 are coprime to p.
We now claim that, restricted to Q1, each of the tensor factors V1 and X lifts to

a genuine linear representation. Indeed, using the fact that PGL(n,C)= PSL(n,C)

and the short exact sequence

1→ µn→ SL(n,C)→ PSL(n,C)→ 1,

the obstruction for (V1)|Q1 , which is given by the first factor set restricted to Q1,
lies in the cohomology group H 2(Q1, µn). As p -n while Q1 is a p-group, this
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cohomology group vanishes; and so the first factor set restricted to Q1 is cohomo-
logically trivial. As the second set is the inverse of the first set, it is also coho-
mologically trivial. Thus the Q1-module V is tensor decomposable, contradicting
Lemma 9.1. �

We next show that G is finite. It is convenient to use one more fact about G.
There is a subgroup A (namely the group Ggeom for the hypergeometric sheaf H2q−1)
of SO(V ) such that G is normal in A, A/G is cyclic of order dividing 2q − 1 and
A contains an element x of order 2q − 1 with distinct eigenvalues on V.

We also use the fact that G has a nontrivial fixed space on V⊗V⊗V (Theorem 7.1).

Theorem 9.4. G is finite.

Proof. Suppose not. Let N be any nontrivial normal (closed) subgroup of G. By
Corollary 9.3, N is irreducible on V.

(i) Let G0 be the identity component of G. We now show that G0 is a simple
algebraic group. Taking N = G0, we have that G0 acts irreducibly and hence is
semisimple (as it lies in SO(V )). Moreover, the center of G0 is trivial (because it
consists of scalars in SO(V )). Therefore if G0 is not simple, it is the product of
adjoint groups L j , 1≤ j ≤ t (namely the adjoint forms of the factors of its universal
cover), and V is the (outer) tensor product V =

⊗t
j=1 Vj of nontrivial irreducible

L j -modules Vj . By [Guralnick and Tiep 2008, Corollary 2.7], G permutes these
tensor factors Vj . This action is transitive, otherwise we contradict Lemma 9.1.
But this implies that V is tensor induced for G, contradicting Lemma 9.2. Thus
G0 is a simple algebraic group.

(ii) Because the subgroup of G generated by its p-elements is Zariski dense, the
finite group G/G0 is generated by its p-elements. As p is odd, it follows that
either G = G0 is a simple algebraic group or p = 3 and G0

= D4(C). (In all other
cases, the outer automorphism group, i.e., the automorphism group of the Dynkin
diagram of G0, has order at most 2.) Since A/G has odd order, it follows that
A ≤ G0 as well, unless G0

= D4(C) and 3 divides 2q − 1.
Suppose first that A is connected and so a simple algebraic group. Then it

contains a semisimple element x acting with distinct eigenvalues. This implies
that a maximal torus has all weight spaces of dimension at most 1. Moreover,
the module is in the root lattice (since it is odd dimensional and orthogonal). By a
result of Howe [1990] (see also [Panyushev 2004, Table]), it follows if G 6= SO(V ),
then either G =G2(C) with dim V = 7 or G = PGL2(C). If dim V = 7, then q = 4,
a contradiction. If G = PGL2(C), then any finite abelian subgroup of odd order is
cyclic and so Q does not embed in G.

So G = SO(V ). However, SO(V ) has no nonzero fixed points on V ⊗ V ⊗ V
and this contradicts Theorem 7.1.
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Thus, it follows that A is disconnected. So the connected component is D4(C)

and this acts irreducibly on V. If D4(C) contains the element of order 2q − 1,
then a maximal torus has all weight space of dimension 1 and again using [Howe
1990], we obtain a contradiction. If not, then 3 divides 2q − 1, whence p ≥ 5
and Q ≤ D4(C). Any elementary abelian p-subgroup of D4(C) is contained in a
torus and so again we see that the connected component has all weight spaces of
dimension at most 1 and we obtain the final contradiction using [Howe 1990]. �

Let F∗(X) denote the generalized Fitting subgroup of a finite group X (so X is
almost simple precisely when F∗(X) is a nonabelian simple group).

Corollary 9.5. A and G are almost simple and F∗(A) = F∗(G) acts irreducibly
on V.

Proof. Let N be a minimal normal subgroup of G. By Corollary 9.3, N acts
irreducibly, and so by Schur’s lemma CA(N ) = Z(N ) = 1 as A < SO(V ) with
dim V odd. So N is nonabelian, and so, being a minimal normal subgroup, it is a
direct product of nonabelian simple groups. Arguing as in part (i) of the proof of
Theorem 9.4, we see that N is nonabelian simple (otherwise the module V would
be tensor induced). As CG(N ) = 1, we see that N C G ≤ Aut(N ), and so G is
almost simple and F∗(G)= N .

Now, as GC A, A normalizes N . Again since CA(N )= 1 we have that NC A≤
Aut(N ), and so A is almost simple and F∗(A)= N . �

We next observe:

Lemma 9.6. F∗(G) is not a sporadic simple group.

Proof. Notice that both G and A are generated by elements of odd order (p-
elements for G, these and elements of order 2q − 1 for A). On the other hand,
we have S ≤ G ≤ A ≤ Aut(S) for S = F∗(G). One knows [Conway et al. 1985]
that if S is sporadic, then |Out(S)| ≤ 2. Therefore, if S is a sporadic simple group,
then G = A = S. The result now follows easily from information in [Conway et al.
1985]. Namely, we observe that if q is an odd prime power with q2 dividing |G|,
then G has no irreducible representation of dimension 2q − 1. �

We next consider the case F∗(G)= Alt(n). First note Alt(5) contains no non-
cyclic elementary abelian groups of odd order and so is ruled out. Since 2q − 1 is
odd, we see that if G = Alt(n), then A = G = Alt(n) (as the outer automorphism
group of Alt(n) is a 2-group).

Theorem 9.7. Let 0 = Alt(n) with n ≥ 6. Suppose that x ∈ 0 has odd order and
V is an irreducible C[0]-module such that x acts as a semisimple regular element
on V. Then one of the following holds:
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(i) V is the deleted permutation module of dimension n− 1 (i.e., the nontrivial
irreducible constituent of CAlt(n)

Alt(n−1)), and x is either an n-cycle ( for n odd) or
a product of two disjoint cycles of coprime lengths ( for n even); or

(ii) n = 8, x has order 15 and dim V = 14.

Proof. First note that if V is the deleted permutation module of dimension n−1, an
element with 3 or more disjoint cycles has at least a two-dimensional fixed space
on V. Next assume that x has two disjoint cycles of lengths a and b which are
not coprime. Then x affords a 2-dimensional eigenspace on Cn for an eigenvalue
λ, a primitive gcd(a, b)-th root of unity in C. As λ 6= 1 and V is obtained from
Cn by modding out the trivial eigenspace of Sym(n), it follows that x has a two-
dimensional eigenspace on V as well.

Next we observe that if x is semisimple regular on V , then the order of x is at
least dim V. This proves the result for 6 ≤ n ≤ 14 by inspection of the odd order
elements and dimensions of the irreducible modules, aside from the case n = 8 and
dim V = 14 (note that Alt(8) contains an element of order 15). Recall that Alt(8)∼=
GL4(2) and it acts 2-transitively on the nonzero vectors. The only irreducible
module of dimension 14 is the irreducible summand of the permutation module of
dimension 15. In this case x has a single orbit in the permutation representation
and so x is semisimple regular on V.

Now assume that n ≥ 15.
Suppose first that x has at most three nontrivial cycles. Then the order of x is

less than (n/3)3 = n3/27 and so dim V < n3/27. Let W be a complex irreducible
Sym(n)-module whose restriction to Alt(n) contains V |Alt(n). Since 2≤ dim W <

2n3/27, it follows by [Rasala 1977, Result 3] that W ∼= Sλ or Sλ⊗ sgn, where Sλ

is the Specht module labeled by the partition λ of n, with λ= (n−1, 1), (n−2, 2),
or (n− 2, 1, 1). Restricting back to Alt(n), we see that V |Alt(n) = Sλ|Alt(n).

Note that

dim S(n−2,1,1)
= (n− 1)(n− 2)/2, dim S(n−2,2)

= n(n− 3)/2.

It is straightforward to see that the dimension of the fixed space of x on either of
these modules is at least two dimensional, a contradiction. Hence λ= (n− 1, 1)
and V |Alt(n) is the deleted permutation module of dimension n− 1.

We now induct on n. The base case n ≤ 14 has already done. We may assume
that x has at least four nontrivial cycles (each of odd length, as x has odd order).
View x ∈ J :=Alt(a)×Alt(b). where the projection into Alt(b) is a b-cycle and so
the projection into Alt(a) is a product of at least three disjoint cycles. Thus, a ≥ 9.
Let W be an irreducible J -submodule of V with Alt(a) acting nontrivially. So
W =W1⊗W2 with W1 an irreducible Alt(a)-module. Then x must be multiplicity
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free on each Wi and by induction x can have at most two cycles in Alt(a), a
contradiction. �

Note that the previous result does fail for n = 5. Alt(5) has a 5-dimensional
representation in which an element of order 5 has all eigenvalues occurring once.
Thus if G = Alt(n), we see that n = 2q and V is the deleted permutation module.

Corollary 9.8. If G=Ggeom is an alternating group Alt(n) for some n, then n= 2q.

Finally, we consider the case where G is an almost simple finite group of Lie
type, defined over Fs , where s = s f

0 is a power of a prime s0. Let us denote

S := F∗(G)= F∗(A).

Recall that S is simple, irreducible on V , and Z(S)= 1 by Corollary 9.5. We will
freely use information on character tables of simple groups available in [Conway
et al. 1985; GAP 2004], as well as degrees of complex irreducible characters of
various quasisimple groups of Lie type available in [Lübeck 2007]. Finally, we
will also use bounds on the smallest degree d(S) of nontrivial complex irreducible
representations of S as listed in [Tiep 2003, Table 1].

Theorem 9.9. Suppose s0 6= p. Then S ∼= Alt(m) with m ∈ {5, 6, 8}.

Proof. (i) Assume the contrary. We will exploit the existence of the subgroup
Q ≤ G. Recall that the p-rank mp(G) is the largest rank of elementary abelian
p-subgroups of G. Furthermore,

Aut(S)∼= Inndiag(S)o8S0S, (9.9.1)

where Inndiag(S) is the subgroup of inner-diagonal automorphisms of S, 8S is a
subgroup of field automorphisms of S and 0S is a subgroup of graph automorphisms
of S, as defined in [Gorenstein et al. 1998, Theorem 2.5.12]. As F∗(G)= S, we
can embed G in Aut(S). Now, given an elementary abelian p-subgroup P < G of
rank mp(G), we can define a normal series

1≤ P1 ≤ P2 ≤ P,

where P1 = P ∩ Inndiag(S) and P2 = P ∩ (Inndiag(S)o8S). As 8S is cyclic and
P is elementary abelian, P2/P1 has order 1 or p. Set e = 1 if S ∼= P�+8 (s) and
p = 3, and e = 0 otherwise. Then |P/P2| ≤ pe.

Next we bound |P1| when S is not a Suzuki–Ree group. Let 8 j (t) denote the
j-th cyclotomic polynomial in the variable t , and let m denote the multiplicative
order of s modulo p, so that p |8m(s). Note that we can find a simple algebraic
group G of adjoint type defined over Fs and a Frobenius endomorphism F : G→ G
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such that Inndiag(S) ∼= GF. Letting r denote the rank of G, then one can find r
positive integers k1, . . . , kr and ε1, . . . , εr =±1 such that

| Inndiag(S)| = s N
∏
j≥1

8 j (s)n j = s N
r∏

i=1

(ski − εi )

for suitable integers N , n j . Then, according to [Gorenstein et al. 1998, Theo-
rem 4.10.3(b)], |P1|≤ pnm . Let ϕ( · ) denote the Euler function, so deg(8m)=ϕ(m).
Inspecting the integers k1, . . . , kr , one sees that nm ≤ r/ϕ(m). It follows that

|P1| ≤8m(s)nm ≤ ((s+ 1)ϕ(m))r/ϕ(m) ≤ (s+ 1)r .

In fact, one can verify that this bound on |P1| also holds for Suzuki–Ree groups.
Putting all the above estimates together, we obtain that

q2
= |Q| ≤ |P| ≤ (s+ 1)r+1+e. (9.9.2)

We will show that this upper bound on q contradicts the lower bound

2q − 1= dim V ≥ d(S) (9.9.3)

in most of the cases. Let f ∗ denote the odd part of the integer f .

(ii) First we handle the case when S is of type D4 or 3D4. Here, q ≤ (s + 1)3

by (9.9.2). On the other hand, d(S)≥ s(s4
− s2
+ 1), contradicting (9.9.3) if s ≥ 3.

If s = 2, then 8S0S = C3, and so instead of (9.9.2) we now have that q2
≤ 35,

whence q ≤ 13, 2q − 1≤ 25< d(S), again a contradiction.
From now on we may assume e = 0.
Next we consider the case S = PSL2(s). Then Out(S)= Cgcd(2,s−1)×C f , and

mp(S) ≤ 1. It follows that Q is not contained in S but in S oC f and 3 ≤ p | f ∗,
and furthermore q2

= |Q| ≤ (s+ 1) f ∗. As d(S)≥ (s− 1)/2, (9.9.3) now implies
that

s+ 1= s f
0 + 1≤ 16 f ∗,

a contradiction if s0 ≥ 5, or s0 = 3 and f ≥ 5, or s0 = 2 and f ≥ 7. If s0 = 3 and
f ≤ 4, then f ∗ = 3 = f = p, forcing p = s0, a contraction. Suppose s0 = 2 and
f ≤ 6. If p = 5, then f ∗ = 5 and mp(G) = 1, ruling out the existence of Q. If
p = 3, then f = 3, 6, whence q2

≤ 9 and 2q − 1≤ 5< d(S).
Suppose that S = 2B2(s) or 2G2(s) with s ≥ 8. Since mp(S) ≤ 1, we see that

q2
≤ (s+ 1) f , contradicting (9.9.3) as d(S)≥ (s− 1)

√
s/2.

Now we consider the remaining cases with r = 2. Then q ≤ (s+ 1)
3
2 by (9.9.2).

This contradicts (9.9.3) if S = G2(s) (and s ≥ 3), as d(S) ≥ s3
− 1. Similarly,

S 6∼= PSL3(s) with s ≥ 5 and S 6∼= PSU3(s) with s ≥ 8. If S = PSp4(s), then the
case 2-s ≥ 19 is ruled out since d(S)≥ (s2

− 1)/2, and similarly the case 2|s ≥ 8
is ruled out since d(S)= s(s− 1)2/2. In the remaining cases, 8S0S is a 2-group,
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and so Q ≤ S, q2
≤ (s+1)2, q ≤ s+1. Now PSL3(s) and PSU3(s) with s ≥ 4 are

ruled out by (9.9.3), and the same for PSp4(s) with s ≥ 4. Note that when s = 3,
q ≥ 4 and so gcd(q, 2s) 6= 1, a contradiction. If S = SL3(2), then q = 3 and S has
no irreducible character of degree 2q − 1. Finally, Sp4(2)

′ ∼= Alt(6).
Next we handle the groups with r = 3. Here q ≤ (s + 1)2 by (9.9.2). Then

(9.9.3) implies that s ≤ 5. In this case, Out(S) is a 2-group, and so Q ≤ S and
q ≤ (s+ 1)

3
2 by (9.9.2). Using (9.9.3), we see that s ≤ 3. The remaining groups S

cannot occur, since S does not have a real-valued complex irreducible character of
degree 2q − 1.

(iii) From now we may assume that r ≥ 4 (and S is not of type D4 or 3D4). First
we consider the case s = 2. If S = SLn(2) with n ≥ 5, then since Out(S)= C2, the
arguments in (i) show that q2

≤ 3n−1. This contradicts (9.9.3), since d(S)= 2n
− 2.

Suppose S = SUn(2) with n ≥ 7. Note by [Tiep and Zalesskii 1996, Theorem 4.1]
that the first three nontrivial irreducible characters of S are Weil characters and
either non-real-valued or of even degree, and the next characters have degree at
least (2n

− 1)(2n−1
− 4)/9. Hence (9.9.3) can be improved to

2q − 1≥ (2n
− 1)(2n−1

− 4)/9,

which is impossible since q2
≤ 3n by (9.9.2). If S = PSUn(2) with n = 5, 6, then

q2
≤ 36, and S has no nontrivial real-valued irreducible character of odd degree

≤ 2q−1≤ 53. If S= 2F4(2)′ or F4(2), then q2
≤ 35, q ≤ 13, and S has no nontrivial

real-valued irreducible character of odd degree ≤ 2q − 1≤ 25.
Suppose S = Sp2n(2) or �±2n(2). Then Out(S) is a 2-group (recall S is not

of type D4), and so q2
≤ 3n . On the other hand, d(S) ≥ (2n

− 1)(2n−1
− 2)/3,

contradicting (9.9.3). Finally, if S is of type E8, E7, E6, or 2E6, then q2
≤ 38

whereas d(S) > 210, again contradicting (9.9.3).

(iv) Suppose that S = PSp2n(s) with n ≥ 4 and 2 -s ≥ 3. Then by (9.9.2) and (9.9.3)
we have

(sn
− 1)/2≤ 2q − 1≤ 2(s+ 1)(n+1)/2

− 1,

implying n ≤ 5 and s = 3. In this case, inspecting the order of PSp10(3) we see
that q2

≤ 121, and so 2q − 1≤ 21< d(S), a contradiction.
Next suppose that S = PSUn(3) with n ≥ 5. Then q ≤ 2n and d(S)≥ (3n

−3)/4,
and so (9.9.3) implies that n = 5. In this case, inspecting the order of SU5(3) we
see that q2

≤ 61, and so 2q − 1≤ 13< d(S), again a contradiction.
Now we may assume that r ≥ 4, s ≥ 3, S 6∼= PSp2n(s) if 2-s, and moreover s ≥ 4

if S∼= PSUn(s). Then one can check that d(S)≥ sr
·(51/64) (with equality attained

exactly when S ∼= PSU5(4)). Hence (9.9.2) and (9.9.3) imply that

(51/64)2 · s2r
≤ d(S)2 ≤ (2q − 1)2 < 4(s+ 1)r+1

≤ 4 · (4s/3)r+1,
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and so

(3s/4)r−1 < 4 · (64/51)2 · (4/3)2,

which is impossible for r ≥ 4. �

Theorem 9.10. Suppose s0 = p. Then S ∼= Alt(6).

Proof. (i) Assume the contrary. We now exploit the existence of the element x ∈ A
of order 2q − 1 which has simple spectrum on V. As before, we can embed A
in Aut(S) and again use the decomposition (9.9.1). Let 〈y〉 = 〈x〉 ∩ Inndiag(S).
We also view S = GF for some Frobenius endomorphism F : G→ G of a simple
algebraic group G of adjoint type, defined over Fp. Note that y is an F-stable
semisimple element in G, hence it is contained in an F-stable maximal torus T of
G by [Digne and Michel 1991, Corollary 3.16]. It follows that |y| ≤ |T F

| ≤ (s+1)r ,
if r is the rank of G. Set e= 3 if S is of type D4 or 3D4, and e= 1 otherwise. Then
the decomposition (9.9.1) shows that

|x |/|y| ≤ e f ∗,

where f ∗ denotes the odd part of f as before (and s = p f ). We have thus shown
that

2q − 1= |x | ≤ (s+ 1)r e f ∗. (9.10.1)

We will frequently use the following remark:

either f = 1 and s ≥ 3 f ∗, or s ≥ 9 f ∗. (9.10.2)

We will show that in most of the cases (9.10.1) contradicts (9.9.3). First we handle
the case S is of type D4 or 3D4, whence d(S)≥ s(s4

− s2
+ 1). Hence (9.10.1) and

(9.10.2) imply that

s(s4
− s2
+ 1)≤ 2q − 1≤ s(s+ 1)4/3

if f > 1, a contradiction. If f = 1, then since 2q − 1 = dim V is coprime to 2s,
we see by [Lübeck 2007] that

2q − 1> s7/2> 3(s+ 1)4,

contradicting (9.10.1).

(ii) From now on we may assume that e = 1. Next we rule out the case where V |S
is a Weil module of S ∈ {PSLn(s),PSUn(s)} with n ≥ 3, or S = PSp2n(s) with
n ≥ 2. Indeed, in this case, if S = PSLn(s) then

dim V = (sn
− s)/(s− 1), (sn

− 1)/(s− 1)
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is congruent to 0 or 1 modulo p and so cannot be equal to 2q − 1. Similarly, if
S = PSUn(s), then V |S can be a Weil module of dimension 2q − 1 only when 2 | n
and dim V = (sn

− 1)/(s+ 1). In this case,

q = (2q − 1)p = ((sn
+ s)/(s+ 1))p = s

(where Np denotes the p-part of the integer N ), and so 2s− 1= (sn
+ s)/(s+ 1),

a contradiction. Likewise, if S = PSp2n(s), then V |S can be a Weil module of
dimension 2q − 1 only when p = 3 and dim V = (sn

+ 1)/2. In this case,

sn
= (2 dim V − 1)p = (4q − 3)p,

and so q = 3 and n = 2. One can show that PSp4(3) does possess a complex
irreducible module of dimension 2q − 1 = 5, with an element x of order 5 with
simple spectrum on V and a subgroup Q ∼=C2

3 with desired prescribed action on V ;
however, any such module is not self-dual. Henceforth, for the aforementioned
possibilities for S we may assume that dim V ≥ d2(S), the next degree after the
degree of Weil characters. Note that d2(S) for these simple groups S is determined
in Theorems 3.1, 4.1, and 5.2 of [Tiep and Zalesskii 1996].

(iii) Suppose S = PSL2(s); in particular, s 6= 9. Assume f ≥ 4. As Out(S) =
C2,s−1×C f , we see that q2

≤ s f p < s2/20, whereas 2q − 1≥ d(S)≥ (s− 1)/2, a
contradiction. If f ≤ 3 but f p > 1, then f = p = 3, s = 33, q2

≤ s f = 34, forcing
q = 9. But then S = PSL2(27) has no irreducible character of degree 2q − 1= 17.
Thus f p = 1, q2

≤ s, and so (9.9.3) implies that s ≤ 17. As s 6= 9, we see that
mp(G)= mp(S)= 1, contradicting the existence of Q.

Next we consider the case S = PSL3(s) or PSU3(s). If f > 1, then (9.9.3)–
(9.10.2) imply

(s− 1)(s2
− s+ 1)/3≤ d2(S)≤ 2q − 1≤ (s+ 1)2s/9,

which is impossible. Thus f = 1, whence

(s− 1)(s2
− s+ 1)/3≤ d2(S)≤ 2q − 1≤ (s+ 1)2,

yielding s ≤ 5. But if s = 3 or 5, then any nontrivial χ ∈ Irr(S) of odd degree
coprime to s is a Weil character, which has been ruled out in (ii).

Suppose now that S = PSL4(s) or PSU4(s). For s ≥ 5 we have

(s− 1)(s3
− 1)/2≤ d2(S)≤ 2q − 1≤ (s+ 1)3s/3,

which is possible only when s ≤ 11. Thus 3≤ s ≤ 11, whence f ∗ = 1, and so

(s− 1)(s3
− 1)/2≤ d2(S)≤ 2q − 1≤ (s+ 1)3,
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leading to s = 3. If s = 3, then any odd-order element in G has order ≤ 13, whereas
d(S)= 21, contradicting (9.9.3).

To finish off type A, assume now that S= PSLn(s) or PSUn(s) with n ≥ 5. Then
(9.9.3)–(9.10.2) imply

(sn
+ 1)(sn−1

− s2)

(s+ 1)(s2− 1)
≤ d2(S)≤ 2q − 1≤ (s+ 1)n−1s/3,

whence
s2n−3 < (s+ 1)ns/3< s51n/40

(because (s+ 1)/s ≤ 4/3< 311/40), a contradiction as n ≥ 5.

(iv) Suppose S = P�±2n(s) with n ≥ 4. For n ≥ 5 we get that

(sn
− 1)(sn−1

− s)
s2− 1

≤ d(S)≤ 2q − 1≤ (s+ 1)n f ≤ (s+ 1)ns/3,

whence
s2n−3.1 < (s+ 1)ns/3< s51n/40,

a contradiction. If n = 4, then S = P�−8 (s). In this case, since 2q − 1 is coprime
to 2s, [Lübeck 2007] implies that

2q − 1≥ (s4
+ 1)(s2

− s+ 1)/2> (s+ 1)4s/3,

again a contradiction.
Suppose S = PSp2n(s) with n ≥ 2 or �2n+1(s) with n ≥ 3. Using the bound

2q − 1 ≥ d2(S) for S = PSp2n(s) and 2q − 1 ≥ d(S) otherwise, we get for n ≥ 3
that

(sn
− 1)(sn

− s)
s2− 1

≤ 2q − 1≤ (s+ 1)n f ≤ (s+ 1)ns/3,

whence
s2n−2.1 < (s+ 1)ns/3< s51n/40,

a contradiction. If n = 2, then S = PSp4(s), and we have

s(s− 1)2 ≤ 2q − 1≤ (s+ 1)2s/3,

forcing q ≤ 9. If 5 ≤ q ≤ 9, then since the degree 2q − 1 = dim V is coprime
to 2s, we again get 2q − 1> 300≥ (s+ 1)2s/3. Finally, PSp4(3) has no nontrivial
non-Weil character of degree coprime to 6.

(v) If S is of type E6, 2E6, E7, or E8, then

(s5
+ s)(s6

− s3
+ 1)≤ d(S)≤ 2q − 1≤ (s+ 1)8 f ≤ (s+ 1)8s/3,

a contradiction. Similarly, if S = F4(s), then

s8
− s4
+ 1= d(S)≤ 2q − 1≤ (s+ 1)4s/3,
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which is impossible. Likewise, if S = G2(s) with s ≥ 5, then

s3
− 1≤ d(S)≤ 2q − 1≤ (s+ 1)2s/3,

again a contradiction. Next, if S = G2(3), then 2q − 1≤ 16 cannot be a degree of
an irreducible character of S. Finally, if S = 2G2(s), then

s2
− s+ 1= d(S)≤ 2q − 1≤ (s+ 1) f ≤ (s+ 1)s/3,

again a contradiction since s ≥ 27. �

Our proof is now concluded by applying Theorem 9.7. �
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Local estimates for Hörmander’s operators
with Gevrey coefficients and application
to the regularity of their Gevrey vectors

Makhlouf Derridj

Given a general Hörmander’s operator P =
∑m

j=1 X2
j + Y + b in an open set

� ⊂ Rn , where Y, X1, . . . , Xm are smooth real vector fields in �, b ∈ C∞(�),
and given also an open, relatively compact set �0 with �0 ⊂ �, and s ∈ R,
s ≥ 1, such that the coefficients of P are in Gs(�0) and P satisfies a 1

p -Sobolev
estimate in �0, our aim is to establish local estimates reflecting local domination
of ordinary derivatives by powers of P , in �0. As an application, we give a
direct proof of the G2ps(�0)-regularity of any Gs(�0)-vector of P .
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1. Introduction

The study of the regularity of analytic vectors of partial differential operators goes
back to the work of T. Kotake and N. S. Narasimhan [1962] who proved the (local)
analyticity of (local) analytic vectors of elliptic operators with analytic coefficients
(see also [Nelson 1959] for another related context). This property, called the “iter-
ation property” or even the “Kotake–Narasimhan property” was further studied in
the following decades in more general situations (such as systems, or nonelliptic
operators) and also in the Gevrey categories Gs , s ≥ 1 (s = 1 corresponds to
the analytic case). This was in particular the case for the class of differential
operators of principal type with analytic coefficients and also, after the famous
article by L. Hörmander on hypoelliptic operators of second order, the systems of
real-analytic real vector fields satisfying the so-called Hörmander condition, and
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also for the Hörmander’s operators themselves. A result of G. Métivier [1978]
shows that the “iteration property” is not true for nonelliptic operators in the Gevrey
category Gs , s > 1, and another one by M.S. Baouendi and Métivier [1982] gave
the “iteration property” for hypoelliptic operators of principal type in the analytic
setting. Concerning analytic real vector fields, satisfying Hörmander’s condition,
that property was shown by M. Damlakhi and B. Helffer [1980], followed by a
more precise version by Helffer and C. Mattera [1980].

More recently, a series of papers studying the case of involutive systems of ana-
lytic complex vector fields, concerning analytic or more generally Gevrey vectors,
have been published [Barostichi et al. 2011; Castellanos et al. 2013]. Even knowing
that the “iteration property” is not true for nonelliptic operators, one can ask about
the Gevrey regularity Gs′ of an s-Gevrey vector (s ≥ 1) and even give the best
s ′ one may obtain. Such a study is contained in the above mentioned papers. A
more recent paper by N. Braun Rodrigues, G. Chinni, P. Cordaro and M. Jahnke
[Braun Rodrigues et al. 2016] was partly devoted to the study of global analytic
vectors for some sums of squares on a product of two tori. A little later, we studied
in [Derridj ≥ 2019] the case of Gk(�)-vectors of Hörmander’s operators of the
first kind (or degenerate elliptic) with Gk(�) coefficients, � an open set in Rn (see
the definitions in Section 2), and k ∈N∗ (in particular analytic vectors for k = 1),
in which we proved an optimal result (the optimality following from the work in
the global case by the authors of [Braun Rodrigues et al. 2016]).

In this paper, we consider general Hörmander’s operators P (of the second kind
or degenerate elliptic parabolic) for which we study the existence of local estimates
giving local domination of the ordinary derivatives by powers of P , when the co-
efficients of P are in Gs(�0), �0 ⊂ �, and P satisfies a “ 1

p -Sobolev estimate”
on �0 (see Section 2). This, with our main result Theorem 4.2, is used to obtain
G2ps(�0)-regularity for Gs(�0)-vectors of P (s ≥ 1), providing therefore, first a
direct proof, without using the method of addition of an extra variable, and second
the result, with any s ∈ R, s ≥ 1. Let us remark that, in our preceding result, as we
used the above method, our result was obtained there for s = k ∈ N∗.

In a forthcoming paper, we will consider operators of the first kind, for which the
integer p (giving the 1

p -Sobolev estimate in �0) is intimately related to the vector
fields (X1, . . . , Xm) and prove finer local estimates of domination by powers of P ,
giving, as an application, the optimal G ps(�0) regularity for any Gs(�0)-vector
of P . A complete survey on results in this field until 1987 may be found in [Bolley
et al. 1987] and a more very recent short one may be found in [Derridj 2017].

We recall in Section 2 some definitions and elementary facts about the opera-
tors P , Gevrey functions and Gevrey vectors. Section 3 will be devoted to prelim-
inary lemmas and propositions as a preparation for the proof of our main theorem.
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Our main theorem will be proved in Section 4 and the last section is devoted to the
application of the main result to the regularity of Gevrey vectors of P .

2. Some notation and definitions

We consider a system (Y, X1, . . . , Xm) of real vector fields with smooth coefficients
on an open set �⊂ Rn , and

P =
m∑

j=1

X2
j + Y + b, b ∈ C∞(�), (2-1)

see [Hörmander 1967; Kohn 1978; Rothschild and Stein 1976]. Let us just recall
Hörmander’s condition for hypoellipticity in � of the operator (2-1):

The Lie algebra, Lie(Y, X1, . . . , Xm), generated by the
vector fields Y, X1, . . . , Xm , is of maximal rank in �.

(2-2)

Concretely, the family of brackets of all lengths of the vector fields Y, X1, . . . , Xm

span at any point x ∈� the tangent space at x .
Under the condition (2-2), Hörmander proved the following a priori subellip-

tic estimate which we briefly describe. The L2-norm and Sobolev Hσ-norm are
denoted by ‖ · ‖ and ‖ · ‖σ .

Let us recall, below, some norms introduced by Hörmander [1967]:

|||v||| = ‖v‖+
∑m

j=1 ‖X jv‖, v ∈ D(�),

‖v‖′ = sup
{
‖(v,w)‖ : |||w|||< 1, w ∈ D(�)

}
≤ ‖v‖.

(2-3)

Theorem 2.1 [Hörmander 1967]. Let �0 b� and assume (2-2). Then there exist
σ > 0 and C > 0 such that

‖v‖σ ≤ C(|||v||| + ‖Yv‖′), for all v ∈ D(�0). (2-4)

We call (2-4) a subelliptic estimate for P.

The constants σ and C depend on �0 and Y, X1, . . . , Xm . More specifically, σ
depends on the length of the brackets needed in order to span the tangent space at
every point of �0.

Now, elementary technical manipulations give, with C0 > 0,

‖v‖σ ≤ C0(‖Pv‖′+‖v‖), for all v ∈ D(�0). (2-5)

A particular ingredient in order to get (2-5) and which we need in the sequel is the
set of obvious inequalities:

‖X jv‖
′
≤ C‖v‖, ∀v ∈ D(�), for some C > 0, j = 1, . . . ,m. (2-6)
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We want to say a word on the case Y = 0, or more generally the case where
in (2-2) one considers the Lie algebra Lie(X1, . . . , Xm) generated by X1, . . . , Xm ;
in that case, one has a more precise estimate. We considered that case in our
preceding work, obtaining an optimal result for the Gevrey regularity of k-Gevrey
vectors of P (named in that case Hörmander’s operator of the first kind), k ∈ N∗.

Coming back to our general case (named operator of the second kind), we need
to write a more precise a priori estimate than (2-5) which we need to consider in
the sequel:

‖v‖σ +

m∑
j=1

‖X jv‖ ≤ C0(‖Pv‖′+‖v‖), for all v ∈ D(�0). (2-7)

Again this is easily obtained, using (2-4).
Let us recall, in order to be complete, definitions of Gevrey functions and Gevrey

vectors of a differential operator of order m (here it will be m = 2).

Definition 2.2. Let s ≥ 1. The space of Gevrey functions of order s, Gs(�), is
defined as

Gs(�) :=
{

u ∈ C∞(�) : ∀K b�, ∃CK > 0 s. t. |∂αu|K ≤ C |α|+1
K |α|!s

∀α ∈ Nn, |α| =
∑n

j=1 α j , ∂
α
= ∂α1

x1
· · · ∂

αn
xn

}
. (2-8)

Remark 2.3. It is known that for s > 1, one has the property of partition of unity in
Gs(�): in particular, given two open sets �1, �2, with �1 compact and �1 ⊂�2,
there exists a function ϕ ∈ D(�2), ϕ ≡ 1 on �1, ϕ ∈ Gs(�2).

Definition 2.4. Let P be a differential operator of order m in �. The space
Gs(�, P) of s-Gevrey vectors of P in �, s ≥ 1, is defined as

Gs(�, P) :=
{

u ∈ L2
loc(�) : ∀K b�, ∃CK > 0 s. t. ∀k ∈ N,

Pku ∈ L2(K ) and ‖Pku‖L2(K ) ≤ Ck+1
K (mk)!s

}
. (2-9)

As in our case, P is of order 2 and hypoelliptic, with a subelliptic estimate (2-5)
or (2-7), (2-9) reduces to

Gs(�, P) :=
{

u ∈ C∞(�) : ∀K b�, ∃CK > 0

s. t. ∀k ∈ N, ‖Pku‖L2(K ) ≤ Ck+1
K (2k)!s

}
. (2-10)

Remark 2.5. We used in our definitions (2-9), (2-10), the commonly used L2-
norm, but in some specific situations, such as for systems of complex vectors,
other norms are used [Barostichi et al. 2011; Castellanos et al. 2013].
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3. Preliminary lemmas and propositions

When trying to get estimates for derivatives ∂αu of a function u, knowing Pu, we
are faced in particular with the study of commutators [P, ∂α], α ∈ Nn , so, to the
study of commutators [X2

j , ∂
α
], [Y + b, ∂α]. Now, one has the following equality:

[X2
j , ∂

α
] = 2X j [X j , ∂

α
] − [X j , [X j , ∂

α
]]. (3-1)

So we have to look closely at the commutators [X j , ∂
α
], [Y + b, ∂α] and the dou-

ble commutators [X j , [X j , ∂
α
]]. In order to get an estimate for the coefficients

of the differential operators above, it is sufficient to consider the following basic
commutators

[a`∂`, ∂α], `= 1, . . . , n, a` ∈ Gs(�),

[a`∂`, [ak∂k, ∂
α
]], `, k = 1, . . . , n, a`, ak ∈ Gs(�),

(3-2)

as Y and X j are linear combinations of the basic vector fields a`∂`, a` ∈ Gs(�).
Of course, the commutator [b, ∂α] is elementary. Then

[b, ∂α] = −
∑

β<α

(
α
β

)
b(α−β)∂β =

∑
β<α bαβ∂β,(

α
β

)
=
∏

j

(
α j
β j

)
, β < α ⇔ β j ≤ α j , β 6= α,

[a`∂`, ∂α] = −
∑

β<α

(
α
β

)
a(α−β)` ∂β+`,

β + `=
{
(β + `)i = βi , i 6= `, (β + `)` = β`+ 1

}
.

(3-3)

Let us, now, give the expression of [a`∂`, [ak∂k, ∂
α
]] or, in view of (3-3),∑

β<α

(
α

β

)
[a(α−β)k , ∂β+k, a`∂`].

But for β < α,

[a(α−β)k ∂β+k, a`∂`] =
∑

γ<β+k

(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+`− a`a
(α−β+`)

k ∂β+k .

Hence we get

[a`∂`, [ak∂k, ∂
α
]]

=

∑
γ<β+k,
β<α

(
α

β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+`−
∑
β<α

(
α

β

)
a`a

(α−β+`)

k ∂β+k . (3-4)

In the first sum in the second member of (3-4), we distinguish two families of
γ ’s such that γ < β + k:
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(i) If γk = 0, then γ ≤ β, so γ < α (as β < α). Hence in that case∑
β<α, γ<β+k, γk=0

(
α
β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+` is a part of∑
β<α, γ≤β

(
α
β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+`.
(3-5)

(ii) If γk 6= 0, we set δ = (δ1, . . . , δn) with δρ = γρ if ρ 6= k and δk = γk − 1. So
δ < β < α, in particular |δ| ≤ |α| − 2 (easy to see) and γ = δ+ k. Hence∑

β<α, γ<β+k,γk 6=0
(
α
β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+` is a part of∑
β<α, δ≤β

(
α
β

)(
β+k
δ+k

)
a(α−β)k a(β−δ)` ∂δ+`+k .

(3-6)

Setting I(`,k) = (I1, . . . , In) with Iρ = 0 if ρ 6∈ (`, k) and Iρ = 1 if ρ ∈ {`, k},
the sum in the second line of (3-6) can be written as∑

β<α
δ<β

(
α

β

)(
β+k
δ+k

)
a(α−β)k ∂δ+I(`,k) (3-7)

So, looking at (3-4) and in view of (3-5), (3-6) and taking as 0 the other coefficients
in
∑

β<α, γ≤β (in (3-5)) and
∑

β<α, δ<β (in (3-6)) which are not in (3-4), we may
write

[a`∂`, [ak∂k, ∂
α
]]

= −

∑
β<α

a`kαβ∂β+k
+

∑
γ<α

b`kαγ ∂γ+`+
∑
δ<α

|δ|≤|α|−2

c`kαδ∂δ+I(`,k),

where a`kαβ =
(
α
β

)
a`a

(α−β+`)

k ,

b`kαγ =
∑

γ≤β<α

(
α
β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ,

c`kαδ =
∑

δ<β<δ

(
α
β

)(
β+k
δ+k

)
a(α−β)k a(β−δ)` .

(3-8)

Now considering a vector field X j with smooth coefficients a j`, i.e.,

X j =

n∑
`=1

a j`∂` =

n∑
`=1

Z j`,

we obtain from (3-3)

[X j , ∂
α
] =

n∑
`=1

[Z j`, ∂
α
] = −

∑
β<α

`=1,...,n

(
α

β

)
a(α−β)j` ∂β+` =

∑
β<α

`=1,...,n

a jαβ`∂
β+`,

[Y, ∂α] =
n∑
`=1

[b`∂`, ∂α] = −
∑
β<α

`=1,...,n

(
α

β

)
b(α−β)` ∂β+` =

∑
β<α

`=1,...,n

bαβ`∂β`.

(3-9)
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Concerning the double brackets, we obtain:

[X j , [X j∂
α
]] =

∑
`,k[Z j`, [Z jk, ∂

α
]], with [Z j`, [Zk`, ∂

α
]] given in (3-8),

where a`kαβ is replaced by a j`kαβ , and so on. (3-10)

Now we assume that the coefficients of P are in Gs(�). So a j`, b` and b are
in Gs(�). So we have that for any compact K in �, there exists CK > 0 such that

for all ν ∈ Nn,

|a(ν)j` |K+|b
(ν)
` |K+|b

(ν)
|K ≤C |ν|+1

K |ν|!s, `∈ {1, . . . , n}, j ∈ {1, . . . ,m}. (3-11)

Writing (3-10) more concretely, we get using (3-8)

[X j , [X j , ∂
α
]] =

∑
β<α

k=1,...,n

d jkαβ∂
β+k
+

∑
β<α

k,`=1,...,n

c j`kαβ∂
β+`+k,

where d jkαβ =−
∑n

`=1 a j`kαβ +
∑n

`=1 b jk`αβ . (3-12)

We want now to get estimates for the coefficients of the brackets and double brack-
ets in (3-9) and (3-12) and the operators associated to these brackets, when the
coefficients are in Gs(�).

Proposition 3.1. Assume the coefficients of P are in Gs(�). Given any compact
set K in �, there exists B = BK > 0 such that the coefficients of the operators
[b, ∂α] (given in (3-3)), [X j , ∂

α
], [Y, ∂α] (given in (3-9)), [X j , [X j , ∂

α
]] (given in

(3-12)) satisfy the following estimates:

|bαβ |K + |bαβ`|K + |a jαβ`|K + |∇bαβ |K
+ |∇bαβ`|K + |∇a jαβ`|K ≤ B |α−β|

(
α!
β!

)s
,

|c j`αβ |K + |∇c j`kαβ |K ≤ B |α−β|
(
(α+k)!
(β+k)!

)s
,

|d jkαβ |K + |∇d jkαβ |K ≤ B |α−β|
(
(|α| + 1)α!

β!

)s
.

(3-13)

Proof. We recall first that β < α and (α+ k)` = α` for ` 6= k and (α+ k)k = αk+1.
The first line comes easily from the expression of the functions bαβ , bαβ`, a jαβ`,
and their derivatives. Note that we took B |α−β| in place of B |α−β|+1 as |α−β| ≥ 1
and used (3-11). The proof for the other functions needs more work. We first use
the following estimate for a(α−β)jk a(β−δ)j` , which is in the expression of c j`kαδ (see
last line in (3-8)):∣∣∣a(α−β)jk a(β−δ)`

(
α

β

)(
β+k
δ+k

)∣∣∣≤ B |α−β|(λB)|β−δ|
(
(α+k)!
(δ+k)!

)s
, λ≥ 1. (3-14)

For that we used
α!

β!

(β+k)!
(δ+k)!

=
α!(βk+1)
(δ+k)!

≤
(α+k)!
(δ+k)!

.
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Hence

|c j`kαδ|K ≤

( ∑
δ<β<α

B |α−β|(λB)|β−δ|
)(

(α+ k)!
(δ+ k)!

)s

, λ≥ 1.

As (λB)|β−δ| = (λB)|α−δ|(λB)−|α−β|, (δ < β < α), we get:

|c j`kαδ|K ≤

(
(α+k)!
(δ+k)!

)s
(λB)|α−δ|

∑
β<α

λ−|α−β|.

Now we use the following easy lemma:

Lemma 3.2. There exists ε0 > 0 (independent from α) such that if 0< ε ≤ ε0 then∑
β<α ε

|α−β|
≤ 1.

This comes from the fact that if β j ≤α j , j =1, . . . , n, and α 6=β then
∑n

j=1 β j <∑n
j=1 α j . In fact, setting λ j = α j −β j ∈ N,

∑n
j=1 λ j ≥ 1,∑

ε
∑
λ j ≤

∑
λ1≥1

ε
∑
λ j + · · ·+

∑
λn≥1

ε
∑
λ j

≤ ε

( ∑
(λ2,...,λn)∈Nn−1

ελ2+...+λn + · · ·+

∑
(λ1,...,λn−1)∈Nn−1

ελ1+...+λn−1

)
≤ εn2n−1 if ε ≤ 1

2 .

The lemma follows by taking ε0 = (n2n−1)−1.
Coming back to our proof, we consider λ0 = n2n−1

= ε−1
0 and replace B by

λ0 B. We get the estimate for c jkαβ . As d jkαβ =−
∑n

`=1(a j`kαβ − b jk`αβ), we just
need to bound on K the functions a j`kαβ and b jk`αβ for ` = 1, . . . , n. The worst
term is b jk`αγ . As we did above, we use, with λ≥ 1,∣∣∣(α

β

)(
β+`

γ

)
a(α−β)` a(β+`−γ )k

∣∣∣≤ B |α−β|+1(λB)|β−γ |
(
α!

γ !
(β`+ 1)

)s
.

So,

|b jk`αγ | ≤

( ∑
γ≤β<α

B |α−β|+1(λB)|β−γ |
)(
(α+ `)!

γ !

)s

≤

(
(α+`)!

γ !

)s
B(λB)|α−γ |

∑
β<α

λ−|α−β|

≤ B
(
α!

γ !

)s
(|α| + 1)s(λB)|α−γ |

∑
β<α

λ−|α−β|.

Now taking λ≥ λ0, B large enough, we obtain what we want (more precisely we
take B̃ such that (as |α− γ | ≥ 1), B(λB)|α−γ | ≤ (λB̃)|α−γ |, and then choose the
final B as λB̃). Concerning the derivatives of first order, we just have to apply what
we did, using bounds on K , not only for the coefficients of P , but also bounds of
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their derivatives of first order. In order to be rigorous and complete, let us bound a
derivative of b j`kαγ , which we denote by b′j`kαγ . Then we have (see (3-8))

b′j`kαβ =
∑

γ≤β<α

(
α

β

)(
β+k
γ

)(
(a(α−β)jk )′a(β+k−γ )

j` + a(α−β)jk (a(β+k−γ )
j` )′

)
.

So we just have to do the same as before to get the bounds on K for the functions
a′jk , a j`, a jk and a′j`. Hence taking B, greater if necessary, we obtain (3-13). �

As a consequence, we obtain the following:

Proposition 3.3. Assume that the coefficients of P are in Gs(�). Then for every
relatively compact open set �0 in � (�0 b�), there exists B = B(�0, P) > 0 such
that, for every τ , 0≤ τ ≤ 1, one has for j = 1, . . . ,m, β < α, `, k ∈ {1, . . . , n},
‖bαβv‖τ +‖bαβ`v‖τ +‖a jαβ`v‖τ

≤ B |α−β|
(
α!

β!

)s
‖v‖τ , β < α, `= 1, . . . , n,

‖c j`kαβv‖τ ≤ B |α−β|
(
(α+k)!
(β+k)!

)s
‖v‖τ ,

‖d jkαβv‖τ ≤ B |α−β|
(
α!(|α|+1)

β!

)s
‖v‖τ , ∀v ∈ D(�0).

(3-15)

Proof. From inequalities (3-13), one obtains estimates (3-15) for τ = 0 and τ = 1.
Then (3-15) follows from the cases τ = 0 and τ = 1 by interpolation between
Sobolev spaces L2 and H 1. �

Remark 3.4. Our Proposition 3.1 is a refinement of our Lemma 5.3 in [Derridj
≥ 2019]. We need this refinement in order to prove our local estimates of ordinary
derivatives in terms of powers of P .

In order to begin to state what we need for our results, we make the following
assumption:

Estimate (2-4) is true with σ =
1
p
, p ∈ N∗. (3-16)

Then our local estimates will use the equality σ = 1
p . In this section, we want to

give and prove the basic ones which we will use in another section in order to give
a sequence of local estimates for P , assuming (2-7), (3-16) and P with coefficients
in Gs(�), for some s ≥ 1.

Proposition 3.5. Assume (2-4), (3-16) and that P has smooth coefficients. Let
�1 be a relatively compact open subset of �0. Then there exists a constant C =
C(�0, P) > 0 such that for all (u, ϕ) ∈ C∞(�1)∩D(�1),

‖ϕu‖σ ≤ C
(
‖ϕPu‖′+

∑
|β|≤2

‖ϕ(β)u‖
)
. (3-17)
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Proof. This proposition has a simple proof. Taking v = ϕu in (2-7), we get

‖ϕu‖σ +
m∑

j=1

‖X jϕu‖ ≤ C0(‖Pϕu‖′+‖ϕu‖),

taking �0 =�1 and C0 as in (2-7) related to �0 b�, we have

‖Pϕu‖′ ≤ ‖ϕPu‖′+‖[P, ϕ]u‖′, (3-18)
with

‖[P, ϕ]u‖′ ≤ 2
m∑

j=1

(
‖X j [X j , ϕ]u‖′+‖X2

j (ϕ)u‖
′
)
+‖Y (ϕ)u‖′

≤ 2
m∑

j=1

(
‖X j (ϕ)u‖+‖X2

j (ϕ)u‖
)
+‖Y (ϕ)u‖, from (2-3), (2-6).

Now as the X j , Y are smooth in � and �0 ⊂�,

‖X j (ϕ)u‖ ≤ C1
∑
|β|≤1

‖ϕ(β)u‖, ‖X2
j (ϕ)u‖ ≤ C1

∑
|β|≤2

‖ϕ(β)u‖. (3-19)

So, with a suitable C , (3-17) is obtained from (3-18), (3-19). �

In order to reach estimates for ordinary derivatives, one way is to try to obtain
estimates for ϕu in the Sobolev spaces H `σ , `= 1, . . . , p, (3-17) corresponding
to ` = 1. As the basic estimate (2-6) is with Hσ (i.e., ` = 1), it is natural to use
the following, recalling some notation and definitions in [Derridj ≥ 2019, Section
2]: let �0, be such that �1 ⊂�0 ⊂�0 b�. So we consider ψ ∈D(�0), ψ = 1 on
�1; one way to estimate ‖v‖`σ , knowing (2-7) is to consider ψT`σv, v ∈D(�1);
in fact, for all v ∈ D(�1),

‖v‖(`+1)σ = ‖ψv‖(`+1)σ = ‖T(`+1)σψv‖ = ‖T`σψv‖σ ,

(see [Derridj ≥ 2019, 2.11-2.13]),

where T̂ρw(ξ)= (1+‖ξ‖2)ρ/2ŵ(ξ), for all w ∈ D(Rn). Hence

‖v‖(`+1)σ ≤ ‖[T`σ , ψ]v‖σ +‖ψT`σv‖σ ≤ C2‖v‖(`+1)σ−1+‖ψT`σv‖σ .

Now for `= 1, . . . , p− 1, (`+ 1)σ − 1≤ 0. So

‖v‖(`+1)σ ≤ C̃‖v‖+‖ψT`σv‖σ , for all v ∈ D(�1). (3-20)

So this boils down to applying (2-7) to ψT`σv ∈ D(�0) using the constant C0.
Then we have

‖v‖(`+1)σ ≤ C̃(‖v‖+‖ψT`σv‖σ )≤ C̃
(
‖ψT`σv‖+

∑
j

‖X jψT`σv‖+‖v‖
)
.
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So, we get:

‖ϕu‖(`+1)σ ≤ C0C̃
(
‖PψT`σϕu‖′+‖ψT`σϕu‖+‖ϕu‖

)
,

yielding

‖ϕu‖(`+1)σ ≤ C3
(
‖PψT`σϕu‖′+‖ϕu‖`σ

)
,

for all (u, ϕ) ∈ C∞(�1)×D(�1). (3-21)

Now we provide a suitable bound for ‖PψT`σϕu‖′ as follows:

‖PψT`σϕu‖′

≤ ‖[P, ψT`σ ]ϕu‖′+‖ψT`σ [P, ϕ]u‖′+‖ψT`σϕPu‖′

≤

m∑
j=1

(
2‖X j [X j , ψT`σ ]ϕu‖′+‖[X j , [X j , ψT`σ ]]ϕu‖

)
+‖[Y +b, ψT`σ ]ϕu‖

+

m∑
j=1

(
2‖ψT`σ X j [X j , ϕ]u‖′+‖ψT`σ [X j [X j , ϕ]]u‖′

)
+‖ψT`σ [Y, ϕ]u‖′+‖ψT`σϕPu‖′.

Using again inequalities in (2-3), (2-6), we get, with some constant C which may
vary from line to another,

‖PψT`σϕu‖′

≤C
(
‖ϕu‖`σ +

m∑
j=1

(
2‖[ψT`σ , X j ][X j , ϕ]u‖′+‖X jψT`σ [X j , ϕ]u‖′

+‖X2
j (ϕ)u‖`σ

)
+‖Y (ϕ)u‖`σ

)
+‖ψT`σϕPu‖′

≤ C
(
‖ψT`σϕPu‖′+

m∑
j=1

(
‖X j (ϕ)u‖`σ +‖X2

j (ϕ)u‖`σ +‖ϕu‖`σ

+‖Y (ϕ)u‖`σ
))
. (3-22)

Hence, in fact, we proved the following with �0 as above:

Proposition 3.6. Under the hypotheses in Proposition 3.5, there exists a constant
C = C(�0, P) > 0 such that

‖ϕu‖(`+1)σ ≤ C
(
‖ϕPu‖`σ +

∑
|β|≤2

‖ϕ(β)u‖`σ

)
, `= 0, . . . , p− 1. (3-23)

The next step is to obtain such estimates for couples (∂αu, ϕ) for (u, ϕ) ∈
C∞(�1)×D(�1), α ∈ Nn . In order to get such an estimate, let us first consider
the case `= 0. We use (3-17). So

‖ϕ∂αu‖σ ≤ C‖ϕP∂αu‖′+
∑
|β|≤2

‖ϕ(β)∂αu‖.
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Here, what is new is to use ϕP∂αu = ϕ[P, ∂α]u+ϕ∂αPu:

‖ϕP∂αu‖′ ≤ ‖ϕ[P, ∂α]u‖′+‖ϕ∂αPu‖′

≤

m∑
j=1

(
2‖ϕX j [X j , ∂

α
]u‖′+‖ϕ[X j , [X j , ∂

α
]]u‖′

)
+‖ϕ[Y + b, ∂α]u‖′+‖ϕ∂αPu‖′. (3-24)

Writing ϕX j [X j , ∂
α
]u = [ϕ, X j ][X j , ∂

α
]u+ X jϕ[X j , ∂

α
]u and using again (2-3)

and (2-6), we get

‖ϕP∂αu‖ ≤
m∑

j=1

(
2‖X j (ϕ)[X j , ∂

α
]u‖+‖ϕ[X j , [X j , ∂

α
]]u‖

)
+‖ϕ[Y + b, ∂α]u‖+‖ϕ∂αPu‖,

and then we have to use expressions in (3-9) and (3-12). As we have to do that in
order to bound ‖ϕ∂αu‖(`+1)σ , we will write the step after the use of (3-9), (3-12)
just in this general case; replacing u by ∂αu in (3-22), we get, with some constant
C > 0, which may vary from line to line,

‖ϕ∂αu‖(`+1)σ ≤ C
(
‖ψT`σϕP∂αu‖′+

∑
|β|≤2

‖ϕ(β)∂αu‖`σ

)
. (3-25)

Now, as we did above with (3-24), we get

‖ϕ∂αu‖(`+1)σ

≤ C
(
‖ψT`σϕ∂αPu‖′+

m∑
j=1

(
‖X j (ϕ)[X j , ∂

α
]u‖`σ +‖ϕ[X j [X j , ∂

α
]]u‖`σ

)
+‖ϕ[Y + b, ∂α]u‖`σ +

∑
|β|≤2

‖ϕ(β)∂αu‖`σ

)
.

As `σ ≤ 1, (`= 0, . . . , p− 1), we finally obtain:

Proposition 3.7. There exists a constant C > 0 such that

for all (u, ϕ) ∈ C∞(�1)×D(�1), and all α ∈ Nn,

‖ϕ∂αu‖(`+1)σ

≤ C

(
‖ϕ∂αPu‖`σ +

∑
|β|≤2

‖ϕ(β)∂αu‖`σ

+

m∑
j=1

(∑
|β|=1

‖ϕ(β)[X j , ∂
α
]u‖`σ +‖ϕ[X j , [X j , ∂

α
]]u‖`σ

)
+‖ϕ[Y + b, ∂α]u‖`σ

)
. (3-26)

In what follows, s is given and s ≥ 1.
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4. Local relations of domination by powers of P

We need to introduce, in this section, further notation:

For ε > 0, j ∈ N, γ ∈ Nn, and (u, ϕ) ∈ C∞(�1)×D(�1), we set
N ε

j,γ (u, ϕ)= ε
|γ |+2 j

|γ |!−s(2 j)!−s
‖ϕ(γ )P j u‖. (4-1)

Once ε is fixed, we often delete ε and write N ε
j,γ = N j,γ .

Before stating our main theorem, we give a simple useful lemma, which we will
apply many times.

Lemma 4.1. Let (k, β) ∈ N×Nn , and ρ ∈ N. Then

ρ!s N ε
j,γ (P

ku, ϕ(β))≤ ε−(|β|+2k)(ρ+ |β| + 2k)!s N ε
j+k,γ+β(u, ϕ),

if |γ | + 2 j ≤ ρ. (4-2)

Proof. From the definition in (4-1), we see that

N ε
j,γ (P

ku, ϕ(β))

= ε−(|β|+2k)(|γ | + 1)s · · · (|γ | + |β|)s
(
(2 j + 1) · · · (2 j + 2k)

)s N j+k,γ+β(u, ϕ).

Then, observe that, for |γ | + 2 j ≤ ρ,

ρ!(|γ | + 1) · · · (|γ | + |β|)(2 j + 1) · · · (2( j + k))≤ (ρ+ |β| + 2k)!. (4-3)

The proof is then finished by taking (4-3) to the power s ≥ 1. �

Theorem 4.2. Let s ≥ 1 be given. Assume that the coefficients of P are in Gs(�)

and properties (2-4) and (3-16) hold on �0, �0 ⊂�. Let �1 be an open set with
�1 ⊂�0. For every 0< ε ≤ 1, there exists M = M(ε,�0, P)≥ 1 such that for all
α ∈ Nn , `= 0, . . . , p, (u, ϕ) ∈ C∞(�1)×D(�1),

‖ϕ∂αu‖`σ ≤ M2p|α|+`+1(2(p|α| + `))!s
∑

|β|+2 j≤2(p|α|+`)

N j,β(u, ϕ). (4-4)

Proof. It consists of a double induction on |α| = r and on `. More precisely, in a
first step, we prove the estimates (4-2) for α = 0. In all the proof, we will specify
(4-4)α,` for (4-4) when we consider the couple (α, `)∈N×{0, . . . , p}. So we want,
in this first step, to prove (4-4)0,`, ` ∈ {0, . . . , p}.

(A) Proof of (4-4)0,`, ` ∈ {0, . . . , p}: As (4-4)0,0 is trivial, all we have to do is to
make an induction on `. So assume that (4-4)0,i is true for i ≤ `, ` ∈ {0, . . . , p−1}.
Then we want to prove (4-4)0,`+1. For that we use (3-23) in Proposition 3.6 for
(u, ϕ) ∈ C∞(�1)×D(�1). So in order to bound ‖ϕu‖(`+1)σ , we just have to suit-
ably bound ‖ϕPu‖`σ and

∑
|β|≤2 ‖ϕ

(β)u‖. Hence this reduces to applying (4-4)0,`
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respectively to the couples (Pu, ϕ) and (u, ϕ(β)) in C∞(�1)×D(�1). So

‖ϕPu‖`σ ≤ M`+1(2`)!s
∑

|β|+2 j≤2`

N j,β(Pu, ϕ), (u, ϕ) ∈ C∞(�1)×D(�1).

(4-5)
Now we apply Lemma 4.1 with ρ = 2` in (4-2). Then

‖ϕPu‖`σ ≤ ε−2(2(`+ 1))!s M`+1
∑

|β|+2 j≤2(`+1)

N j,β(u, ϕ)

≤ ε−2 M−1 M (`+1)+1(2(`+ 1))!s
∑

|β|+2 j≤2(`+1)

N j,β(u, ϕ).

We do exactly the same for ‖ϕ(β)u‖`σ , as |β| ≤ 2:

‖ϕ(β)u‖`σ ≤ ε−2 M−1 M (`+1)+1(2(`+ 1))!s
∑

|γ |+2 j≤2(`+1)

N j,γ (u, ϕ). (4-6)

So from (3-23), (4-5) and (4-6), we get

‖ϕu‖(`+1)σ

≤ C(2+ n+ n2)ε−2 M−1 M (`+1)+1(2(`+ 1))!s
∑

|β|+2 j≤2(`+1)

N j,β(u, ϕ). (4-7)

So we see that under the condition

C(2+ n+ n2)ε−2 M−1
≤ 1

(
equivalently, M ≥ C(2+ n+ n2)ε−2), (4-8)

Equation (4-4)0,`+1 is satisfied for all (u, ϕ) ∈ C∞(�1)×D(�1).

(B) Proof of (4-4)α,` for all (α, `)∈Nn
×{0, . . . , p}: All we have to do, as (4-4)0,`

is true for ` = 0, . . . , p, is to make an induction on |α| = r . More precisely, if
(4-4)α,` is true for |α| ≤ r , `∈ {0, . . . , p}, then it is true for |α|= r+1, `= 0, . . . , p.
We use the same kind of proof as before: given α+ i , with |α| = r , i ∈ {1, . . . , n},
we want to suitably bound ‖ϕ∂i∂

αu‖`σ for ` ∈ {0, . . . , p}.

(1) ` = 0: We use ‖ϕ∂i∂
αu‖ ≤ ‖∂i (ϕ)∂

αu‖ + ‖ϕ∂αu‖1. Hence we just have to
apply (4-4)α,0 with (u, ϕ(i)) and (4-4)α,p with (u, ϕ). We will obtain, directly, or
applying also Lemma 4.1,

‖ϕ(i)∂αu‖

≤ ε−1 M−2p M2p(|α|+1)+1(2p(|α| + 1))!s
∑

|β|+2 j≤2p(|α|+1)

N j,β(u, ϕ), (4-9)

‖ϕ∂αu‖pσ ≤ M−p M2p(|α|+1)+1(2p(|α|+1))!s
∑

|β|+2 j≤2p(|α|+1)

N j,β(u, ϕ). (4-10)
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So, summing (4-9) and (4-10), we get that if

M−p(1+ ε−1 M−p)≤ 1, (4-11)

then (4-4)α+i,0 is satisfied, for i = 1, . . . , n.

(2) Proof of (4-4)α,`, for |α| = r + 1, ` > 0, i.e., ` ∈ {1, . . . , p}: So assuming
that (4-4)α,` is true for |α| = r , ` = 0, . . . , p, and (4-4)α,ρ is true for |α| = r + 1,
ρ ∈ {1, . . . , `}, then, if ` < p, we want to prove that (4-4)α,`+1 is true, |α| = r + 1.
Now we have to use (3-26) in Proposition 3.7. So in order to suitably bound
‖ϕ∂αu‖(`+1)σ , we are led to bound ‖ϕ∂αPu‖`σ , ‖ϕ(β)∂αu‖`σ , |β| ≤ 2, but also
much more terms like simple brackets of X j ’s and Y with ∂α and double brackets
of X j ’s with ∂α.

The proof will follow the lines of our proof for α = 0, but here with more
terms, and some are more difficult to handle than others, namely those coming
from the brackets of the X j ’s with ∂α (simple and double brackets). The term
‖ϕ[Y + b, ∂α]u‖`σ is similar to the terms ‖ϕ(β)[X j , ∂

α
]u‖, β = 0.

(a) A bound on ‖ϕ∂αPu‖`σ : We apply (4-4)α,` for the couple (Pu, ϕ):

‖ϕ∂αPu‖`σ ≤ M2p|α|+`+1(2(p|α| + `))!s
∑

|β|+2 j≤2(p|α|+`)

N j,β(Pu, ϕ).

Applying Lemma 4.1, we get (here ρ = 2(p|α| + `))

‖ϕ∂αPu‖`σ

≤ ε−2 M2p|α|+`+1(2(p|α| + `+ 1))!s
∑

|β|+2 j≤2(p|α|+`+1)

N j,β(u, ϕ)

≤ (ε−2 M−1)M2p|α|+(`+1)+1(2(p|α| + `+ 1))!s

·

∑
|β|+2 j≤2(p|α|+`+1)

N j,β(u, ϕ). (4-12)

(b) A bound on ‖ϕ(β)∂αu‖`σ , |β| ≤ 2: We apply (4-4)α,` to the couple (u, ϕ(β)):

‖ϕ(β)∂αu‖`σ M2p|α|+`+1(2(p|α| + `))!s
∑

|β|+2 j≤2(p|α|+`)

N j,β(u, ϕ(β)).

Applying again Lemma 4.1 (as |β| ≤ 2), we get

‖ϕ(β)∂αu‖`σ

≤ ε−2 M2p|α|+`+1(2(p|α| + `+ 1))!s
∑

|β|+2 j≤2(p|α|+`+1)

N j,β(u, ϕ)

≤ ε−2 M−1 M2p|α|+(`+1)+1(2(p|α| + `+ 1))!s

·

∑
|β|+2 j≤2(p|α|+`+1)

N j,β(u, ϕ). (4-13)



336 MAKHLOUF DERRIDJ

(c) A bound on ‖ϕ(β)[X j , ∂
α
]u‖`σ , |β| ≤ 1, j = 1, . . . ,m, ‖ϕ[Y + b, ∂α]u‖`σ :

(It is easy to see that the term ‖ϕ[Y + b, ∂α]u‖`σ is much simpler than the others,
since it corresponds to β = 0.)

From expressions in (3-9) where we delete j ∈ {1, . . . ,m}:

‖ϕ(β)[X, ∂α]u‖`σ ≤
∑
γ<α

i=1,...,n

‖aαγ iϕ
(β)∂γ+i u‖`σ . (4-14)

Then applying estimates in (3-15) (recall that j is deleted):

‖ϕ(β)[X, ∂α]u‖`σ ≤
∑
γ<α

i=1,...,n

B |α−γ |
(

α!

(γ+i)!

)s
‖ϕ(β)∂γ+i u‖`σ . (4-15)

As |γ + i | ≤ |α| = r + 1, we can apply (4-4)γ+i,` to (u, ϕ(β)). So we get

‖ϕ(β)[X, ∂α]u‖`σ

≤ n
∑
γ<α

i=1,...,n

(
B |α−γ |M2p(|γ |+1)+`+1(2(p(|γ | + 1)+ `))!s

(
α!

γ !

)s

·

∑
|δ|+2 j≤2(p(|γ |+1)+`)

N j,δ(u, ϕ(β))
)
. (4-16)

Using (4-2) in Lemma 4.1, with ρ = 2(p(|γ | + 1)+ `), we find

(2(p(|γ |+1)+`))!s N j,δ(u, ϕ(β))≤ (2(p(|γ |+1)+`)+1)!s N j,δ+β(u, ϕ), (4-17)

and hence

(2(p(|γ | + 1)+ `))!s
(
α!

γ !

)s
N j,δ(u, ϕ(β))

≤ (2(p(|α| + `+ 1)!s N j,δ+β(u, ϕ), (4-18)

for all ( j, δ) such that |δ| + 2 j ≤ 2(p(|γ | + 1)+ `)+ 1. So, coming back to the
second member in (4-16),

‖ϕ(β)[X, ∂α]u‖`σ

≤ n
∑
γ<α

(
B |α−γ |M2p(|γ |+1)+`+1(2(p|α| + `+ 1))!s

· ε−1
∑

|δ|+2 j≤2(p|α|+`+1)

N j,δ(u, ϕ)
)
, (4-19)
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or

‖ϕ(β)[X, ∂α]u‖`σ
≤ n(2(p|α| + `+ 1))!s

∑
|δ|+2 j≤2(p|α|+`+1)

N j,δ(u, ϕ)

· ε−1
∑
γ<α

B |α−γ |M2p(|γ |+1)+`+1. (4-20)

The last sum is bounded as follows:∑
γ<α

B |α−β|M2p(|γ |+1)+`+1
= B M2p|α|+`+1

∑
γ<α

( B
M2p

)|α−γ |−1
. (4-21)

Now we have the following lemma:

Lemma 4.3. There exists θ0 > 0, independent of α, such that∑
γ<α

λ|α−γ |−1
≤ n+ 1, if 0≤ λ < θ0. (4-22)

The proof of Lemma 4.3 is similar to that of Lemma 3.2 after noticing that∑
γ<α, |α−γ |=1 λ

|α−γ |−1
= n.

Remark 4.4. Lemma 4.3 is not true when one works with the sum
∑
|γ |<|α| λ

|α−γ |−1

as the sum
∑
|γ |<|α|, |α−γ |=1 1 is not bounded by a constant independent of α.

Applying (4-22) we see that under the condition

M2p
≥ θ−1

0 B, (4-23)

we obtain from (4-20), (4-21) and (4-22)

‖ϕ(β)[X, ∂α]u‖`σ ≤ n(n+ 1)ε−1 B M−1 M2p|α|+(`+1)+1(2p|α| + `+ 1)!s

·

∑
|δ|+2 j≤2(p|α|+`+1)

N j,δ(u, ϕ). (4-24)

(d) A bound on ‖ϕ[X j , [X j , ∂
α
]]u‖`σ , j = 1, . . . ,m: As we did above we delete

the index j and write ‖ϕ[X, [X, ∂α]]u‖. Of course, we also delete j in the coeffi-
cients of the bracket. Looking at (3-12), we have two kinds of terms to study:

(i) A bound on
∑

β<α, k=1,...,n ‖ϕdkαβ∂
β+ku‖`σ = E1: Using Equation (3-15) in

Proposition 3.3, as `σ ≤ 1, we have

E1 ≤
∑
β<γ

k=1,...,n

B |α−β|
(
α!

β!
(|α| + 1)

)s
M2β(|β|+1)+`+1(2(p(|β| + 1)+ `))!s

·

∑
|γ |+2 j≤2(p(|β|+1)+`)

N j,γ (u, ϕ). (4-25)
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We want to remark here that there is a factor (|α| + 1)s in (4-25), but it is compen-
sated by the fact that one has ϕ, not ϕ(β), |β| = 1. Precisely, we have

E1 ≤ n
∑
β<α

B |α−β|
(
(|α|+1)!
|β|!

)s
(2p(|β| + 1)+ `)!s M2p(|β|+1)+`+1

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ), as |β| + 1≤ |α|. (4-26)

Now we have the following inequality:(
(|α|+1)!
|β|!

)s(
2(p(|β|+1)+ `)

)
!
s
≤ (2(p|α|+ `+1))!s, |β|+1≤ |α|. (4-27)

So, from (4-26) and (4-27), we get

E1 ≤ n(2(p|α| + `+ 1))!s
∑
β<α

B |α−β|M2p(|β|+1)+`+1

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ). (4-28)

The sum in the second member in (4-28) is the same than the sum in (4-21), re-
placing γ by β. So from (4-22) in Lemma 4.3, we get, under condition (4-23),

E1 ≤ n(n+ 1)B M−1 M2p|α|+(`+1)+1(2p|α| + `+ 1)!s

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ). (4-29)

(ii) A bound on
∑

β<α, i,k=1,...,n ‖ϕcikαβ∂
β+i+ku‖`σ = E2: We write the proof,

for completeness, noticing however that ∂β+i+k is of the form ∂β+I with |I | = 2.
Using estimates in (3-15), we get

E2 ≤
∑
β<α

i,k=1,...,n

B |α−β|
(
(α+k)!
(β+k)!

)s
‖ϕ∂β+i+ku‖`σ . (4-30)

Hence,

E2 ≤
∑

β<α, |β|≤|α|−2
i,k=1,...,n

B |α−β|M2p(|β|+2)+`+1
(
(α+k)!
(β+k)!

)s
(2(p(|β|+2)+`))!s

·

∑
|γ |+2 j≤2(p(|β|+2)+`)

N j,γ (u, ϕ). (4-31)

Now we have the following:(
(α+k)!
(β+k)!

)s
(2(p(|β| + 2)+ `))!s ≤ (2(p|α| + `+ 1))!s . (4-32)
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(4-32) is a consequence of (α+ k)!/(β + k)! ≤ (|α| + 1)!/(|β| + 1)!. Hence

E2 ≤ n2(2(p|α| + `+ 1))!s
( ∑

β<α
|β|≤|α|−2

B |α−β|M2p(|β|+2)+`+1
)

·

∑
|γ |+2 j≤2(p|α|+`+1)

N j,γ (u, ϕ), (4-33)

as Card
{
(i, k) ∈ {1, . . . , n}

}
= n2. Now, we bound

F =
∑

β<α, |β|≤|α|−2 B |α−β|M2p(|β|+2)+`+1

with

F ≤
∑
β<α

|β|≤|α|−2

( B
M2p

)|α−β|−2
M2p|α|+(`+1)+1 B2 M−1. (4-34)

Now using Lemma 4.3 and the fact that
∑

β<α, |β|=|α|−2 1≤ n2, we obtain

E2 ≤ (n2
+ 1)2 B2 M−1 M2p|α|+(`+1)+1(2(p|α| + `+ 1))!s

·

∑
|δ|+2 j≤2(p|α|+`+1)

N j,δ(u, ϕ). (4-35)

We recall that we said in (c) that we do not consider the term

‖ϕ[Y + b, ∂α]‖`σ ≤ ‖ϕ[Y, ∂α]u‖`σ +‖ϕ[b, ∂α]u‖`σ

as ‖ϕ[Y, ∂α]u‖`σ is like ‖ϕ[X j , ∂
α
]u‖`σ and ‖ϕ[b, ∂α]u‖`σ much smaller. So in

order to bound the term ‖ϕ[X j , [X j , ∂
α
]]u‖`σ , we have to collect (4-29) and (4-35),

which are true under condition (4-23). We find

‖ϕ[X j , [X j , ∂
α
]]u‖`σ ≤ 2(n2

+ 1)2 B2 M−1 M2p|α|+(`+1)+1(2(p|α| + `+ 1))!s

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ) (4-36)

In order to give a bound for ‖ϕ∂αu‖(`+1)σ , we have from (3-26) in Proposition 3.7
to take C times the bound in (a) plus C(n2

+ n+ 1) times the bound in (b) plus
Cm(n+2) times the bound in (c) plus Cm times the bound in (d), under, of course,
the conditions on M indicated in the proofs of (a), (b), (c) and (d).

Of course, we also have to take care of the conditions needed on M for the
validity of these bounds. These may be summarized as follows:

(a) (4-12) is satisfied, just under the induction hypothesis,

(b) (4-13) is satisfied, under the induction hypothesis,

(c) (4-24) is satisfied, under the induction hypothesis and (4-23),

(d) (4-36) is satisfied, under the induction hypothesis and (4-23).
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So adding all these estimates with the suitable factors yields

‖ϕ∂αu‖(`+1)σ

≤C M−1(2ε−2
+n(n+1)ε−1 B+2(n2

+1)2 B2)M2p|α|+(`+1)+1(2(p|α|+`+1))!s

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ) (4-37)

under the condition (4-23). From (4-37), we deduce that if M satisfies

M ≥ sup
{
(θ−1

0 B)1/2
p
, 1, C

(
2ε−2
+ n(n+ 1)ε−1 B+ 2(n2

+ 1)2 B2)}, (4-38)

then (4-4)α,`+1 is true. So (4-4)α,` is true, |α| = r + 1, for all `.
Now, let us finish the proof of the theorem. Since we proved (4-4)0,`, ` =

1, . . . , p, and the induction{
(4-4)α,`, |α| ≤ r, ` ∈ {1, . . . , p}

}
⇒
{
(4-4)α,`, |α| = r + 1, ` ∈ {1, . . . , p}

}
,

under respectively condition ((4-8) and (4-11)) and condition (4-38), we have M =
M(ε,�0, P) > 0 so that the theorem is completely proved, when the conditions
(4-8), (4-11) and (4-38) are satisfied. As ε ≤ 1, we see that M p

≥ 2ε−1 implies
that (4-11) holds. So, everything boils down to only the following condition:

M ≥ sup
{
(θ−1

0 B)1/2
p
, C(2+ n+ n2)ε−2,

C
(
2ε−2
+ n(n+ 1)ε−1 B+ 2(n2

+ 1)2 B2)}
= M(ε, θ0, B). (4-39)

B depends on P and �0 and θ0 depends on n. Hence M(ε, θ0, B) can be written,
as n is fixed, M(ε,�0, P). The proof of Theorem 4.2 is now complete. �

5. Gevrey regularity for Gevrey vectors

We want to give in this section an application of Theorem 4.2. In fact, we shall just
use the estimates (4-4) for `=0, which we rewrite here, for (u, ϕ)∈C∞(�1)×D(�1):

‖ϕ∂αu‖ ≤ M2p|α|+1
ε (2p|α|)!s

∑
|β|+2 j≤2p|α|

N ε
j,β(u, ϕ). (5-1)

Moreover, we want to state a theorem for operators of order m, satisfying estimates
similar to (5-1), but with 2 replaced by m and with coefficients in Gs(�). For that
purpose, we clarify the notation as m replaces 2.

Firstly, � and �1 are as in Section 4, �1 b� and s ≥ 1. Then define

N ε
j,β = ε

|β|+mj
|β|!−s(mj)!−s

‖ϕ(β)P j u‖, (u, ϕ) ∈ C∞(�1)×D(�1). (5-2)
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Now assume that P satisfies the following estimates:

∀ε, 0<ε≤ 1, ∃Mε ≥ 1 such that ∀α ∈Nn, ∀(u, ϕ)∈C∞(�1)×D(�1)

‖ϕ∂αu‖ ≤ Mr |α|+1
ε (r |α|)!s

∑
|β|+mj≤r |α|

N j,β(u, ϕ) for some r ∈ N∗. (5-3)

Now, we provide a proposition on Gevrey regularity of Gevrey vectors of P satis-
fying (5-3).

Proposition 5.1. Let P be a linear partial differential operator with Gs(�) coeffi-
cients, of order m, satisfying (5-3) in �1 with �1 ⊂�. Then any Gs(�1)-vector of
P which is C∞(�) is in Grs(�1), s ≥ 1.

Proof. We have to distinguish between the cases s > 1 and s = 1.

(1) Case s > 1: Let u ∈ C∞(�)∩Gs(�1, P). In order to prove that u ∈ Grs(�1),
we have to show that given any open set �2 with �2 ⊂�1, we have:

∃C�2 > 0 s. t. ∀α ∈ Nn, ‖∂αu‖L2(�2) ≤ C |α|+1
�2

(r |α|)!s = C |α|+1(r |α|)!s . (5-4)

First, we consider ϕ ∈ Gs(�1)∩D(�1), ϕ = 1 on �2. Then

‖∂αu‖L2(�2) ≤ ‖ϕ∂
αu‖. (5-5)

As u ∈ C∞(�1) and ϕ ∈ D(�1), we apply (5-3). So we get

‖∂αu‖L2(�2) ≤ (C Mε)
r |α|+1(r |α|)!s

∑
|β|+mj≤r |α|

N ε
j,β(u, ϕ). (5-6)

Now as ϕ ∈ Gs(�1)∩D(�1), there exists A = Aϕ such that

sup |ϕ(β)| ≤ A|β|+1
|β|!s . (5-7)

Also, from (5-2), we have

N ε
j,β = ε

|β|+mj
|β|!−s(mj)!−s

‖ϕ(β)P j u‖. (5-8)

Now as u ∈ Gs(�1, P), taking K = Supp (ϕ)⊂�1

∃B = BK > 0, such that ‖P j u‖L2(K ) ≤ Bmj+1(mj)!s, ∀ j ∈ N. (5-9)

From (5-7), (5-8) and (5-9), we obtain

N ε
j,β(u, ϕ)≤ ε

|β|+mj A|β|+1 Bmj+1
≤ ε|β|+mj D|β|+mj+1 (5-10)

for some constant D (for example A+ B). So, with (5-6),

‖∂αu‖L2(�2) ≤ D(C Mε)
r |α|+1(r |α|)!s

∑
|β|+mj≤r |α|

(εD)|β|+mj . (5-11)
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Now let us choose ε such that
εD = 1

2 . (5-12)
Then with M = M1/(2D), we have

‖∂αu‖L2(�2) ≤ D(C M)r |α|+1(r |α|)!s
∑

|β|+mj≤r |α|

(1
2

)|β|+mj
. (5-13)

We have to estimate the sum in the (5-13).

Lemma 5.2. There exists a constant C0 > 0 such that∑
|β|+mj≤r |α|

( 1
2

)|β|+mj
≤ C0, ∀α ∈ Nn. (5-14)

Proof of Lemma 5.2. This simple lemma has an elementary proof. For complete-
ness, let us give it. For α = 0, it is trivial. So assume |α| ≥ 1. It suffices to see
that ∑

|β|+mj≤r |α|

( 1
2

)|β|+mj
=

r |α|∑
k=0

( ∑
|β|+mj=k

1
)( 1

2

)k
≤

r |α|∑
k=0

(k+ 1)n
( 1

2

)k

≤

∞∑
k=0

(k+ 1)n
( 1

2

)k
= C0 <+∞. �

Coming back to the proof of Proposition 5.1, we have, with some constant
C1 > 0, using (5-13) and (5-14), the following estimate:

‖∂αu‖L2(�2) ≤ C1(C M)r |α|(r |α|)!s (5-15)

which shows that u is in Grs(�2), hence in Grs(�1) as�2 is any relatively compact
set in �1.

(2) Case s = 1: In this case, as we have no ϕ ∈ D(�1) which is in G1(�1), we
proceed by using a sequence of functions of L. Ehrenpreis associated to the cou-
ple (�0, �1) with �1 ⊂ �0 and �0 ⊂ �. We state below a proposition due to
Ehrenpreis, providing the precise details regarding the sequence.

Proposition 5.3 [Ehrenpreis 1960]. Let �0, �1 be as above. Then there exists a
constant C̃ > 0 such that:
∀N ∈ N, ∃ϕN ∈ D(�0), ϕN |�1 = 1,

such that |ϕ(β)N | ≤ C̃ |β|+1 Nβ, for |β| ≤ N . (5-16)

In our proof below, in order to bound ‖∂αu‖L2(�2), we use, in place of ϕ used
in case (1), the function ϕr |α| given by taking N = r |α| in (5-16). So, as �2 ⊂�1,
we have

‖∂αu‖L2(�2) ≤ ‖ϕr |α|∂
αu‖ ≤ Mr |α|+1

ε (r |α|)!
∑

|β|+mj≤r |α|

N ε
j,β(u, ϕr |α|). (5-17)
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Now, taking A given by:
A = sup(B, C̃), (5-18)

where B is given by (5-9) with K =�0, we get

Eα =
∑

|β|+mj≤r |α|

N ε
j,β(u, ϕr |α|)≤ A

∑
|β|+mj≤r |α|

(εA)|β|+mj
|β|!−1(r |α|)|β|, (5-19)

since |β| ≤ r |α| in the sum. Looking at the second member in (5-19), we may
bound by

Eα ≤
∑

mj≤r |α|

(εA)mj
∑
|β|≤r |α|

(εA)|β||β|!−1(r |α|)|β|. (5-20)

Hence

Eα ≤
∑

mj≤r |α|

(εA)mj
r |α|∑
k=0

(∑
|β|=k

1
)
(εAr |α|)kk!−1. (5-21)

If we choose ε0 so that ε0 A = 1
2 , we get

Eα ≤ 2
r |α|∑
k=0

(k+ 1)n
(r |α|

2

)k
k!−1
≤ 2(r |α| + 1)n

∑
k

(r |α|
2

)k
k!−1 (5-22)

So finally, with some constant C1 > 0, C1 = C1(n),

Eα ≤ 2(r |α| + 1)n exp
(r |α|

2

)
≤ C1 exp(r |α|). (5-23)

Then, coming back to (5-17), we obtain

‖∂αu‖L2(�2) ≤ Mr |α|+1
ε0

(r |α|)!C1 exp(r |α|)= C1 Mε0(eMε0)
r |α|(r |α|)!. (5-24)

As we took any �2 with �2 ⊂�1, �1 ⊂�0, we obtain that u ∈Gr (�1). The proof
of Proposition 5.1 is complete. �

As a corollary of Theorem 4.2 and Proposition 5.1, we get:

Theorem 5.4. Let P be a Hörmander’s operator on an open set � in Rn and
s ∈ R, s ≥ 1. Assume that P satisfies the estimate (2-4) in some open subset �0

with �0 ⊂ � with σ = 1/p, p ∈ N∗ and that its coefficients are in Gs(�0). Then
Gs(�0, P)⊂ G2ps(�0).

We conclude this article with some final remarks.

(1) In the case s = 1, there is another proof, using the method of addition of an
extra variable (see, for example, [Bolley et al. 1987] or [Lions and Magenes 1970]),
by considering the operator ∂2

t + P in R×�⊂ Rn+1, which is also a Hörmander’s
operator in R×�, with analytic coefficients (case s = 1), to which one can use the
theorem of Gevrey hypoellipticity Gs for s ≥ 2p, [Derridj and Zuily 1973].
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(2) We know nothing on optimality of our result. In our preceding paper [Derridj ≥
2019], in the case of operators of the first kind, the result was optimal: Gk(�0, P)⊂
G pk(�0), k ∈ N.

(3) In a forthcoming paper, we will study the question of local relations of domi-
nation by powers of P , in the case where P is of the first kind, which will be finer,
giving therefore the optimal result Gs(�0, P)⊂ G ps(�0), p being the type of �0.
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Generic colourful tori and inverse spectral transform
for Hankel operators

Patrick Gérard and Sandrine Grellier

This paper explores the regularity properties of an inverse spectral transform
for Hilbert–Schmidt Hankel operators on the unit disc. This spectral transform
plays the role of action-angle variables for an integrable infinite dimensional
Hamiltonian system: the cubic Szegő equation. We investigate the regularity
of functions on the tori supporting the dynamics of this system, in connection
with some wave turbulence phenomenon, discovered in a previous work and
due to relative small gaps between the actions. We revisit this phenomenon by
proving that generic smooth functions and a Gδ dense set of irregular functions
do coexist on the same torus. On the other hand, we establish some uniform
analytic regularity for tori corresponding to rapidly decreasing actions which
satisfy some specific property ruling out the phenomenon of small gaps.

1. Introduction

1.1. The cubic Szegő equation. This paper explores the properties of some inverse
spectral transformation related to an integrable infinite dimensional Hamiltonian
system. Introduced in [Gérard and Grellier 2010] as a model of nondispersive
evolution equation, the cubic Szegő equation reads

i∂t u =5(|u|2u), (1)

where u = u(t, x) is a function defined for (t, x) ∈ R×T, T := R/2πZ, such that,
for every t ∈ R, u(t, · ) belongs to the Hardy space L2

+
(T) of L2 functions v on T

with only nonnegative Fourier modes,

for all n < 0, v̂(n)= 0.
Here

v̂(n)=
∫ 2π

0
v(x)e−inx dx

2π
, n ∈ Z
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denotes the Fourier coefficient of v ∈ L2(T), and5 denotes the orthogonal projector
from L2(T) onto L2

+
(T):

5

(∑
n∈Z

cneinx
)
=

∞∑
n=0

cneinx .

It has been proved in [Gérard and Grellier 2010] that (1) is globally well posed on
Sobolev spaces H s

+
(T) := H s(T)∩ L2

+
(T) for all s ≥ 1

2 , with conservation of the
H

1
2 norm. Recall that, for elements in L2

+
(T), the H s Sobolev norm reads

‖v‖2H s =

∞∑
n=0

(1+ n)2s
|v̂(n)|2.

Furthermore, it turns out that (1) enjoys an unexpected Lax pair structure, dis-
covered in [Gérard and Grellier 2010] and studied in [Gérard and Grellier 2012;
2015; 2017]. More precisely, consider, for every u ∈ H

1
2
+
(T), the Hankel operator

Hu : L2
+
(T)→ L2

+
(T) defined as

Hu(h)=5(uh̄).

Notice that Hu is an antilinear realisation of the Hankel matrix 0û , where, for
every sequence α = (αn)n≥0 of complex numbers, 0α denotes the operator on
`2(Z+) given by the infinite matrix (αn+p)n,p≥0. Indeed, if F denotes the Fourier
transform v 7→ v̂ between L2

+
(T) and `2(Z+), it easy to check that

F HuF−1
= 0û ◦ C,

where C denotes the complex conjugation. The Lax pair identity then reads as
follows, see [Gérard and Grellier 2010]. If s > 1

2 and u is a H s
+

solution of (1),
then

d Hu

dt
= [Bu, Hu],

where Bu is a linear anti-self-adjoint operator depending on u. As a consequence,
there exists a one parameter family U (t) of unitary operators on L2

+
(T) such that

for all t ∈ R, Hu(t) =U (t)Hu(0)U (t)∗.

In particular, H 2
u(t) =U (t)H 2

u(0)U (t)
∗. Notice that H 2

u is a linear positive operator
on L2

+
(T), and that

F H 2
u F−1

= 0û0
∗

û ,

thus H 2
u is a trace class operator as soon as u ∈ H

1
2
+
(T), with

Tr(H 2
u )=

∞∑
n=0

(1+ n)|û(n)|2 = ‖u‖2
H

1
2
.
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Consequently, apart from 0, the spectrum of H 2
u is made of eigenvalues, which are

conservation laws of (1).
In fact, a second Lax pair for (1) holds [Gérard and Grellier 2012], which con-

cerns the operator Ku := S∗Hu = Hu S = HS∗u , where S denotes the shift operator
on L2

+
(T), namely multiplication by ei x . Operator Ku is also a Hankel operator,

F KuF−1
= 0̃û ◦ C,

where 0̃α denotes the shifted Hankel matrix (αn+p+1)n,p≥0. Again, it is possible
to prove that

for all t ∈ R, Ku(t) = V(t)Ku(0)V(t)∗,

for some one parameter family V(t) of unitary operators on L2
+
(T), and conse-

quently that the eigenvalues of K 2
u are conservation laws of (1). Denote by (ρ2

j ) j≥1

the positive eigenvalues of H 2
u and by (σ 2

k )k≥1 the positive eigenvalues of K 2
u , so

that the ρ j are the singular values of 0û and the σk are the singular values of 0̃û .
In view of the identity

K 2
u = H 2

u − ( · |u)L2u

and of the min-max theorem, the following interlacing property holds:

ρ1 ≥ σ1 ≥ ρ2 ≥ σ2 ≥ · · · .

1.2. The spectral transform. If u belongs to a dense Gδ subset H
1
2
+,gen(T) of H

1
2
+
(T),

one can establish (see [Gérard and Grellier 2012]) that

ρ1 > σ1 > ρ2 > σ2 > · · ·

We set
s2 j−1 = ρ j , s2k = σk, j, k ≥ 1.

The sr are called the singular values of the pair (Hu, Ku). Of course

∞∑
r=1

s2
r = Tr(H 2

u )+Tr(K 2
u )=

∞∑
n=0

(1+ 2n)|û(n)|2 <∞.

Conversely, given a square summable strictly decreasing sequence (sr )r≥1 of posi-
tive numbers, the set of u ∈ H

1
2
+

such that the sr are the singular values of the pair
(Hu, Ku), in the above sense, is an infinite dimensional torus T ((sr )r≥1) [Gérard
and Grellier 2012] of H

1
2
+
(T). This torus is parametrised by the following explicit

representation [Gérard and Grellier 2017], where we classically identify functions
of L2

+
(T) with holomorphic functions u = u(z) on the unit disc such that

sup
r<1

∫ 2π

0
|u(rei x)|2 dx <∞.
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The current element of the infinite dimensional torus T ((sr )r≥1) is then given by

u(z)= lim
N→∞

〈
CN (z)−1(1N ),1N

〉
, |z|< 1, 1N :=

1
...

1

 ∈ CN , (2)

where

CN (z) :=
(

s2 j−1eiψ2 j−1 − zs2keiψ2k

s2
2 j−1− s2

2k

)
1≤ j,k≤N

(3)

and (ψr )r≥1 ∈ T∞ is an arbitrary sequence of angles. Furthermore, the evolution
of the new variables (sr , ψr )r≥1 through the dynamics of (1) is given by

dsr

dt
= 0,

dψr

dt
= s2

r , r = 1, 2, . . . .

A natural question is then the description of the regularity of u in these new vari-
ables. A first type of answer to this question is provided by results due to Peller
and Semmes, see, e.g., [Peller 2003], which characterise the Schatten classes∑

r≥1

s p
r <∞, 0< p <∞,

in terms of the Besov spaces

∞∑
j=0

2 j
∫

T

|1 j u|p dx <∞,

where (1 j u) j≥0 denotes the dyadic blocks of u. In particular, if u is smooth, then
(sr )r≥1 satisfies

∞∑
r=1

s p
r <∞, for all p <∞.

However, the latter condition is far from being sufficient to control high regularity
of u. In fact, Sobolev regularity H s for s > 1

2 cannot be easily described by the
variables (sr , ψr )r≥1, as shown by the following result.

Theorem 1 [Gérard and Grellier 2017]. There exists a dense Gδ subset of initial
data in

C∞
+
(T) :=

⋂
s

H s
+
(T)

such that the corresponding solutions of (1) satisfies, for every s > 1
2 ,

for all M ≥ 1, lim sup
t→∞

‖u(t)‖H s

|t |M
=+∞, lim inf

t→∞
‖u(t)‖H s <∞.
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In other words, in the (sr , ψr )r≥1 representation, the size of the high Sobolev
norms may strongly depend on the angles (ψr )r≥1. The goal of this paper is to
investigate this phenomenon in more detail.

1.3. Overview of the results. Our first result claims that generic smooth functions
u are located on a torus T ((sr )r≥1) containing also very singular functions.

Theorem 2. There exists a dense Gδ subset G of C∞
+
(T) such that every element

u of G belongs to H
1
2
+,gen(T), and the infinite dimensional torus T ((sr )r≥1) passing

through u has a dense Gδ subset — for the H
1
2 topology — which is disjoint of H s

for every s > 1
2 .

Theorem 2 states that, on the tori T ((sr )r≥1) passing through generic smooth
functions, the regularity changes dramatically from C∞ to the outside of H s for
every s > 1

2 . Of course, this result can be seen as a natural extension of Theorem 1
recalled above, of which we use the weaker form that tori T ((sr )r≥1) passing
through generic smooth functions are unbounded in H s for every s > 1

2 . However,
in order to find singular functions on these tori, we combine it with a structure
property of these tori, which we think has its own interest.

Lemma 3. Let s > 1
2 and let (sr )r≥1 be a square summable decreasing sequence

of positive numbers such that the numbers s2
r , r ≥ 1 are linearly independent on Q.

Then we have the following alternatives:

• either T ((sr )r≥1) is a bounded subset of H s ,

• or T ((sr )r≥1) \ H s is a dense Gδ subset of T ((sr )r≥1) for the H
1
2 topology.

The point of Theorem 2 is that, even for fast decaying singular values (sr ), the
regularity of u may be spoiled by the relative smallness of the gaps sr − sr+1 with
respect to sr . In fact, if

uN (z)=
〈
CN (z)−1(1N ),1N

〉
, ψr = 0, r = 1, 2, . . . ,

with the notation introduced above, then, using the positivity property of the Hankel
matrices 0ûN

and 0̃ûN
equivalent to ψr = 0 for all r (see [Gérard and Grellier 2014;

Gérard and Pushnitski 2015]), we prove in the Appendix that

‖uN‖C1(T) ≥

N∑
j=1

s2 j−1s2 j

s2 j−1− s2 j
. (4)

It is then easy to find fast decaying sequences (sr ) such that the above right hand
side tends to infinity as N goes to infinity, which implies that (uN ) is unbounded
in C1(T). However, at this stage we do not know how to conclude that u is not
in C1(T).
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Our two other results state some uniform analytic regularity for tori T ((sr )r≥1)

where the sequence (sr )r≥1 satisfies some specific property ruling out the phenom-
enon of small gaps.

Theorem 4. For every ρ > 0, there exists δ0 > 0 such that, for any δ ∈ (0, δ0), if

for all r ≥ 1, sr+1 ≤ δsr ,

all functions u ∈ T ((sr )r≥1) are holomorphic and uniformly bounded in the disc
|z| < 1+ ρ. Consequently, for any initial datum corresponding to some of these
functions, the solution of the cubic Szegő equation (1) is analytic in the disc of
radius 1+ ρ for all time, and is uniformly bounded in this disc. In particular, the
trajectory is bounded in C∞(T).

Theorem 4 applies in particular to geometric sequences sr = e−rh for h > 0 large
enough. Our last result explores in more detail the case of geometric sequences
sr = e−rh , where h > 0 is arbitrary. In this case, we still obtain some uniform
analytic regularity, but with a constraint on the angles ψr .

Theorem 5. Let h > 0 and θ ∈ R. Assume (sr ) is given by sr = e−rh and (ψr )

by ψr = rθh. Then there exists ρ > 0 such that the corresponding elements of
T ((sr )r≥1) are holomorphic and uniformly bounded in the disc |z|< 1+ ρ.

We do not know whether or not geometric tori are embedded into the space of
analytic functions on T. What we are able to prove is that, for transcendental γ ,
we have the following alternatives:

• either there exists ρ > 0 such that every element of T ((γ r )r≥1) is holomorphic
on the disc |z|< 1+ ρ, with a uniform bound,

• or the nonanalytic elements of T ((γ r )r≥1) form a dense Gδ subset of T ((γ r )r≥1)

for the H
1
2 topology.

This is a special case of an extension of Lemma 3 to analytic regularity (see
Lemma 8).

1.4. Open problems. In view of the above theorems, the most natural open ques-
tion is certainly to decide whether Theorem 4 can be generalised to any parameter
δ < 1. In particular, as we questioned above, if 0< γ < 1, is it true that the infinite
dimensional torus T ((γ r )r≥1) is included in the space of analytic functions on T?

Another question connected to Theorem 2 relies on estimate (4). Assuming that

∞∑
j=1

s2 j−1s2 j

s2 j−1− s2 j
=∞,
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can one infer that the function u ∈ T ((sr )r≥1) characterised by ψr = 0, r = 1, 2, . . . ,
is not C1 on T? In view of Lemma 3, this would imply, if moreover the s2

r are lin-
early independent on Q, that most of the points on this torus would be singular —
say, not in H 2. Then it would be interesting to draw the consequences of this prop-
erty for long term behaviour of solutions of the cubic Szegő equation on this torus.

1.5. Organisation of the paper. The proof of Theorem 2 is provided in Section 2
after reducing to Lemma 3 and Theorem 1. The proof of Lemma 3 combines
a Baire category argument and some elementary ergodic argument for the cubic
Szegő flow. Section 3 is devoted to the proof of Theorem 4, which is based on
brute force estimates on matrices CN (z). In Section 4, we prove Theorem 5 by
a different approach relying on the theory of Toeplitz operators and a theorem
by Baxter which reduces our analysis to proving that the restriction to T of a
meromorphic function given by an explicit series, has no zero and has index 0,
which can be realised using some elementary complex analysis and the Poisson
summation formula. Finally, the estimate (4) is derived in the Appendix from an
explicit calculation using Cauchy matrices, in the spirit of [Gérard and Grellier
2017; Gérard and Pushnitski 2018].

2. The melting pot property

In this section, we prove Theorem 2. First we reduce the proof to Lemma 3 by the
following classical argument.

Lemma 6. The set of u ∈ C∞
+
(T)∩ H

1
2
+,gen(T) such that the squares sr (u)2, r ≥ 1

of the singular values sr (u) are linearly independent on Q, is a dense Gδ subset
of C∞

+
(T).

Proof. From the proof of [Gérard and Grellier 2012, Lemma 7], we already know
that C∞

+
(T)∩ H

1
2
+,gen(T) is a dense Gδ subset of C∞

+
(T). In fact, we can slightly

modify the proof as follows. For every N , consider the open subset ON made of
functions u ∈ C∞

+
(T) such that the first singular values of Hu and Ku satisfy

ρ1(u) > σ1(u) > ρ2(u) > σ2(u) > · · · ρN (u) > σN (u),

and such that any nontrivial linear combination of

ρ1(u)2, σ1(u)2, ρ2(u)2, σ2(u)2, . . . , ρN (u)2, σN (u)2

with integer coefficients in [−N , N ], is not zero. Approximating elements of
C∞
+
(T) by rational functions, and using the inverse spectral theorem of [Gérard

and Grellier 2012] for rational functions, we easily obtain that ON is dense. The
conclusion follows from Baire’s theorem. �
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Intersecting the dense Gδ subset of C∞
+
(T) provided by this lemma with the one

provided by Theorem 1 — or its weaker form, saying that the corresponding Szegő
trajectories are unbounded in every H s , s > 1

2 — we observe that Theorem 2 is a
consequence of Lemma 3, which we restate for the convenience of the reader.

Lemma 7. Let (sr )r≥1 be a square-summable decreasing sequence of positive num-
bers such that the numbers s2

r , r ≥ 1 are linearly independent on Q and let s > 1
2 .

Then we have the following alternatives:

• either T ((sr )r≥1) is a bounded subset of H s ,

• or T ((sr )r≥1) \ H s is a dense Gδ subset of T ((sr )r≥1) for the H
1
2 topology.

Proof. Recall [Gérard and Grellier 2012; 2017] that, for the H
1
2 topology, T ((sr )r≥1)

is homeomorphic to the infinite dimensional torus T∞, endowed with the product
topology, through the parametrisation given by (2) and (3). In particular, it is a
compact metrisable space. For every s > 1

2 , the function

‖v‖H s =

( ∞∑
n=0

(1+ n)2s
|v̂(n)|2

)1
2

is lower semicontinuous on T ((sr )r≥1). For every positive integer `, consider

F` = {v ∈ T ((sr )r≥1) : ‖v‖H s ≤ `}.

F` is a closed subset of T ((sr )r≥1), and the complement of the union of the F` is
precisely T ((sr )r≥1) \ H s . Hence, by the Baire theorem, either this set is a dense
Gδ subset of T ((sr )r≥1), or there exists `≥ 1 such that F` has a nonempty interior.
Assume that some F` has a nonempty interior, and let us show that T ((sr )r≥1) is a
bounded subset of H s . Let (ψ0

r )r≥1 ∈ T∞ such that the corresponding point v0 in
T ((sr )r≥1) lies in the interior of F`. In view of the product topology on T∞, there
exists some integer N ≥ 1 and some ε > 0 such that all the elements of T ((sr )r≥1)

corresponding to

ψr ∈ ]ψ
0
r − ε, ψ

0
r + ε[, r = 1, . . . , N ,

form an open set U contained in F`. At this stage we appeal to the number theoretic
assumption on the s2

r , which we use classically under the form that the trajectory

{(ψ0
r + ts2

r )r=1,...,N : t ∈ R}

is dense into the torus TN . Since, as recalled in the introduction, this trajectory is
precisely the projection of the trajectory of the cubic Szegő flow 8t on the first
N components, we infer that every element of T ((sr )r≥1) is contained in some
open set 8t(U ). Since the cubic Szegő equation is well-posed on H s [Gérard and
Grellier 2010], we infer that T ((sr )r≥1) is covered by the union of the interiors of
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the Fm for m ≥ 1. By compactness, it is covered by a finite union, which precisely
means that T ((sr )r≥1) is bounded in H s . �

As stated in the introduction for geometric sequences, the following analogous
result holds in the analytic setting.

Lemma 8. Let (sr )r≥1 be a square summable decreasing sequence of positive num-
bers such that the numbers s2

r , r ≥ 1 are linearly independent on Q. Then we have
the following alternatives:

• either there exists ρ > 0 such that every element of T ((sr )r≥1) is holomorphic
on the disc |z|< 1+ ρ, with a uniform bound,

• or the nonanalytic elements of T ((sr )r≥1) form a dense Gδ subset of T ((sr )r≥1)

for the H
1
2 topology.

Proof. The proof is an adaptation of the preceding one (Lemma 3) to the ana-
lytic setting. As, from [Gérard et al. 2015], the cubic Szegő equation propagates
analyticity, the result follows from the Baire theorem applied to the closed sets

F` :=
{
v ∈ T ((sr )r≥1) :

∞∑
n=0

e
n
` |v̂(n)| ≤ `

}
for `≥ 1. �

3. Example of bounded analytic tori

In this section, we prove Theorem 4.
Let u ∈ T ((sr )r≥1). Recall that

u = lim
N→∞

uN , where uN (z) := 〈CN (z)−11N ,1N 〉,

CN (z) :=
(

s2 j−1eiψ2 j−1 − zs2keiψ2k

s2
2 j−1− s2

2k

)
1≤ j,k≤N

,

and

1N =

1
...

1

 ∈ CN .

Our assumption is
sr+1 = εr sr , r ≥ 1,

where the sequence (εr )r≥1 satisfies

0< εr ≤ δ for some δ < 1.

Our aim is to prove that, for δ sufficiently small, the functions uN are holomorphic
and uniformly bounded in some disc of radius 1+ ρ, where ρ > 0, independently
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of N . Our strategy is to use that CN (0) is related to a Cauchy matrix, and hence,
that an explicit formula for its inverse is known. We write

CN (z)= CN (0)− zĊN = CN (0)(I − zCN (0)−1ĊN ),

where

ĊN :=

(
s2keiψ2k

s2
2 j−1− s2

2k

)
1≤ j,k≤N

,

and we establish the following lemma.

Lemma 9. For any 0< δ < 1, there exists some constant Cδ > 0 such that, for any
N ≥ 1, ∑

j,k

|(CN (0)−1) j,k | ≤ Cδs1. (5)

There exists a universal constant A > 0 such that, for δ ∈
(
0, 1

2

)
and for any N ≥ 1,

‖CN (0)−1ĊN‖`1→`1 ≤ A δ. (6)

Let us assume Lemma 9 proved. Takeρ>0, and choose δ0 such that Aδ0(1+ρ)≤ 1
2.

Hence, for any δ ∈ (0, δ0), from estimate (6),

(I − zCN (0)−1ĊN )

is invertible for any z with |z| < 1+ ρ and its inverse RN (z) is analytic and has
uniformly bounded norm for any z with |z|< 1+ ρ. Indeed, for any N ≥ 1, and
any z with |z|< 1+ ρ, by the Neumann series identity,

‖RN (z)‖`1→`1 ≤

∞∑
k=0

|z|k‖CN (0)−1ĊN‖
k
`1→`1 ≤

∞∑
k=0

2−k
≤ 2. (7)

Writing

CN (z)−1
= (I − z(CN (0)−1ĊN ))

−1CN (0)−1
= RN (z)(CN (0))−1

we get

uN (z)=
〈
RN (z)CN (0)−1(1N ),1N

〉
.

Using (5) and (7), we conclude that the series defining uN converges uniformly for
|z|< 1+ρ. Hence uN is analytic and uniformly bounded in the disc of radius 1+ρ.
We infer that u is as well analytic in the disc of radius 1+ρ and bounded on this disc.

This completes the proof of Theorem 4, modulo Lemma 9.
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3.1. Proof of Lemma 9. Notice that

CN (0)= diag(s2 j−1eiψ2 j−1)T , T :=

(
1

s2
2 j−1− s2

2k

)
1≤ j,k≤N

.

Since T is a Cauchy matrix, its inverse is explicitly known, so the inverse of CN (0)
is given by

CN (0)−1
=

(
(−1) j+k+Nα

(N )
j β

(N )
k

s2
2 j−1− s2

2k

1
s2 j−1eiψ2 j−1

)
1≤k, j≤N

,

where

α
(N )
j :=

∏
`(s

2
2 j−1− s2

2`)∏
`< j (s

2
2`−1− s2

2 j−1)
∏
`> j (s

2
2 j−1− s2

2`−1)
,

β
(N )
k :=

∏
`(s

2
2`−1− s2

2k)∏
`<k(s

2
2`− s2

2k)
∏
`>k(s

2
2k − s2

2`)
.

In particular,

|α
(N )
j | =

∏
`< j

s2
2`

s2
2`−1

∏
`< j

(
1−

∏2 j−2
r=2` ε

2
r

1−
∏2 j−2

r=2`−1 ε
2
r

)∏
`> j

(
1−

∏2`−1
r=2 j−1 ε

2
r
)(

1−
∏2`−2

r=2 j−1 ε
2
r
)s2

2 j−1(1− ε
2
2 j−1)

≤

∏
`< j

ε2
2`−1

s2
2 j−1∏

∞

m=1(1− δ4m)
.

Indeed, in the first line above, the factors in the second product are bounded by 1,
while, in the third product, the `-factor is bounded by 1

1−δ4(`− j) . Similarly, we have

|β
(N )
k | =

∏
`<k

s2
2`−1

s2
2`

∏
`>k

(
1−

∏2`−2
r=2k ε

2
r

1−
∏2`−1

r=2k ε
2
r

)∏
`<k

(
1−

∏2k−1
r=2`−1 ε

2
r
)(

1−
∏2k−1

r=2` ε
2
r
) s2

2k−1(1− ε
2
2k−1)

≤

∏
`<k

1
ε2

2`−1

s2
2k−1∏

∞

m=1(1− δ4m)
.

Setting

Bδ =
1∏

∞

m=1(1− δ4m)2
,
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we obtain

|(CN (0)−1)k j | ≤ Bδ
s2 j−1s2

2k−1

|s2
2 j−1− s2

2k |

∏
`< j

ε2
2`−1

∏
`<k

1
ε2

2`−1

≤ Bδ


1

1−δ4(k− j)+2

s2
2k−1

s2 j−1

∏
j≤`<k

1
ε2

2`−1
if j < k,

1
1−δ2

s2 j−1 if j = k,

1
1−δ4( j−k−1)+2

s2 j−1
s2

2k−1

s2
2k

∏
k≤`< j

ε2
2`−1 if j > k.

To summarise,

|(CN (0)−1)k j | ≤
Bδ

1− δ2 s2 j−1


δ2(k− j) if j < k,
1 if j = k, k+ 1,
δ2( j−k−1) if j > k+ 1.

(8)

In particular, it gives∑
k, j

|(CN (0)−1) jk | ≤
2Bδ

(1− δ2)2

∑
j≤N

s2 j−1 ≤
2Bδs1

(1− δ2)3
.

This proves estimate (5).
For the second estimate, one has to consider

‖CN (0)−1ĊN‖`1→`1 ≤ sup
`

∑
k

|(CN (0)−1ĊN )k`|.

Recall that

ĊN :=

(
s2`eiψ2`

s2
2 j−1− s2

2`

)
1≤ j,`≤N

.

In particular,

|(ĊN ) j`| ≤
1

1− δ2

{ s2`
s2

2 j−1
if j ≤ `,

1
s2`

if j ≥ `+ 1.

As (CN (0)−1ĊN )k` =
∑

j (CN (0)−1)k j (ĊN ) j`, we get from the preceding estimate
(8) on |(CN (0)−1)k j | that:

• If k > `,

|(CN (0)−1ĊN )k`|

≤
Bδ

(1− δ2)2

(∑
j≤`

s2`

s2 j−1

∏
j≤r≤k−1

ε2
2r +

∑
`+1≤ j≤k

s2 j−1

s2`

∏
j≤r≤k−1

ε2
2r

+

∑
j≥k+1

s2 j−1

s2`

∏
k+1≤r≤ j−1

ε2
2r−1

)
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≤
Bδ

(1− δ2)2

(∑
j≤`

δ2(`− j)+1δ2(k− j)
+

∑
`+1≤ j≤k

δ2( j−`−1)+1δ2(k− j)

+

∑
j≥k+1

δ2( j−`−1)+1δ2( j−k−1)

)

≤ δ
Bδ

(1− δ2)2

(
2δ2(k−`)

∑
s≥0

δ4s
+

∑
`+1≤ j≤k

δ2( j−`−1)δ2(k− j)
)
,

then since∑
k: k≥`+1

∑
`+1≤ j≤k

δ2( j−`−1)δ2(k− j)
=

∑
j≥`+1

∑
k≥ j

δ2( j−`−1)δ2(k− j)
=

1
(1− δ2)2

,

one gets ∑
k: k>`

|(CN (0)−1ĊN )k`| ≤
δBδ

(1− δ2)4

(
1+ 3δ2

1+ δ2

)
.

• If k < `,

|(CN (0)−1ĊN )k`|

≤
Bδ

(1− δ2)2

(∑
j≤k

s2`

s2 j−1

∏
j≤r≤k−1

ε2
2r +

∑
k+1≤ j≤`

s2`

s2 j−1

∏
k+1≤r≤ j−1

ε2
2r−1

+

∑
j≥`+1

s2 j−1

s2`

∏
k+1≤r≤ j−1

ε2
2r−1

)

≤
Bδ

(1− δ2)2

(∑
j≤k

δ2(`− j)+1δ2(k− j)
+

∑
k+1≤ j≤`

δ2(`− j)+1δ2( j−k−1)

+

∑
j≥`+1

δ2( j−`−1)+1δ2( j−k−1)

)

≤
δBδ

(1− δ2)2

(
2δ2(`−k)

∑
s≥0

δ4s
+

∑
k+1≤ j≤`

δ2(`− j)δ2( j−k−1)
)

and, as before, ∑
k: k<`

|(CN (0)−1ĊN )k`| ≤
δ Bδ

(1− δ2)4

(
1+ 3δ2

1+ δ2

)
.

• For k = `,

|(CN (0)−1ĊN )kk |

≤
Bδ

(1− δ2)2

(∑
j≤`

s2`

s2 j−1

∏
j≤r≤k−1

ε2
2r +

∑
j≥k+1

s2 j−1

s2`

∏
k+1≤r≤ j−1

ε2
2r−1

)
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≤
Bδ

(1− δ2)2

(∑
j≤`

δ2(`− j)+1δ2(k− j)
+

∑
j≥k+1

δ2( j−`−1)+1δ2( j−k−1)
)

≤
Bδ

(1− δ2)2

(∑
j≤k

δ4(k− j)+1
+

∑
j≥k+1

δ4( j−k−1)+1
)

= 2
δBδ

(1− δ2)2(1− δ4)
.

Eventually, if δ ≤ 1
2 , say, we obtain, with a universal constant A,

‖(CN (0)−1ĊN )‖`1→`1 ≤ sup
`

∑
k

|(CN (0)−1ĊN )k`| ≤ Aδ.

This completes the proof of Lemma 9.

4. The totally geometric spectral data

In this section, we consider the totally geometric case and prove Theorem 5. For
some fixed h > 0 and θ ∈ R, we consider the symbol u with spectral data (sr , ψr )

with sr = e−rh and ψr = rθh. In particular, sr+1 = sr e−h so that, for h suffi-
ciently large, it becomes a particular case of subgeometric spectral data treated in
Theorem 4. However, the result here does not require any smallness on e−h .

Our strategy here is to use Toeplitz operators and a stability result from [Baxter
1963].

4.1. Background on Toeplitz operators. Let us first introduce some basic notation.
For a continuous function 8 on T, we denote by T (8) the Toeplitz operator of
symbol 8 defined on L2

+
(T) by

T (8)( f )=5(8 f )

or equivalently, the operator defined on `2(N) by

(T (8)((ak))) j :=

∞∑
k=0

8̂( j − k)ak, j ∈ N.

For any integer N , we denote by TN (8) the truncated operator defined by

TN (8) :=5N T (8)5N .

Here
5N : `

2(N)→ `2(N)

is the orthogonal projector:

(x0, x1, x2, . . . ) 7→ (x0, x1, x2, . . . , xN−1).
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The operator TN corresponds to the N × N truncated Toeplitz matrix

(8̂( j − k))0≤ j,k≤N−1.

Recall that a sequence of N × N matrices (AN )N≥1 is said to be stable if there is
an N0 such that the matrices AN are invertible for all N ≥ N0 and

sup
N≥N0

‖A−1
N ‖`2→`2 <∞.

Theorem 10 [Baxter 1963; Böttcher and Grudsky 2000]. The sequence (TN (8))N≥1

is stable if and only if T (8) is invertible.

Let us emphasise that the operators are considered as operators acting on `2(N)

or L2
+
(T) so that the stability is evaluated in the `2(N) norm. The characterisa-

tion of the invertibility of Toeplitz operators is well known. We recall it for the
convenience of the reader.

Theorem 11. Let 8 be a continuous function on the unit circle. If 8 has index
0 and does not vanish on the circle, then T8 is invertible on L2

+
(T). Under these

hypotheses, 8= eϕ =8+8− with

8+ = e5(ϕ) and 8− = e(I−5)(ϕ)

and the inverse of T8 is given by T8−1
+

T8−−1 .

As an immediate consequence, one gets the following characterisation of the
stability of truncated Toeplitz operators.

Corollary 12. Let 8 be a continuous function on the unit circle. The sequence of
truncated Toeplitz operators (TN (8)) is stable if and only if 8 has no zero on the
unit circle and has index 0.

We are going to use this argument to prove Theorem 5.

4.2. Totally geometric spectral data and Toeplitz operators. We claim that in the
case of totally geometric spectral data, the explicit formula giving uN involves the
inverse of a truncated Toeplitz operator. From direct computation, one has

CN (z)=
(
ω2 j−1

− zω2k

|ω|4 j−2− |ω|4k

)
1≤ j,k≤N

=

(
1

ω̄2 j−1

1− zω2(k− j)+1

1− |ω|4(k− j)+2

)
1≤ j,k≤N

,

where ω = e−h(1−iθ). In that case, if TN (z) and TN ,r (z) denote the matrices

TN (z)=
(

1− zω2(k− j)+1

1− |ω|4(k− j)+2

)
1≤ j,k≤N

and

TN ,r (z)=
(
r k− j 1− zω2(k− j)+1

1− |ω|4(k− j)+2

)
1≤ j,k≤N

,
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we get from our explicit formula, for any r > 0,

uN (z)= 〈TN (z)−1(ω̄2 j−1), 1〉 =
〈
TN ,r (z)−1(r− j ω̄2 j−1)1≤ j≤N ), (r k)1≤k≤N

〉
.

We consider for |ζ | = r , |ω|2 < r < 1, z ∈ C, the symbol

8(z, ζ ) :=
∑
`∈Z

1− zω2`+1

1− |ω|4`+2 ζ
`.

The transpose of the matrix(
r k− j 1− zω2(k− j)+1

1− |ω|4(k− j)+2

)
j,k≥1

corresponds to the matrix of the Toeplitz operator of symbol

8(z, r · ) : ζ 7→8(z, rζ ).

We are going to prove the following result.

Proposition 13. There exist |ω|2 < r < 1 and ρ > 0 such that the function ζ 7→
8(z, rζ ) has no zero and has index 0 on the unit circle, for every z such that
|z|< 1+ ρ.

Assuming this result proved, we obtain by Corollary 12 that, uniformly in z,
|z| < 1 + ρ, ‖TN ,r (z)−1

‖`2→`2 is bounded (or more precisely the norm of its
transpose is bounded). As |ω|2 < r < 1, we obtain that the sequence (uN (z))N

with
uN (z)=

〈
TN ,r (z)−1(r− j ω̄2 j−1)1≤ j≤N ), (r k)1≤k≤N

〉
is uniformly bounded and converges to u(z) for any z, |z|< 1+ ρ. We conclude
as in the previous section. This ends the proof of Theorem 5.

It remains to prove Proposition 13, which is the objective of the next subsections.
As a preliminary, observe that, for |ω|2 < |ζ |< 1, γ = |ω|2,

8(z, ζ )= Fγ (ζ )− zωFγ (ζω2),

where

Fγ (ζ )=8(0, ζ )=
∑
j∈Z

ζ j

1− γ 2 j+1 , γ = |ω|2. (9)

We collect some basic properties of function Fγ in the following lemma.

Lemma 14. The function Fγ has a meromorphic extension in C \ {0} given by

Fγ (ζ )=
∑
`∈Z

γ `

1− ζγ 2` . (10)
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Its only poles in C \ {0} are the γ 2`, ` ∈ Z and Fγ (γ 2`+1)= 0, ` ∈ Z. Furthermore

Fγ

(
1
ζ

)
=−ζ Fγ (ζ ), Fγ

(
ζ

γ 2

)
= γ Fγ (ζ ). (11)

Proof. Let us give another expression of Fγ . By assumption,

γ < |ζ |< 1,

hence, |ζ |> γ 2 and

Fγ (ζ )=
∞∑
j=0

ζ j

1− γ 2 j+1 +

∞∑
j=0

ζ− j−1

1− γ−2 j−1

=

∞∑
j=0

ζ j
∞∑
`=0

γ (2 j+1)`
−

∞∑
j=0

ζ− j−1γ 2 j+1

1− γ 2 j+1

=

∞∑
`=0

γ `
∞∑
j=0

(ζγ 2`) j
− γ ζ−1

∞∑
`=0

γ `
∞∑
j=0

(ζ−1γ 2`+2) j

=

∞∑
`=0

γ `

1− ζγ 2` −

∞∑
`=0

γ `+1

ζ − γ 2`+2 ,

and we obtain (10). The other properties are elementary consequences of this
equality. �

Remark 15. Set γ = e−πτ , τ > 0. From the second identity (11), we observe that
the meromorphic function

Gτ (w)= e2iπw(Fγ (e2iπw))2

satisfies
for all λ ∈ Z+ iτZ, Gτ (w+ λ)= Gτ (w),

which means that Gτ is an elliptic function relative to the lattice Z+ iτZ. Since
Gτ has only double poles at the lattice points, with singularity

1
(ζ − 1)2

∼−
1

4π2w2

at w = 0, and since it cancels at points i τ2 +Z+ iτZ, we infer that

Gτ (w)=−
1

4π2

(
Pτ (w)−Pτ

(
i τ

2

))
,

where
Pτ (w)=

1
w2 +

∑
λ 6=0

( 1
(w−λ)2

−
1
λ2

)
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denotes the Weierstrass P function relative to the lattice Z+ iτZ. See, e.g., [Saks
and Zygmund 1952].

4.3. Ruling out the zeroes on the unit circle. In this section, we prove the follow-
ing lemma.

Lemma 16. There exists ρ > 0 such that 8(z, ζ ) does not vanish in a neighbour-
hood of the circle |ζ | = 1 for any z such that |z| ≤ 1+ ρ.

Lemma 16 is a consequence of the following result.

Lemma 17. For every γ ∈ (0, 1),

γ
1
2 max
|ζ |=γ
|Fγ (ζ )|< min

|ζ |=1
|Fγ (ζ )|.

Proof. First of all we rewrite both sides of the above inequality. If ζ = eiθ ,

Fγ (ζ )=
∞∑

k=0

γ k

1− γ 2keiθ +

∞∑
`=1

γ−`

1− γ−2`eiθ

=

∞∑
k=0

γ k

1− γ 2keiθ +

∞∑
`=1

γ `

γ 2`− eiθ

=
1

1− eiθ +

∞∑
`=1

γ `(1+ γ 2`)(1− e−iθ )

1+ γ 4`− 2γ 2` cos θ

= (1− e−iθ )

(
1

2(1− cos θ)
+

∞∑
`=1

γ `(1+ γ 2`)

1+ γ 4`− 2γ 2` cos θ

)
,

hence

|Fγ (ζ )| =
1

2|sin(θ/2)|
+ 2|sin(θ/2)|

∞∑
`=1

γ `(1+ γ 2`)

1+ γ 4`− 2γ 2` cos θ

= |sin(θ/2)|
∑
`∈Z

γ `(1+ γ 2`)

1+ γ 4`− 2γ 2` cos θ
.

Similarly, if ζ = γ eiϕ , we have

Fγ (ζ )=
∞∑

k=0

γ k

1− γ 2k+1eiϕ +

∞∑
`=0

γ−`−1

1− γ−2`−1eiϕ

=

∞∑
k=0

γ k

1− γ 2k+1eiϕ +

∞∑
`=0

γ `

γ 2`+1− eiϕ

=

∞∑
`=0

γ `(1+ γ 2`+1)(1− e−iϕ)

1+ γ 4`+2− 2γ 2`+1 cosϕ
,
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so that

|Fγ (ζ )| = 2|sin(ϕ/2)|
∞∑
`=0

γ `(1+ γ 2`+1)

1+ γ 4`+2− 2γ 2`+1 cosϕ

= |sin(ϕ/2)|
∑
`∈Z

γ `(1+ γ 2`+1)

1+ γ 4`+2− 2γ 2`+1 cosϕ
.

Consequently,

min
|ζ |=1
|Fγ (ζ )| − γ

1
2 max
|ζ |=γ
|Fγ (ζ )| =min

θ∈T
|sin(θ/2)|

∑
`∈Z

γ `(1+ γ 2`)

1+ γ 4`− 2γ 2` cos θ

−max
ϕ∈T
|sin(ϕ/2)|

∑
`∈Z

γ `+1/2(1+ γ 2`+1)

1+ γ 4`+2− 2γ 2`+1 cosϕ

Set, for x ∈ R, θ ∈ T \ {0},

fγ,θ (x)= |sin(θ/2)|
γ x(1+ γ 2x)

1+ γ 4x − 2γ 2x cos θ
.

Then we are reduced to proving that

inf
θ∈T\{0}

∑
k∈Z

fγ,θ (k)− sup
ϕ∈T\{0}

∑
k∈Z

fγ,ϕ
(
k+ 1

2

)
> 0.

Applying the Poisson summation formula, we have∑
k∈Z

fγ,θ (k)=
∑
n∈Z

f̂γ,θ (2πn),
∑
k∈Z

fγ,ϕ
(
k+ 1

2

)
=

∑
n∈Z

(−1)n f̂γ,ϕ(2πn),

where

f̂γ,θ (ξ)= |sin(θ/2)|
∫

R

γ x(1+ γ 2x)

1+ γ 4x − 2γ 2x cos θ
e−i xξ dx

=
|sin(θ/2)|
|log γ |

∫
∞

0

(1+ t2)t−iξ/ log γ

1+ t4− 2t2 cos θ
dt

=
|sin(θ/2)|
2|log γ |

∫
∞

0

(1+ y)y−iξ/2 log γ− 1
2

1+ y2− 2y cos θ
dy,

where we have set t = γ x , y = t2. We calculate the above integral by introducing
the holomorphic function

g(z)=
|sin(θ/2)|
2|log γ |

(1+ z)z−iξ/2 log γ− 1
2

1+ z2− 2z cos θ
,

on the domain C \R+, where the argument of z belongs to (0, 2π). Integrating on
the contour of Figure 1 and making R→∞, ε→ 0, we obtain, by the residue
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R

ε

Figure 1. Contour for the proof of Lemma 17.

theorem, assuming θ ∈ (0, 2π) with no loss of generality,

f̂γ,θ (ξ)(1+ eπξ/ log γ )

= 2iπ
[
Res(g(z), z = eiθ )+Res(g(z), z = e−iθ )

]
=

iπ sin(θ/2)
|log γ |

(
2 cos(θ/2)

2i sin θ
eθξ/2 log γ

+
2 cos(θ/2)

2i sin θ
e(2π−θ)ξ/2 log γ

)
=

π

2|log γ |

(
eθξ/2 log γ

+ e(2π−θ)ξ/2 log γ ).
We infer

f̂γ,θ (ξ)=
π

2|log γ |
cosh

(
(π − θ)ξ/(2 log γ )

)
cosh

(
πξ/(2 log γ )

) , θ ∈ (0, 2π).

Finally, for θ, ϕ ∈ (0, 2π),∑
k∈Z

fγ,θ (k)−
∑
k∈Z

fγ,ϕ
(
k+ 1

2

)
=

π

2|log γ |

(∑
n∈Z

cosh
(
(π − θ)πn/(log γ )

)
cosh

(
π2n/(log γ )

)
−

∑
n∈Z

(−1)n
cosh

(
(π −ϕ)πn/(log γ )

)
cosh

(
π2n/(log γ )

) )

=
π

|log γ |

(
∞∑

n=1

cosh
(
(π − θ)πn/(log γ )

)
cosh

(
π2n/(log γ )

)
+

∞∑
n=1

(−1)n+1 cosh
(
(π −ϕ)πn/(log γ )

)
cosh

(
π2n/(log γ )

) )
≥

π

|log γ |

∞∑
n=1

1
cosh

(
π2n/(log γ )

) ,
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since the second series is an alternating series of the form

∞∑
n=1

(−1)n+1an,

with an decaying to 0 as n→∞. Therefore

min
|ζ |=1
|Fγ (ζ )| − γ

1
2 max
|ζ |=γ
|Fγ (ζ )| ≥

π

|log γ |

∞∑
n=1

1
cosh

(
π2n/(log γ )

) > 0. �

Lemma 17 implies that 8 has no zeroes for |ζ | = 1 and |z| ≤ 1. By continuity,
it has no zeroes in a neighbourhood of this set. Hence Lemma 16 is proved.

4.4. Studying the index. Let us first recall the definition of the index. For 0 <
R <∞, we denote by CR the circle

{z ∈ C : |z| = R}.

Let f be a holomorphic function near CR , with no zero on CR . The index on CR

around 0 of f is given by

Ind f (CR)(0) :=
1

2iπ

∫
CR

f ′(ζ )
f (ζ )

dζ.

In this section, we prove the following lemma.

Lemma 18. For any r < 1 sufficiently close to 1, the function

ζ 7→ Fγ (rζ )

has index zero on the unit circle.

Notice that 8(0, rζ )= Fγ (rζ ). As the index is valued in Z and the map z 7→
8(z, ζ ) is smooth, Lemma 18 implies that the index of ζ 7→8(z, rζ ) is zero for
any z with |z| ≤ 1+ ρ as long as r is sufficiently close to 1.

Corollary 19. For any r < 1 sufficiently close to 1, the function

ζ 7→8(z, rζ )

has index zero for any z.

This corollary will complete the proof of Proposition 13.

Proof of Lemma 18. We could use Remark 15 in order to reduce to properties of
the Weierstrass P function. However, for the convenience of the reader, we prefer
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to give a self-contained proof. Let us assume that R is chosen so that R 6= γ 2`,
` ∈ Z and Fγ 6= 0 on CR . We consider the index of Fγ on CR around 0:

I (R) := IndFγ (CR)(0) :=
1

2iπ

∫
CR

F ′γ (ζ )

Fγ (ζ )
dζ.

The statement of Lemma 18 is equivalent to

I (1−) := lim
R→1−

I (R)= 0.

By definition, I is valued in Z and is continuous on the intervals corresponding to
the circles avoiding the zeroes and the poles of Fγ . From properties (11), one has

I (R)+ I
( 1

R

)
=−1, I (Rγ 2)= I (R). (12)

In particular,

I (R)+ I
(γ 2

R

)
=−1 (13)

and
I (1+)= I ((γ 2)+), (14)

where I (r±)= limt→r± I (t). We are going to compute I ((γ 2)+) in another way,
using the zeroes and the poles of Fγ .

Let us first collect some basic relations. Let n be the number of zeroes in the
annulus

{z ∈ C : γ < |z|< 1}.

Since there are no poles inside this annulus, one has

n = I (1−)− I (γ+). (15)

From Equation (13) with R = 1− and R = γ+,

I (1−)+ I ((γ 2)+)=−1 and I (γ+)+ I (γ−)=−1.

Subtracting these equalities gives I (1−)− I (γ+)= I (γ−)− I ((γ 2)+), hence

n = I (γ−)− I ((γ 2)+). (16)

Denote by m the number of zeroes on Cγ . As γ is a zero of Fγ , m ≥ 1, and

m = I (γ+)− I (γ−) (17)

since there is no pole on Cγ . Denote by N the number of zeroes on C1. Then

I (1+)− I (1−)= N − 1, (18)

since 1 is the only pole on C1.
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Now, we compute I ((γ 2)+):

I ((γ 2)+)= I (γ−)− n from (16)

= I (γ+)−m− n from (17)

= I (1−)− n−m− n from (15)

= I (1+)− (N − 1)−m− 2n from (18).

Recalling (14), we conclude that N + 2n + m = 1, so n = 0 and N + m =
1. Since m ≥ 1, this implies N = 0 and m = 1. From (18) and the equality
I (1+)+ I (1−)=−1 (Equation (13) with R = 1+), one concludes I (1+)=−1 and
I (1−)= 0 as required. �

Appendix: A formula for the C1 norm

Let u ∈ L2
+
(T) be a rational function corresponding to the finite list of singular

values ρ1 > σ1 > · · ·> ρN > σN and angles ψr = 0 for r = 1, . . . , 2N . Then we
checked in [Gérard and Grellier 2012; 2014] that this cancellation of the angles
precisely corresponds to the positivity of the operators 0û and 0̃û on `2(Z+). The
representation formula (2), (3) then reduces to

u(z)= 〈CN (z)−1(1N ),1N 〉,

with

CN (z) :=
(

s2 j−1− s2kz
s2

2 j−1− s2
2k

)
1≤ j,k≤N

, (19)

Furthermore, the positivity of the Hankel matrices 0û and 0̃û implies the positivity
of the Fourier coefficients of u, since, denoting by (en)n≥0 the canonical basis
of `2(Z+),

〈0ûen, en〉 = û(2n), 〈0̃ûen, en〉 = û(2n+ 1).

Therefore the C1 norm of u on T is given by

S(u) :=
∞∑

n=1

nû(n).

The lemma below explicitly computes S(u).

Lemma 20. S(u)=
N∑

k=1

σk

( N∏
j=1

ρ j + σk

ρ j − σk

)(∏
`6=k

σk + σ`

σ`− σk

)
,

where every term in the above sum is positive.

Proof. We have

S(u)= u′(1)=
〈
Ċ C (1)−1(1), tC (1)−1(1)

〉
,
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with

C (1) :=
(

1
ρ j + σk

)
1≤ j,k≤N

, Ċ :=

(
σk

ρ2
j − σ

2
k

)
1≤ j,k≤N

.

Notice that C (1) is a Cauchy matrix, so that the expression of C (1)−1(1) is explicit.
We have

C (1)−1(1)=

(∏N
j=1(ρ j + σk)∏
6̀=k(σk − σ`)

)
1≤k≤N

. (20)

Let us give a simple proof of this formula, inspired from calculations in [Gérard
and Pushnitski 2018]. Denote by xk, k = 1, . . . , N , the components of C (1)−1(1).
We have

N∑
k=1

xk

ρ j + σk
= 1, j = 1, . . . , N .

Consider the polynomial functions

Q(ρ) :=
N∏

k=1

(ρ+ σk), P(ρ) := Q(ρ)
N∑

k=1

xk

ρ+ σk
.

Then Q has degree N , P has degree at most N − 1 and

P(ρ j )= Q(ρ j ), j = 1, . . . N .

Since Q−P is a unitary polynomial of degree N which cancels at ρ j , j = 1, . . . , N ,
we have

Q(ρ)− P(ρ)=
N∏

j=1

(ρ− ρ j ).

Consequently,

P(−σk)=−

N∏
j=1

(−σk − ρ j )= (−1)N−1
N∏

j=1

(σk + ρ j ).

Since

xk =
P(−σk)

Q′(−σk)
,

this yields (20). Similarly, we have

tC (1)−1(1)=

(∏N
`=1(ρ j + σ`)∏
i 6= j (ρ j − ρi )

)
1≤ j≤N

. (21)
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Coming back to the proof of Lemma 20, we have, in view of (20) and (21),

S(u)=
N∑

j,k=1

µ
(N )
jk , µ

(N )
jk := σk

ρ j + σk

ρ j − σk

(∏
i 6= j

ρi + σk

ρ j − ρi

)(∏
`6=k

ρ j + σ`

σk − σ`

)
.

Multiplying and dividing µ(N )jk by
∏

i 6= j (ρi − σk), we have, for every k,

N∑
j=1

µ
(N )
jk =

σk R(σk)∏
6̀=k(σk − σ`)

N∏
i=1

ρi + σk

ρi − σk
,

with

R(σ )=
N∑

j=1

∏
i 6= j

ρi − σ

ρ j − ρi

∏
`6=k

(ρ j + σ`).

Notice that, for every j = 1, . . . , N ,

R(ρ j )= (−1)N−1
∏
`6=k

(ρ j + σ`).

Since R has degree N − 1, we infer

R(σ )= (−1)N−1
∏
`6=k

(σ + σ`),

so that
N∑

j=1

µ
(N )
jk =

σk(−1)N−1∏
`6=k(σk + σ`)∏

6̀=k(σk − σ`)

N∏
i=1

ρi + σk

ρi − σk
,

which is the claimed formula. The positivity of each term is an easy consequence
of the inequalities ρ1 > σ1 > ρ2 > σ2 > · · · . �

As a consequence of Lemma 20, we retain the following inequality, obtained
after discarding most of the factors bigger than 1 in each of the products.

Corollary 21. ‖u‖C1 ≥

N∑
k=1

σk(ρk + σk)

ρk − σk
.

Notice that this implies inequality (4). Unfortunately, at this stage we do not
have arguments allowing us to extend this inequality to nonrational functions u,
which would imply that u /∈ C1 if

∞∑
k=1

ρkσk

ρk − σk
=∞.
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