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Rigid local systems and alternating groups

Robert M. Guralnick, Nicholas M. Katz and Pham Huu Tiep

We show that some very simple to write one parameter families of exponential
sums on the affine line in characteristic p have alternating groups as their geo-
metric monodromy groups.
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1. Introduction

In earlier work Katz [2018] exhibited some very simple one parameter families of
exponential sums which gave rigid local systems on the affine line in characteristic
p whose geometric (and usually, arithmetic) monodromy groups were SL2(q), and
he exhibited other such very simple families giving SU3(q). (Here q is a power of
the characteristic p, and p is odd.) In this paper, we exhibit equally simple families
whose geometric monodromy groups are the alternating groups Alt(2q). We also
determine their arithmetic monodromy groups. See Theorem 3.1 (Of course from
the resolution [Raynaud 1994] of the Abhyankar conjecture, any finite simple group
whose order is divisible by p will occur as the geometric monodromy group of
some local system on A1/Fp; the interest here is that it occurs in our particularly
simple local systems.)

Guralnick was partially supported by NSF grant DMS-1600056 and Tiep was partially supported
by NSF grant DMS-1840702. Guralnick would also like to thank the Institute for Advanced Study,
Princeton for its support.
The authors are grateful to the referees for careful reading and helpful comments on the paper.
MSC2010: 11T23, 20D05.
Keywords: rigid local system, monodromy, alternating group.
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In the earlier work of Katz, he used a theorem to Kubert to know that the mon-
odromy groups in question were finite, then work of Gross [2010] to determine
which finite groups they were. Here we do not have, at present, any direct way of
showing this finiteness. Rather, the situation is more complicated and more interest-
ing. Using some basic information about these local systems (see Theorem 6.1), the
first and third authors prove a fundamental dichotomy: the geometric monodromy
group is either Alt(2q) or it is the special orthogonal group SO(2q−1). The second
author uses an elementary polynomial identity to compute the third moment as
being 1 (see Theorem 7.1), which rules out the SO(2q − 1) case. This roundabout
method establishes the theorem. It would be interesting to find a “direct” proof
that these local systems have integer (rather than rational) traces; this integrality is
in fact equivalent to their monodromy groups being finite, see [Katz 1990, 8.14.6].
But even if one had such a direct proof, it would still require serious group theory
to show that their geometric monodromy groups are the alternating groups.

2. The local systems in general

Throughout this paper, p is an odd prime, q is a power of p, k is a finite field of
characteristic p, ` is a prime 6= p,

ψ = ψk : (k,+)→ µp ⊂Q`
×

is a nontrivial additive character of k, and

χ2 = χ2,k : k×→±1⊂Q`
×

is the quadratic character, extended to k by χ2(0) := 0. For L/k a finite extension,
we have the nontrivial additive character

ψL/k := ψk ◦TraceL/k

of L , and the quadratic character χ2,L = χ2,k ◦NormL/k of L×, extended to L by
χ2,L(0)= 0.

On the affine line A1/k, we have the Artin–Schreier sheaf Lψ(x). On Gm/k we
have the Kummer sheaf Lχ2(x) and its extension by zero j!Lχ2(x) (for j : Gm ⊂ A1

the inclusion) on A1/k.
For an odd integer n = 2d + 1 which is prime to p, we have the rigid local

system (rigid by [Katz 1996, 3.0.2 and 3.2.4])

F(k, n, ψ) := FTψ(Lψ(xn)⊗ j!Lχ2(x))

on A1/k. Let us recall the basic facts about it, see [Katz 2004, 1.3 and 1.4].
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It is lisse of rank n, pure of weight one, and orthogonally self-dual, with its
geometric monodromy group

Ggeom ⊂ SO(n,Q`).

Recall that Ggeom is the Zariski closure in SO(n,Q`) of the image of the geomet-
ric fundamental group π1(A

1/k̄) in the representation which “is” the local system
F(k, n, ψ). For ease of later reference, we recall the following fundamental fact.

Lemma 2.1. For any lisse local system H on A1/k̄, the subgroup 0p of its Ggeom

generated by elements of p-power order is Zariski dense.

Proof. Denote by N the Zariski closure of 0p in Ggeom. Then N is a normal
subgroup of Ggeom. We must show that the quotient M := Ggeom/N is trivial.

To see this, we argue as follows. The local system H gives us a group homo-
morphism

π1(A
1/k̄)→ Ggeom ⊂ GL(rank(H),Q`)

with Zariski dense image. Under this homomorphism, the wild inertia group P∞
has finite image in Ggeom (because ` 6= p). This image being a finite p group
in Ggeom, it lies in N , and hence dies in M := Ggeom/N . Therefore M/M0 is a
finite quotient of π1(A

1/k̄) in which P∞ dies. So any irreducible representation of
M/M0 gives an irreducible local system on A1/k̄ which is tame at∞, hence trivial.
Thus M = M0 is connected. We next show that M red

:= M/Ru , the quotient of
M by its unipotent radical, is trivial. For this, it suffices to show that M has no
nontrivial irreducible representations. But any such representation is a local system
on A1/k̄ which is tamely ramified at∞ (again because P∞ dies in M), so is trivial.
Thus M is unipotent. But H 1(A1/k̄,Q`) vanishes, so any unipotent local system
on A1/k̄ is trivial, and hence M is trivial. �

Let us denote by A(k, n, ψ) the Gauss sum

A(k, n, ψ) := −χ2(n(−1)d)
∑
x∈k×

ψ(x)χ2(x).

By the Hasse–Davenport relation, for L/k an extension of degree d , we have

A(L , n, ψL/k)= (A(k, n, ψ))d .

The twisted local system

G(k, n, ψ) := F(k, n, ψ)⊗ A(n, k, ψ)− deg

is pure of weight zero and has

Ggeom ⊂ Garith ⊂ SO(n,Q`).
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Concretely, for L/k a finite extension, and t ∈ L , the trace at time t of G(k, n, ψ) is

Trace(Frobt,L |G(k, n, ψ))=−(1/A(L , n, ψL/k))
∑
x∈L×

ψL/k(xn
+ t x)χ2,L(x)

=−(1/A(L , n, ψL/k))
∑
x∈L

ψL/k(xn
+ t x)χ2,L(x),

the last equality because the χ2 factor kills the x = 0 term.
Let us recall also [Katz 2004, 3.4] that the geometric monodromy group of

F(k, n, ψ), or equivalently of G(k, n, ψ), is independent of the choice of the
pair (k, ψ).

To end this section, let us recall the relation of the local system F(k, n, ψ) to
the hypergeometric sheaf

Hn :=H(!, ψ; all characters of order dividing n;χ2).

According to [Katz 1990, 9.2.2], F(k, n, ψ)|Gm is geometrically isomorphic to
a multiplicative translate of the Kummer pullback [n]?Hn . (An explicit descent
of F(k, n, ψ)|Gm through the n-th power map is given by the lisse sheaf on Gm

whose trace function at time t ∈ L×, for L/k a finite extension, is

t 7→ −
∑
x∈L×

ψL/k(xn/t + x)χ2,L(x/t).

The structure theory of hypergeometric sheaves shows that this descent is, geomet-
rically, a multiplicative translate of the asserted Hn .)

3. The candidate local systems for Alt(2q)

In this section, we specialize the n of the previous section to

n = 2q − 1= 2(q − 1)+ 1.

The target theorem is this:

Theorem 3.1. Let p be an odd prime, q a power of p, k a finite field of character-
istic p, ` a prime 6= p, and ψ a nontrivial additive character of k. For the `-adic
local system G(k, 2q − 1, ψ) on A1/k, its geometric and arithmetic monodromy
groups are given as follows:

(1) Ggeom = Alt(2q) in its unique irreducible representation of dimension 2q − 1.

(2) (a) If −1 is a square in k, then Ggeom = Garith = Alt(2q).
(b) If −1 is not a square in k, then Garith = Sym(2q), the symmetric group, in

its irreducible representation labeled by the partition (2, 12q−2), i.e.,

(the deleted permutation representation of Sym(2q))⊗ sgn .
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Remark 3.2. The traces of elements of Alt(n) (respectively of Sym(n)) in its
deleted permutation representation (respectively in every irreducible representa-
tion) are integers. One sees easily (look at the action of Gal(Q(ζp)/Q)) that the
local system G(k, 2q − 1, ψ) has traces which all lie in Q, but as mentioned in the
introduction, we do not know a direct proof that these traces all lie in Z.

4. Basic facts about Hn

In this section, we assume that n ≥ 3 is odd and that n(n− 1) is prime to p. The
geometric local monodromy at 0 is tame, and a topological generator of the tame
inertia group I(0)tame, acting on Hn , has as eigenvalues all the roots of unity of
order dividing n.

The geometric local monodromy at∞ is the direct sum

Lχ2 ⊕W, W has rank n− 1, and all slopes 1/(n− 1).

Because n is odd, the local system Hn is (geometrically) orthogonally self-dual,
and det(Hn) is geometrically trivial (because trivial at 0, lisse on Gm , and all∞
slopes are ≤ 1/(n− 1) < 1). Therefore det(W ) is geometrically Lχ2 . From [Katz
1990, 8.6.4 and 8.7.2], we see that up to multiplicative translation, the geometric
isomorphism class is determined entirely by its rank n− 1 and its determinant Lχ2 .
Because n−1 is even and prime to p, it follows that up to multiplicative translation,
the geometric isomorphism class of W is that of the I(∞)-representation of the
Kloosterman sheaf

Kln−1 := Kl(ψ; all characters of order dividing n− 1).

By [Katz 1988, 5.6.1], we have a global Kummer direct image geometric iso-
morphism

Kln−1 ∼= [n− 1]?Lψn−1,

where we write ψn−1 for the additive character x 7→ ψ((n − 1)x). Therefore,
up to multiplicative translation, the geometric isomorphism class of W is that of
[n− 1]?Lψ . Pulling back by [n− 1], which does not change the restriction of W
to the wild inertia group P(∞), we get

[n− 1]?W ∼=
⊕
ζ∈µn−1

Lψ(ζ x).

A further pullback by n-th power, which also does not change the restriction of
W to P(∞), gives

[n− 1]?[n]?W ∼=
⊕
ζ∈µn−1

Lψ(ζ xn).
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Thus we find that the I(∞) representation attached to a multiplicative translate1 of
[n− 1]?F(k, n, ψ) is the direct sum

1
⊕
ζ∈µn−1

Lψ(ζ xn) =

⊕
α∈µn−1∪{0}

Lψ(αxn).

This description shows that the image of P(∞) in the I(∞)-representation at-
tached to F(k, n, ψ) is an abelian group killed by p.

Lemma 4.1. Let L/Fp be a finite extension which contains the (n−1)-st roots of
unity. Denote by V ⊂ L the additive subgroup of L spanned by the (n−1)-st roots
of unity. Denote by V ? the Pontryagin dual of V :

V ?
:= HomFp(V, µp(Q`)).

Then the image of P(∞) in the I(∞)-representation attached to F(k, n, ψ) is V ?,
and the representation restricted to V ? is the direct sum

1
⊕

ζ∈µn−1(L)

(evaluation at ζ )=
⊕

α∈µn−1(L)∪{0}

(evaluation at α).

Proof. Each of the characters Lψ(αxn) of I(∞) has order dividing p. Given an
n-tuple of elements (aα)α∈µn−1(L)∪{0}, consider the character

3 :=
⊗

α∈µn−1(L)∪{0}

(Lψ(αxn))
⊗aα = Lψ((∑α∈µn−1(L)∪{0}

aαα)xn).

The following conditions are equivalent:

(a)
∑

α∈µn−1(L)∪{0} aαα = 0.

(b) The character 3 is trivial on I(∞).

(c) The character 3 is trivial on P(∞).

Indeed, it is obvious that (a)=⇒ (b)=⇒ (c). If (c) holds, then for

A :=
∑

α∈µn−1(L)∪{0} aαα,

we have that Lψ(Ax) is trivial on P(∞), so is a character of I(∞)/P(∞)= I(∞)tame,
a group of order prime to p. But Lψ(Ax) has order dividing p, so is trivial on I(∞),
hence A = 0.

This equivalence shows that the character group of the image of P(∞) is indeed
the Fp span of the α’s, i.e., it is V. The rest is just Pontryagin duality of finite abelian
groups. �

1The referee has kindly explained to us that the results of [Fu 2010, Proposition 0.7, 0.8] allow
one to make precise the multiplicative translates in the above paragraphs.
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5. Basic facts about H2q−1

Taking n = 2q − 1, the geometric local monodromy at 0 of H2q−1 is tame, and
a topological generator of the tame inertia group I(0)tame, acting on Hn , has as
eigenvalues all the roots of unity of order dividing 2q − 1.

Turning now to the action of P(∞), we have:

Lemma 5.1. Denote by ζ2q−2 ∈ Fq2 a primitive (2q−2)-th root of unity. In the
I(∞)-representation attached to F(k, 2q − 1, ψ), the character group V of the
image of P(∞) is the Fp-space

V = Fq ⊕ ζ2q−2Fq .

Fix a nontrivial additive character ψ0 of Fq , and denote by ψ1 the nontrivial addi-
tive character of Fq2 given by

ψ1 := ψ0 ◦TraceFq2/Fq .

Then the image V ? of P(∞) is itself isomorphic to V, and the representation of
P(∞) is the direct sum of the characters⊕

α∈Fq

ψ1(αx)⊕
⊕
β∈F×q

ψ1(ζ2q−2βx).

Proof. When n = 2q−1, then n−1= 2(q−1). The field Fq2 contains the 2(q−1)-
th roots of unity. The group µ2(q−1)(Fq2) contains the subgroup µq−1(Fq2) = F×q
with index 2, the other coset being ζ2(q−1)F

×
q . Thus the Fp span of µ2(q−1)(Fq2)

inside the additive group of Fq2 is indeed the asserted V. The characters ψ1(αx),
as α varies over Fq , are each trivial on ζ2q−2Fq (because TraceFq2/Fq (ζ2q−2) = 0)
and give all the additive characters of Fq (on which TraceFq2/Fq is simply the map
x 7→ 2x). The characters ψ1(ζ2q−2βx), as β varies over Fq , are trivial on Fq

(because TraceFq2/Fq (ζ2q−2) = 0) and give all the characters of ζ2q−2Fq (because
ζ 2

2(q−1) lies in F×q ). �

Corollary 5.2. The image of P(∞) in the I(∞)-representation attached to

F(k, 2q − 1, ψ)⊕1

is the direct sum

V = Fq ⊕ ζ2q−2Fq

acting through the representation

RegFq
⊕Regζ2q−2Fq

.
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6. Basic facts about the group Ggeom for F(k, 2q − 1, ψ)

Recall that Ggeom is the Zariski closure in SO(2q−1,Q`) of the image of πgeom
1 :=

π1(A
1/Fp) in the representation attached to F(k, 2q − 1, ψ). Thus Ggeom is an

irreducible subgroup of SO(2q − 1,Q`).

Theorem 6.1. We have the following two results:

(i) Ggeom is normalized by an element of SO(2q − 1,Q`) whose eigenvalues are
all the roots of unity of order dividing 2q − 1 in Q`.

(ii) Ggeom contains a subgroup isomorphic to Fq ⊕ Fq , acting through the virtual
representation

Regfirst⊕Regsecond−1.

Proof. The local system F(k, 2q−1, ψ) is, geometrically, a multiplicative translate
of the Kummer pullback [2q − 1]?H2q−1. Therefore Ggeom is a normal subgroup
of the group Ggeom for H2q−1, so is normalized by any element of this possibly
larger group. As already noted, local monodromy at 0 for H2q−1 is an element of
the asserted type. This proves (i). Statement (ii) is just a repeating of what was
proved in the previous lemma. �

7. The third moment of F(k, 2q − 1, ψ) and of G(k, 2q − 1, ψ)

Let us recall the general set up. We are given a lisse G on a lisse, geometrically
connected curve C/k. We suppose that G is ι-pure of weight zero, for an embedding
ι of Q` into C. We denote by V the Q`-representation given by G, and by Ggeom

the Zariski closure in GL(V ) of the image of πgeom
1 (C/k). For an integer n ≥ 1,

the n-th moment of G is the dimension of the space of invariants

Mn(G) := dim((V⊗n)Ggeom).

Recall [Katz 2005, 1.17.4] that we have an archimedean limit formula for Mn(G)
as the lim sup over finite extensions L/k of the sums

(1/#L)
∑

t∈C(L)

(Trace(Frobt,L |G))n,

which we call the empirical moments.

Theorem 7.1. For the lisse sheaf G(k, 2q − 1, ψ) on A1/k, we have

M3(G(k, 2q − 1, ψ))= 1.
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Proof. Fix a finite extension L/k. For t ∈ L , we have

Trace(Frobt,L |G(k, 2q − 1, ψ))
= (−1/A(L , 2q − 1, ψL/k))

∑
x∈L

ψL/k(x2q−1
+ t x)χ2,L(x),

with the twisting factor given explicitly as

A(L , 2q − 1, ψL/k)=−χ2,L(−1)
∑
x∈L×

ψL/k(x)χ2,L(x).

Write gL for the Gauss sum

gL :=
∑
x∈L×

ψL/k(x)χ2,L(x).

Then the empirical M3 is the sum

(1/#L)(χ2,L(−1)/gL)
3
∑
t∈L

∑
x,y,z∈L

ψL/k
(
x2q−1

+ y2q−1
+ z2q−1

+ t (x + y+ z)
)

·χ2,L(xyz)

= (χ2,L(−1)/gL)
3

∑
x,y,z∈L ,x+y+z=0

ψL/k
(
x2q−1

+ y2q−1
+ z2q−1)χ2,L(xyz)

= (χ2,L(−1)/gL)
3
∑

x,y∈L

ψL/k
(
x2q−1

+ y2q−1
+ (−x − y)2q−1)χ2,L(xy(−x − y)).

The key is now the following identity.

Lemma 7.2. In Fq [x, y], we have the identity

x2q−1
+ y2q−1

+ (−x − y)2q−1
= xy(x + y)

∏
α∈Fq\{0,−1}

(x −αy)2.

If we write q = p f , then collecting Galois-conjugate terms this is

xy(x + y)
∏

h∈Pf

h(x, y)2,

where Pf is the set of irreducible h(x, y) ∈ Fp[x, y] which are homogeneous of
degree dividing f , monic in x , other than x or x + y.

Proof. Because x2q−1
+ y2q−1

+(−x− y)2q−1 is homogeneous of odd degree 2q−1
and visibly divisible by y, it suffices to prove the inhomogeneous identity, that in
Fq [x] we have

x2q−1
+ 1− (x + 1)2q−1

= x(x + 1)
∏

α∈Fq\{0,−1}

(x −α)2.
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The left side
P(x) := x2q−1

+ 1− (x + 1)2q−1

has degree 2q − 2, and visibly vanishes at x = 0 and at x =−1.
So it suffices to show that for each α ∈ Fq \{0,−1}, P(x) is divisible by (x−α)2.

The key point is that for β ∈ Fq , we have

β2q−1
= β,

and for α ∈ F×q we have
α2q−2

= 1.

Thus for any β ∈ Fq , we trivially have P(β)= 0. The derivative P ′(x) is equal to

P ′(x)=−x2q−2
+ (x + 1)2q−2.

So if both α and α+ 1 lie in F×q , then P ′(α)=−1+ 1= 0. �

With this identity in hand, we now return to the calculation of the empirical
moment, which is now

(χ2,L(−1)/gL)
3
∑

x,y∈L

ψL/k(xy(x + y)
∏

h∈Pf

h(x, y)2)χ2,L(xy(−x − y)).

The set of (x, y) ∈ A2(L) with xy 6= 0 and at which
∏

h∈Pf
h(x, y)= 0 has cardi-

nality (q − 2)(#L − 1). So the empirical sum differs from the modified empirical
sum

(χ2,L(−1)/gL)
3
∑

x,y∈L

ψL/k(xy(x+y)
∏

h∈Pf

h(x, y)2)χ2,L(xy(−x−y)
∏

h∈Pf

h(x, y)2)

by a difference which is

(χ2,L(−1)/gL)
3 (

a sum of at most (q − 2)(#L − 1) terms,
each of absolute value 1

)
.

So the difference in absolute value is at most q/
√

#L , which tends to zero as L
grows (remember q is fixed). The modified empirical sum we now rewrite as

(χ2,L(−1)/gL)
3
∑
t∈L×

ψL/k(t)χ2,L(−t)NL(t),

with NL(t) the number of L-points on the curve Ct given by

Ct : xy(x + y)
∏

h∈Pf

h(x, y)2 = t.

Because xy(x + y)
∏

h∈Pf
h(x, y)2 is homogeneous of degree 2q − 1 prime to p

and is not a d-th power for any d ≥ 2, the curves Ct are smooth and geometrically
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irreducible for all t 6= 0, see [Katz 1989, proof of 6.5]. Moreover, by the homo-
geneity, these curves are each geometrically isomorphic to C1, indeed the family
become constant after the tame Kummer pullback [2q−1]?. Thus for the structural
map π : C→ Gm/Fp, R2π!(Q`)=Q`(−1), R1π!Q` is lisse of some rank r , tame
at both 0 and∞, and mixed of weight ≤ 1, and all other Riπ!(Q`)= 0.

So our modified empirical moment is

(χ2,L(−1)/gL)
3
∑
t∈L×

ψL/k(t)χ2,L(−t)(#L −Trace(Frobt,L |R1π!Q`)

= (χ2,L(−1)/gL)
3
∑
t∈L×

ψL/k(t)χ2,L(−t)(#L)

− (χ2,L(−1)/gL)
3
∑
t∈L×

Trace
(
Frobt,L |Lψ(t)⊗Lχ2(t)⊗ R1π!Q`

)
.

Remembering that g2
L = χ2,L(−1)#L , we see that the first sum is χ2,L(−1). We

now show that the second sum is O(1/
√

#L), or equivalently that the sum∑
t∈L×

Trace
(
Frobt,L |Lψ ⊗Lχ2 ⊗ R1π!Q`

)
is O(#L). By the Lefschetz trace formula [Grothendieck 1968], the second sum is

Trace
(
FrobL |H 2

c (Gm/Fp,Lψ ⊗Lχ2 ⊗ R1π!Q`)
)

−Trace
(
FrobL |H 1

c (Gm/Fp,Lψ ⊗Lχ2 ⊗ R1π!Q`)
)
.

The H 2
c group vanishes, because the coefficient sheaf is totally wild at ∞ (this

because it is Lψ tensored with a lisse sheaf which is tame at∞). The second sum
is O(#L), by Deligne’s fundamental estimate [Deligne 1980, 3.3.1] (because the
coefficient sheaf is mixed of weight ≤ 1, its H 1

c is mixed of weight ≤ 2).
Thus the empirical moment is χ2,L(−1) plus an error term which, as L grows,

is O(1/
√

#L). So the lim sup is 1, as asserted. �

8. Exact determination of Garith

Theorem 8.1. Suppose known that G(k, 2q − 1, ψ) has Ggeom = Alt(2q). Then its
Garith is as asserted in Theorem 3.1, namely it is Alt(2q) if −1 is a square in k, and
is Sym(2q) if −1 is not a square in k.

Proof. For q > 3, the outer automorphism group of Alt(2q) has order 2, induced
by the conjugation action of Sym(2q). Therefore the normalizer of Alt(2q) in
SO(2q − 1) (viewed there by its deleted permutation representation) is the group
Sym(2q) (viewed in SO(2q− 1) by (deleted permutation representation)⊗ sgn). If
q = 3, the automorphism group is slightly bigger but the stabilizer of the character
of the deleted permutation module is just Sym(2q). (Indeed, either of the exotic
automorphisms of Alt(6) maps the cycle (123) to an element which in Sym(6) is
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conjugate to (123)(456). The element (123) has trace 2, whereas (123)(456) has
trace −1 (both viewed in SO(5) by the deleted permutation representation)). Since
we have a priori inclusions

Ggeom = Alt(2q) GGarith ⊂ SO(2q − 1),

the only choices for Garith are Alt(2q) or Sym(2q).
Denoting by V the representation of Garith given by G(k, 2q − 1, ψ), the action

of Garith on the line
L := (V⊗3)Ggeom

is a character of Garith/Ggeom. We claim that this character is the sign character
sgn of Garith ⊂ Sym(2q). To see this, we argue as follows.

For any n≥3, denoting by Vn the deleted permutation representation of Sym(n+1),
one knows that

(V⊗3
n )Sym(n+1)

= (V⊗3
n )Alt(n+1)

is one dimensional. (Indeed, if Sλ denotes the complex irreducible representation
of Sym(n+ 1) labeled by the partition λ of n+1, then Vn = S(n,1) and sgn= S(1

n+1).
An application of the Littlewood–Richardson rule to

Sλ⊗ IndSym(n+1)
Sym(n) (S(n))= Sλ⊕ (Sλ⊗ Vn)

yields
Vn ⊗ Vn = S(n+1)

⊕ S(n,1)⊕ S(n−1,2)
⊕ S(n−1,12)

see [Fulton and Harris 1991, Exercise 4.19]. Further similar applications of the
Littlewood–Richardson rule then show that Vn ⊗ Vn ⊗ Vn contains the trivial repre-
sentation S(n+1) once but does not contain sgn.) Hence that the action of Sym(n+1)
on

((Vn ⊗ sgn)⊗3)Alt(n+1)

is sgn3
= sgn. Taking n = 2q − 1, we get the claim.

Now apply Deligne’s equidistribution theorem, in the form [Katz and Sarnak
1999, 9.7.10]. It tells us that if Garith/Ggeom has order 2 instead of 1, then the
Frobenii Frobt,L as L runs over larger and larger extensions of k of even (respec-
tively odd) degree become equidistributed in the conjugacy classes of Garith lying
in Ggeom (respectively lying in the other coset Garith \Ggeom). If −1 is not a square
in k, then χL(−1)=−1 for all odd degree extensions L/k, and the empirical third
moment over all odd degree extensions will be −1+ O(1/

√
#L), by the proof of

Theorem 7.1, whereas the empirical moment will be 1+ O(1/
√

#L) over even
degree extensions. So if −1 is not a square in k, then Garith = Sym(2q). If −1
is a square in k, then every empirical moment will be 1+ O(1/

√
#L), and hence

Garith = Alt(2q)= Ggeom.
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9. Identifying the group

In this section, we use the information obtained earlier to identify the group. We
choose a field embedding Q` ⊂C, so that we may view G := Ggeom as an algebraic
group over C.

So let p be an odd prime with q a power of p. We start by assuming that G
is an irreducible, Zariski closed subgroup of SO(2q − 1,C)= SO(V ) such that G
contains Q, an elementary abelian subgroup of order q2. Moreover, we assume
that we may write Q = Q1× Q2 with |Q1| = |Q2| = q so that V = V0⊕ V1⊕ V2,
where V0 is a trivial Q-module, V0⊕ Vi is the regular representation for Qi and
Qi acts trivially on the other summand. Moreover, we assume that G is a quasi-p
group (in the sense that the subgroup generated by its p-elements is Zariski dense),
see Lemma 2.1.

Lemma 9.1. V is tensor indecomposable for Q1. More precisely, V 6= X1⊗ X2,
where the X i are Q1-modules each of dimension ≥ 2.

Proof. We argue by contradiction. Suppose V = X1 ⊗ X2 with each X i of
(necessarily odd) dimensional ≥ 2. Let χX i be the character of Q1 on X i . So
χX1 = a01 +

∑
aχχ and χX2 = b01 +

∑
bχχ , where the χ are the nontrivial

characters of Q1.
We first reduce to the case when both a0, b0 are nonzero. The multiplicity of

the trivial character of Q1 in V is q , so we have

q = a0b0+
∑
χ

aχbχ .

So either a0b0 is nonzero, and we are done, or for some nontrivial χ we have aχbχ
nonzero. In this latter case, replace X1 by X1⊗χ and X2 by X2⊗χ .

Since each nontrivial character χ of Q1 occur exactly once in V , for each such
χ we have

1= a0bχ + aχb0+
∑
ρ 6=χ

aρbχρ̄ .

In particular we have the inequalities

a0bχ ≤ 1, aχb0 ≤ 1.

Because a0, b0 are both nonzero, we infer that if aχ 6= 0, then aχ = b0 = 1 (respec-
tively that if bχ 6= 0, then a0 = bχ = 1). It cannot be the case that all aχ vanish,
otherwise X1 is the trivial module of dimension > 1. This is impossible so long
as X2 is nontrivial, as each nontrivial character of Q1 occurs in V exactly once.
But if all aχ and all bχ vanish, then V is the trivial Q1 module, which it is not.
Therefore a0 = 1 and, similarly, b0 = 1, and all aχ , bχ are either 0 or 1. Now use
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again that the multiplicity of the trivial character of Q1 in V is q , so we have

q = a0b0+
∑
χ

aχbχ .

This is possible only if all aχ and all bχ are 1. But then each X i has dimension q,
which is impossible, as the product of their dimensions is 2q − 1. �

Lemma 9.2. The following statements hold for G:

(i) G preserves no nontrivial orthogonal decomposition of V .

(ii) V is not tensor induced for G.

Proof. We first prove (i). We argue by contradiction. Suppose that

V =W1 ⊥ · · · ⊥Wr with r > 1.

Because G acts irreducibly, G transitively permutes the Wi , and all the Wi have the
same odd dimension d (because 2q−1= rd). Since r divides 2q−1, gcd(r, p)= 1,
so the p-group Q fixes at least one of the Wi , say W1. Because r > 1, there are
other orbits of Q on the set of blocks. Any of these has cardinality some power
of p, so the corresponding direct sum of Wi ’s has odd dimension. As 2q − 1 is
odd, there must be evenly many other orbits, so at least three orbits in total. In
each Q-stable odd-dimensional orthogonal space, Q lies in a maximal torus of the
corresponding SO group, so has a fixed line. Hence dim V Q

≥ 3, contradiction.
We next show that V is not tensor induced. We argue by contradiction. If V is

tensor induced, write V =W⊗· · ·⊗W (with f ≥ 2 tensor factors, dim W < dim V ).
Then Q1 must act transitively on the set of tensor factors (otherwise the representa-
tion for Q1 is tensor decomposable and the previous lemma gives a contradiction).

So by Jordan’s theorem [1872] (see also [Serre 2003, Theorem 4]), there exists
an element y ∈ Q1 that acts fixed point freely on the set of the f tensor factors. All
such elements are conjugate in the wreath product GL(W ) oSym( f ) and we have

χV (y)= (dim W ) f/p.

(Indeed, after replacing y by a GL(W )oSym( f )-conjugate, the situation is this.
Each orbit of 〈y〉 on the set of tensor factors has length p, and y acts on each
corresponding p-fold self-product of W , indexed by Fp, by mapping

⊗
i wi to⊗

i wi+1. In terms of a basis B := {e j } j=1,...,dim W of W, the only diagonal entries
of the matrix of y on this W⊗p are given by the dim W vectors e⊗ e⊗· · ·⊗ e with
e ∈ B.) On the other hand, we have χV (y)= q−1 for any nonzero element y of Q1.
Thus, if d = dim W , we have d f/p

= q−1. Thus, dim V = d f
= (q−1)p > 2q−1,

a contradiction. �

Corollary 9.3. Let L ≤ SO(V ) be any subgroup containing G and let 1 6= N C L.
Then N acts irreducibly on V.
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Proof. We argue by contradiction. Note that the conclusions of Lemmas 9.1 and
9.2 also hold for L .

(i) Because N is normal in L , V is completely reducible for N . Let V1, . . . , Vr be
the distinct N -isomorphism classes of N -irreducible submodules of V. Because
V is L-self-dual, it is a fortiori N -self-dual. Therefore the set of Vi is stable by
passage to the N -dual, Vi 7→ V ?

i . The group L acts transitively on the set of
the Vi . Either every Vi is N -self-dual, or none is (the L-conjugates of an N -self-
dual representation are N -self-dual).

When we write V as the direct sum of its N -isotypic (“homogeneous” in the
terminology of [Curtis and Reiner 1962, 49.5]) components,

V =W1⊕ · · ·⊕Wr ,

then for some integer e ≥ 1 we have N -isomorphisms

Wi ∼= eVi := the direct sum of e copies of Vi .

If r > 1 and all the Wi are self-dual, then this is an orthogonal decomposition
(because for i 6= j , the inner product pairing of (any) Vi with (any) Vj is an N -
homomorphism from Vi to V ?

j
∼= Vj , so vanishes). This contradicts Lemma 9.2.

Suppose r > 1 and no Vi is self-dual. Then the Vi occur in pairs of duals.
Therefore both r and dim V are even, again a contradiction.

(ii) We have shown that r = 1 and e > 1, i.e., V ∼= eV1. Now we apply Clifford’s
theorem, see [Curtis and Reiner 1962, Theorem 51.7]. Thus L preserves the N -
isomorphism class of V1, and so we get an irreducible projective representation
L 7→ PGL(V1) = PSL(V1), and V as a projective representation of L is V1 ⊗ X
with L acting (projectively) irreducibly on X through L/N , and X of dimension e.
Furthermore, the two factor sets associated to these two projective representations
can be chosen to be inverses to each other (as functions L × L → C×), because
the tensor product V1⊗ X = V is a linear representation of Q1. Since e dim V1 =

dim V = 2q − 1, both e and n = dim V1 are coprime to p.
We now claim that, restricted to Q1, each of the tensor factors V1 and X lifts to

a genuine linear representation. Indeed, using the fact that PGL(n,C)= PSL(n,C)

and the short exact sequence

1→ µn→ SL(n,C)→ PSL(n,C)→ 1,

the obstruction for (V1)|Q1 , which is given by the first factor set restricted to Q1,
lies in the cohomology group H 2(Q1, µn). As p -n while Q1 is a p-group, this
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cohomology group vanishes; and so the first factor set restricted to Q1 is cohomo-
logically trivial. As the second set is the inverse of the first set, it is also coho-
mologically trivial. Thus the Q1-module V is tensor decomposable, contradicting
Lemma 9.1. �

We next show that G is finite. It is convenient to use one more fact about G.
There is a subgroup A (namely the group Ggeom for the hypergeometric sheaf H2q−1)
of SO(V ) such that G is normal in A, A/G is cyclic of order dividing 2q − 1 and
A contains an element x of order 2q − 1 with distinct eigenvalues on V.

We also use the fact that G has a nontrivial fixed space on V⊗V⊗V (Theorem 7.1).

Theorem 9.4. G is finite.

Proof. Suppose not. Let N be any nontrivial normal (closed) subgroup of G. By
Corollary 9.3, N is irreducible on V.

(i) Let G0 be the identity component of G. We now show that G0 is a simple
algebraic group. Taking N = G0, we have that G0 acts irreducibly and hence is
semisimple (as it lies in SO(V )). Moreover, the center of G0 is trivial (because it
consists of scalars in SO(V )). Therefore if G0 is not simple, it is the product of
adjoint groups L j , 1≤ j ≤ t (namely the adjoint forms of the factors of its universal
cover), and V is the (outer) tensor product V =

⊗t
j=1 Vj of nontrivial irreducible

L j -modules Vj . By [Guralnick and Tiep 2008, Corollary 2.7], G permutes these
tensor factors Vj . This action is transitive, otherwise we contradict Lemma 9.1.
But this implies that V is tensor induced for G, contradicting Lemma 9.2. Thus
G0 is a simple algebraic group.

(ii) Because the subgroup of G generated by its p-elements is Zariski dense, the
finite group G/G0 is generated by its p-elements. As p is odd, it follows that
either G = G0 is a simple algebraic group or p = 3 and G0

= D4(C). (In all other
cases, the outer automorphism group, i.e., the automorphism group of the Dynkin
diagram of G0, has order at most 2.) Since A/G has odd order, it follows that
A ≤ G0 as well, unless G0

= D4(C) and 3 divides 2q − 1.
Suppose first that A is connected and so a simple algebraic group. Then it

contains a semisimple element x acting with distinct eigenvalues. This implies
that a maximal torus has all weight spaces of dimension at most 1. Moreover,
the module is in the root lattice (since it is odd dimensional and orthogonal). By a
result of Howe [1990] (see also [Panyushev 2004, Table]), it follows if G 6= SO(V ),
then either G =G2(C) with dim V = 7 or G = PGL2(C). If dim V = 7, then q = 4,
a contradiction. If G = PGL2(C), then any finite abelian subgroup of odd order is
cyclic and so Q does not embed in G.

So G = SO(V ). However, SO(V ) has no nonzero fixed points on V ⊗ V ⊗ V
and this contradicts Theorem 7.1.
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Thus, it follows that A is disconnected. So the connected component is D4(C)

and this acts irreducibly on V. If D4(C) contains the element of order 2q − 1,
then a maximal torus has all weight space of dimension 1 and again using [Howe
1990], we obtain a contradiction. If not, then 3 divides 2q − 1, whence p ≥ 5
and Q ≤ D4(C). Any elementary abelian p-subgroup of D4(C) is contained in a
torus and so again we see that the connected component has all weight spaces of
dimension at most 1 and we obtain the final contradiction using [Howe 1990]. �

Let F∗(X) denote the generalized Fitting subgroup of a finite group X (so X is
almost simple precisely when F∗(X) is a nonabelian simple group).

Corollary 9.5. A and G are almost simple and F∗(A) = F∗(G) acts irreducibly
on V.

Proof. Let N be a minimal normal subgroup of G. By Corollary 9.3, N acts
irreducibly, and so by Schur’s lemma CA(N ) = Z(N ) = 1 as A < SO(V ) with
dim V odd. So N is nonabelian, and so, being a minimal normal subgroup, it is a
direct product of nonabelian simple groups. Arguing as in part (i) of the proof of
Theorem 9.4, we see that N is nonabelian simple (otherwise the module V would
be tensor induced). As CG(N ) = 1, we see that N C G ≤ Aut(N ), and so G is
almost simple and F∗(G)= N .

Now, as GC A, A normalizes N . Again since CA(N )= 1 we have that NC A≤
Aut(N ), and so A is almost simple and F∗(A)= N . �

We next observe:

Lemma 9.6. F∗(G) is not a sporadic simple group.

Proof. Notice that both G and A are generated by elements of odd order (p-
elements for G, these and elements of order 2q − 1 for A). On the other hand,
we have S ≤ G ≤ A ≤ Aut(S) for S = F∗(G). One knows [Conway et al. 1985]
that if S is sporadic, then |Out(S)| ≤ 2. Therefore, if S is a sporadic simple group,
then G = A = S. The result now follows easily from information in [Conway et al.
1985]. Namely, we observe that if q is an odd prime power with q2 dividing |G|,
then G has no irreducible representation of dimension 2q − 1. �

We next consider the case F∗(G)= Alt(n). First note Alt(5) contains no non-
cyclic elementary abelian groups of odd order and so is ruled out. Since 2q − 1 is
odd, we see that if G = Alt(n), then A = G = Alt(n) (as the outer automorphism
group of Alt(n) is a 2-group).

Theorem 9.7. Let 0 = Alt(n) with n ≥ 6. Suppose that x ∈ 0 has odd order and
V is an irreducible C[0]-module such that x acts as a semisimple regular element
on V. Then one of the following holds:



312 ROBERT M. GURALNICK, NICHOLAS M. KATZ AND PHAM HUU TIEP

(i) V is the deleted permutation module of dimension n− 1 (i.e., the nontrivial
irreducible constituent of CAlt(n)

Alt(n−1)), and x is either an n-cycle ( for n odd) or
a product of two disjoint cycles of coprime lengths ( for n even); or

(ii) n = 8, x has order 15 and dim V = 14.

Proof. First note that if V is the deleted permutation module of dimension n−1, an
element with 3 or more disjoint cycles has at least a two-dimensional fixed space
on V. Next assume that x has two disjoint cycles of lengths a and b which are
not coprime. Then x affords a 2-dimensional eigenspace on Cn for an eigenvalue
λ, a primitive gcd(a, b)-th root of unity in C. As λ 6= 1 and V is obtained from
Cn by modding out the trivial eigenspace of Sym(n), it follows that x has a two-
dimensional eigenspace on V as well.

Next we observe that if x is semisimple regular on V , then the order of x is at
least dim V. This proves the result for 6 ≤ n ≤ 14 by inspection of the odd order
elements and dimensions of the irreducible modules, aside from the case n = 8 and
dim V = 14 (note that Alt(8) contains an element of order 15). Recall that Alt(8)∼=
GL4(2) and it acts 2-transitively on the nonzero vectors. The only irreducible
module of dimension 14 is the irreducible summand of the permutation module of
dimension 15. In this case x has a single orbit in the permutation representation
and so x is semisimple regular on V.

Now assume that n ≥ 15.
Suppose first that x has at most three nontrivial cycles. Then the order of x is

less than (n/3)3 = n3/27 and so dim V < n3/27. Let W be a complex irreducible
Sym(n)-module whose restriction to Alt(n) contains V |Alt(n). Since 2≤ dim W <

2n3/27, it follows by [Rasala 1977, Result 3] that W ∼= Sλ or Sλ⊗ sgn, where Sλ

is the Specht module labeled by the partition λ of n, with λ= (n−1, 1), (n−2, 2),
or (n− 2, 1, 1). Restricting back to Alt(n), we see that V |Alt(n) = Sλ|Alt(n).

Note that

dim S(n−2,1,1)
= (n− 1)(n− 2)/2, dim S(n−2,2)

= n(n− 3)/2.

It is straightforward to see that the dimension of the fixed space of x on either of
these modules is at least two dimensional, a contradiction. Hence λ= (n− 1, 1)
and V |Alt(n) is the deleted permutation module of dimension n− 1.

We now induct on n. The base case n ≤ 14 has already done. We may assume
that x has at least four nontrivial cycles (each of odd length, as x has odd order).
View x ∈ J :=Alt(a)×Alt(b). where the projection into Alt(b) is a b-cycle and so
the projection into Alt(a) is a product of at least three disjoint cycles. Thus, a ≥ 9.
Let W be an irreducible J -submodule of V with Alt(a) acting nontrivially. So
W =W1⊗W2 with W1 an irreducible Alt(a)-module. Then x must be multiplicity
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free on each Wi and by induction x can have at most two cycles in Alt(a), a
contradiction. �

Note that the previous result does fail for n = 5. Alt(5) has a 5-dimensional
representation in which an element of order 5 has all eigenvalues occurring once.
Thus if G = Alt(n), we see that n = 2q and V is the deleted permutation module.

Corollary 9.8. If G=Ggeom is an alternating group Alt(n) for some n, then n= 2q.

Finally, we consider the case where G is an almost simple finite group of Lie
type, defined over Fs , where s = s f

0 is a power of a prime s0. Let us denote

S := F∗(G)= F∗(A).

Recall that S is simple, irreducible on V , and Z(S)= 1 by Corollary 9.5. We will
freely use information on character tables of simple groups available in [Conway
et al. 1985; GAP 2004], as well as degrees of complex irreducible characters of
various quasisimple groups of Lie type available in [Lübeck 2007]. Finally, we
will also use bounds on the smallest degree d(S) of nontrivial complex irreducible
representations of S as listed in [Tiep 2003, Table 1].

Theorem 9.9. Suppose s0 6= p. Then S ∼= Alt(m) with m ∈ {5, 6, 8}.

Proof. (i) Assume the contrary. We will exploit the existence of the subgroup
Q ≤ G. Recall that the p-rank mp(G) is the largest rank of elementary abelian
p-subgroups of G. Furthermore,

Aut(S)∼= Inndiag(S)o8S0S, (9.9.1)

where Inndiag(S) is the subgroup of inner-diagonal automorphisms of S, 8S is a
subgroup of field automorphisms of S and 0S is a subgroup of graph automorphisms
of S, as defined in [Gorenstein et al. 1998, Theorem 2.5.12]. As F∗(G)= S, we
can embed G in Aut(S). Now, given an elementary abelian p-subgroup P < G of
rank mp(G), we can define a normal series

1≤ P1 ≤ P2 ≤ P,

where P1 = P ∩ Inndiag(S) and P2 = P ∩ (Inndiag(S)o8S). As 8S is cyclic and
P is elementary abelian, P2/P1 has order 1 or p. Set e = 1 if S ∼= P�+8 (s) and
p = 3, and e = 0 otherwise. Then |P/P2| ≤ pe.

Next we bound |P1| when S is not a Suzuki–Ree group. Let 8 j (t) denote the
j-th cyclotomic polynomial in the variable t , and let m denote the multiplicative
order of s modulo p, so that p |8m(s). Note that we can find a simple algebraic
group G of adjoint type defined over Fs and a Frobenius endomorphism F : G→ G
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such that Inndiag(S) ∼= GF. Letting r denote the rank of G, then one can find r
positive integers k1, . . . , kr and ε1, . . . , εr =±1 such that

| Inndiag(S)| = s N
∏
j≥1

8 j (s)n j = s N
r∏

i=1

(ski − εi )

for suitable integers N , n j . Then, according to [Gorenstein et al. 1998, Theo-
rem 4.10.3(b)], |P1|≤ pnm . Let ϕ( · ) denote the Euler function, so deg(8m)=ϕ(m).
Inspecting the integers k1, . . . , kr , one sees that nm ≤ r/ϕ(m). It follows that

|P1| ≤8m(s)nm ≤ ((s+ 1)ϕ(m))r/ϕ(m) ≤ (s+ 1)r .

In fact, one can verify that this bound on |P1| also holds for Suzuki–Ree groups.
Putting all the above estimates together, we obtain that

q2
= |Q| ≤ |P| ≤ (s+ 1)r+1+e. (9.9.2)

We will show that this upper bound on q contradicts the lower bound

2q − 1= dim V ≥ d(S) (9.9.3)

in most of the cases. Let f ∗ denote the odd part of the integer f .

(ii) First we handle the case when S is of type D4 or 3D4. Here, q ≤ (s + 1)3

by (9.9.2). On the other hand, d(S)≥ s(s4
− s2
+ 1), contradicting (9.9.3) if s ≥ 3.

If s = 2, then 8S0S = C3, and so instead of (9.9.2) we now have that q2
≤ 35,

whence q ≤ 13, 2q − 1≤ 25< d(S), again a contradiction.
From now on we may assume e = 0.
Next we consider the case S = PSL2(s). Then Out(S)= Cgcd(2,s−1)×C f , and

mp(S) ≤ 1. It follows that Q is not contained in S but in S oC f and 3 ≤ p | f ∗,
and furthermore q2

= |Q| ≤ (s+ 1) f ∗. As d(S)≥ (s− 1)/2, (9.9.3) now implies
that

s+ 1= s f
0 + 1≤ 16 f ∗,

a contradiction if s0 ≥ 5, or s0 = 3 and f ≥ 5, or s0 = 2 and f ≥ 7. If s0 = 3 and
f ≤ 4, then f ∗ = 3 = f = p, forcing p = s0, a contraction. Suppose s0 = 2 and
f ≤ 6. If p = 5, then f ∗ = 5 and mp(G) = 1, ruling out the existence of Q. If
p = 3, then f = 3, 6, whence q2

≤ 9 and 2q − 1≤ 5< d(S).
Suppose that S = 2B2(s) or 2G2(s) with s ≥ 8. Since mp(S) ≤ 1, we see that

q2
≤ (s+ 1) f , contradicting (9.9.3) as d(S)≥ (s− 1)

√
s/2.

Now we consider the remaining cases with r = 2. Then q ≤ (s+ 1)
3
2 by (9.9.2).

This contradicts (9.9.3) if S = G2(s) (and s ≥ 3), as d(S) ≥ s3
− 1. Similarly,

S 6∼= PSL3(s) with s ≥ 5 and S 6∼= PSU3(s) with s ≥ 8. If S = PSp4(s), then the
case 2-s ≥ 19 is ruled out since d(S)≥ (s2

− 1)/2, and similarly the case 2|s ≥ 8
is ruled out since d(S)= s(s− 1)2/2. In the remaining cases, 8S0S is a 2-group,
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and so Q ≤ S, q2
≤ (s+1)2, q ≤ s+1. Now PSL3(s) and PSU3(s) with s ≥ 4 are

ruled out by (9.9.3), and the same for PSp4(s) with s ≥ 4. Note that when s = 3,
q ≥ 4 and so gcd(q, 2s) 6= 1, a contradiction. If S = SL3(2), then q = 3 and S has
no irreducible character of degree 2q − 1. Finally, Sp4(2)

′ ∼= Alt(6).
Next we handle the groups with r = 3. Here q ≤ (s + 1)2 by (9.9.2). Then

(9.9.3) implies that s ≤ 5. In this case, Out(S) is a 2-group, and so Q ≤ S and
q ≤ (s+ 1)

3
2 by (9.9.2). Using (9.9.3), we see that s ≤ 3. The remaining groups S

cannot occur, since S does not have a real-valued complex irreducible character of
degree 2q − 1.

(iii) From now we may assume that r ≥ 4 (and S is not of type D4 or 3D4). First
we consider the case s = 2. If S = SLn(2) with n ≥ 5, then since Out(S)= C2, the
arguments in (i) show that q2

≤ 3n−1. This contradicts (9.9.3), since d(S)= 2n
− 2.

Suppose S = SUn(2) with n ≥ 7. Note by [Tiep and Zalesskii 1996, Theorem 4.1]
that the first three nontrivial irreducible characters of S are Weil characters and
either non-real-valued or of even degree, and the next characters have degree at
least (2n

− 1)(2n−1
− 4)/9. Hence (9.9.3) can be improved to

2q − 1≥ (2n
− 1)(2n−1

− 4)/9,

which is impossible since q2
≤ 3n by (9.9.2). If S = PSUn(2) with n = 5, 6, then

q2
≤ 36, and S has no nontrivial real-valued irreducible character of odd degree

≤ 2q−1≤ 53. If S= 2F4(2)′ or F4(2), then q2
≤ 35, q ≤ 13, and S has no nontrivial

real-valued irreducible character of odd degree ≤ 2q − 1≤ 25.
Suppose S = Sp2n(2) or �±2n(2). Then Out(S) is a 2-group (recall S is not

of type D4), and so q2
≤ 3n . On the other hand, d(S) ≥ (2n

− 1)(2n−1
− 2)/3,

contradicting (9.9.3). Finally, if S is of type E8, E7, E6, or 2E6, then q2
≤ 38

whereas d(S) > 210, again contradicting (9.9.3).

(iv) Suppose that S = PSp2n(s) with n ≥ 4 and 2 -s ≥ 3. Then by (9.9.2) and (9.9.3)
we have

(sn
− 1)/2≤ 2q − 1≤ 2(s+ 1)(n+1)/2

− 1,

implying n ≤ 5 and s = 3. In this case, inspecting the order of PSp10(3) we see
that q2

≤ 121, and so 2q − 1≤ 21< d(S), a contradiction.
Next suppose that S = PSUn(3) with n ≥ 5. Then q ≤ 2n and d(S)≥ (3n

−3)/4,
and so (9.9.3) implies that n = 5. In this case, inspecting the order of SU5(3) we
see that q2

≤ 61, and so 2q − 1≤ 13< d(S), again a contradiction.
Now we may assume that r ≥ 4, s ≥ 3, S 6∼= PSp2n(s) if 2-s, and moreover s ≥ 4

if S∼= PSUn(s). Then one can check that d(S)≥ sr
·(51/64) (with equality attained

exactly when S ∼= PSU5(4)). Hence (9.9.2) and (9.9.3) imply that

(51/64)2 · s2r
≤ d(S)2 ≤ (2q − 1)2 < 4(s+ 1)r+1

≤ 4 · (4s/3)r+1,



316 ROBERT M. GURALNICK, NICHOLAS M. KATZ AND PHAM HUU TIEP

and so

(3s/4)r−1 < 4 · (64/51)2 · (4/3)2,

which is impossible for r ≥ 4. �

Theorem 9.10. Suppose s0 = p. Then S ∼= Alt(6).

Proof. (i) Assume the contrary. We now exploit the existence of the element x ∈ A
of order 2q − 1 which has simple spectrum on V. As before, we can embed A
in Aut(S) and again use the decomposition (9.9.1). Let 〈y〉 = 〈x〉 ∩ Inndiag(S).
We also view S = GF for some Frobenius endomorphism F : G→ G of a simple
algebraic group G of adjoint type, defined over Fp. Note that y is an F-stable
semisimple element in G, hence it is contained in an F-stable maximal torus T of
G by [Digne and Michel 1991, Corollary 3.16]. It follows that |y| ≤ |T F

| ≤ (s+1)r ,
if r is the rank of G. Set e= 3 if S is of type D4 or 3D4, and e= 1 otherwise. Then
the decomposition (9.9.1) shows that

|x |/|y| ≤ e f ∗,

where f ∗ denotes the odd part of f as before (and s = p f ). We have thus shown
that

2q − 1= |x | ≤ (s+ 1)r e f ∗. (9.10.1)

We will frequently use the following remark:

either f = 1 and s ≥ 3 f ∗, or s ≥ 9 f ∗. (9.10.2)

We will show that in most of the cases (9.10.1) contradicts (9.9.3). First we handle
the case S is of type D4 or 3D4, whence d(S)≥ s(s4

− s2
+ 1). Hence (9.10.1) and

(9.10.2) imply that

s(s4
− s2
+ 1)≤ 2q − 1≤ s(s+ 1)4/3

if f > 1, a contradiction. If f = 1, then since 2q − 1 = dim V is coprime to 2s,
we see by [Lübeck 2007] that

2q − 1> s7/2> 3(s+ 1)4,

contradicting (9.10.1).

(ii) From now on we may assume that e = 1. Next we rule out the case where V |S
is a Weil module of S ∈ {PSLn(s),PSUn(s)} with n ≥ 3, or S = PSp2n(s) with
n ≥ 2. Indeed, in this case, if S = PSLn(s) then

dim V = (sn
− s)/(s− 1), (sn

− 1)/(s− 1)
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is congruent to 0 or 1 modulo p and so cannot be equal to 2q − 1. Similarly, if
S = PSUn(s), then V |S can be a Weil module of dimension 2q − 1 only when 2 | n
and dim V = (sn

− 1)/(s+ 1). In this case,

q = (2q − 1)p = ((sn
+ s)/(s+ 1))p = s

(where Np denotes the p-part of the integer N ), and so 2s− 1= (sn
+ s)/(s+ 1),

a contradiction. Likewise, if S = PSp2n(s), then V |S can be a Weil module of
dimension 2q − 1 only when p = 3 and dim V = (sn

+ 1)/2. In this case,

sn
= (2 dim V − 1)p = (4q − 3)p,

and so q = 3 and n = 2. One can show that PSp4(3) does possess a complex
irreducible module of dimension 2q − 1 = 5, with an element x of order 5 with
simple spectrum on V and a subgroup Q ∼=C2

3 with desired prescribed action on V ;
however, any such module is not self-dual. Henceforth, for the aforementioned
possibilities for S we may assume that dim V ≥ d2(S), the next degree after the
degree of Weil characters. Note that d2(S) for these simple groups S is determined
in Theorems 3.1, 4.1, and 5.2 of [Tiep and Zalesskii 1996].

(iii) Suppose S = PSL2(s); in particular, s 6= 9. Assume f ≥ 4. As Out(S) =
C2,s−1×C f , we see that q2

≤ s f p < s2/20, whereas 2q − 1≥ d(S)≥ (s− 1)/2, a
contradiction. If f ≤ 3 but f p > 1, then f = p = 3, s = 33, q2

≤ s f = 34, forcing
q = 9. But then S = PSL2(27) has no irreducible character of degree 2q − 1= 17.
Thus f p = 1, q2

≤ s, and so (9.9.3) implies that s ≤ 17. As s 6= 9, we see that
mp(G)= mp(S)= 1, contradicting the existence of Q.

Next we consider the case S = PSL3(s) or PSU3(s). If f > 1, then (9.9.3)–
(9.10.2) imply

(s− 1)(s2
− s+ 1)/3≤ d2(S)≤ 2q − 1≤ (s+ 1)2s/9,

which is impossible. Thus f = 1, whence

(s− 1)(s2
− s+ 1)/3≤ d2(S)≤ 2q − 1≤ (s+ 1)2,

yielding s ≤ 5. But if s = 3 or 5, then any nontrivial χ ∈ Irr(S) of odd degree
coprime to s is a Weil character, which has been ruled out in (ii).

Suppose now that S = PSL4(s) or PSU4(s). For s ≥ 5 we have

(s− 1)(s3
− 1)/2≤ d2(S)≤ 2q − 1≤ (s+ 1)3s/3,

which is possible only when s ≤ 11. Thus 3≤ s ≤ 11, whence f ∗ = 1, and so

(s− 1)(s3
− 1)/2≤ d2(S)≤ 2q − 1≤ (s+ 1)3,
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leading to s = 3. If s = 3, then any odd-order element in G has order ≤ 13, whereas
d(S)= 21, contradicting (9.9.3).

To finish off type A, assume now that S= PSLn(s) or PSUn(s) with n ≥ 5. Then
(9.9.3)–(9.10.2) imply

(sn
+ 1)(sn−1

− s2)

(s+ 1)(s2− 1)
≤ d2(S)≤ 2q − 1≤ (s+ 1)n−1s/3,

whence
s2n−3 < (s+ 1)ns/3< s51n/40

(because (s+ 1)/s ≤ 4/3< 311/40), a contradiction as n ≥ 5.

(iv) Suppose S = P�±2n(s) with n ≥ 4. For n ≥ 5 we get that

(sn
− 1)(sn−1

− s)
s2− 1

≤ d(S)≤ 2q − 1≤ (s+ 1)n f ≤ (s+ 1)ns/3,

whence
s2n−3.1 < (s+ 1)ns/3< s51n/40,

a contradiction. If n = 4, then S = P�−8 (s). In this case, since 2q − 1 is coprime
to 2s, [Lübeck 2007] implies that

2q − 1≥ (s4
+ 1)(s2

− s+ 1)/2> (s+ 1)4s/3,

again a contradiction.
Suppose S = PSp2n(s) with n ≥ 2 or �2n+1(s) with n ≥ 3. Using the bound

2q − 1 ≥ d2(S) for S = PSp2n(s) and 2q − 1 ≥ d(S) otherwise, we get for n ≥ 3
that

(sn
− 1)(sn

− s)
s2− 1

≤ 2q − 1≤ (s+ 1)n f ≤ (s+ 1)ns/3,

whence
s2n−2.1 < (s+ 1)ns/3< s51n/40,

a contradiction. If n = 2, then S = PSp4(s), and we have

s(s− 1)2 ≤ 2q − 1≤ (s+ 1)2s/3,

forcing q ≤ 9. If 5 ≤ q ≤ 9, then since the degree 2q − 1 = dim V is coprime
to 2s, we again get 2q − 1> 300≥ (s+ 1)2s/3. Finally, PSp4(3) has no nontrivial
non-Weil character of degree coprime to 6.

(v) If S is of type E6, 2E6, E7, or E8, then

(s5
+ s)(s6

− s3
+ 1)≤ d(S)≤ 2q − 1≤ (s+ 1)8 f ≤ (s+ 1)8s/3,

a contradiction. Similarly, if S = F4(s), then

s8
− s4
+ 1= d(S)≤ 2q − 1≤ (s+ 1)4s/3,
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which is impossible. Likewise, if S = G2(s) with s ≥ 5, then

s3
− 1≤ d(S)≤ 2q − 1≤ (s+ 1)2s/3,

again a contradiction. Next, if S = G2(3), then 2q − 1≤ 16 cannot be a degree of
an irreducible character of S. Finally, if S = 2G2(s), then

s2
− s+ 1= d(S)≤ 2q − 1≤ (s+ 1) f ≤ (s+ 1)s/3,

again a contradiction since s ≥ 27. �

Our proof is now concluded by applying Theorem 9.7. �
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Local estimates for Hörmander’s operators
with Gevrey coefficients and application
to the regularity of their Gevrey vectors

Makhlouf Derridj

Given a general Hörmander’s operator P =
∑m

j=1 X2
j + Y + b in an open set

� ⊂ Rn , where Y, X1, . . . , Xm are smooth real vector fields in �, b ∈ C∞(�),
and given also an open, relatively compact set �0 with �0 ⊂ �, and s ∈ R,
s ≥ 1, such that the coefficients of P are in Gs(�0) and P satisfies a 1

p -Sobolev
estimate in �0, our aim is to establish local estimates reflecting local domination
of ordinary derivatives by powers of P , in �0. As an application, we give a
direct proof of the G2ps(�0)-regularity of any Gs(�0)-vector of P .

1. Introduction 321
2. Some notation and definitions 323
3. Preliminary lemmas and propositions 325
4. Local relations of domination by powers of P 333
5. Gevrey regularity for Gevrey vectors 340
Acknowledgements 344
References 344

1. Introduction

The study of the regularity of analytic vectors of partial differential operators goes
back to the work of T. Kotake and N. S. Narasimhan [1962] who proved the (local)
analyticity of (local) analytic vectors of elliptic operators with analytic coefficients
(see also [Nelson 1959] for another related context). This property, called the “iter-
ation property” or even the “Kotake–Narasimhan property” was further studied in
the following decades in more general situations (such as systems, or nonelliptic
operators) and also in the Gevrey categories Gs , s ≥ 1 (s = 1 corresponds to
the analytic case). This was in particular the case for the class of differential
operators of principal type with analytic coefficients and also, after the famous
article by L. Hörmander on hypoelliptic operators of second order, the systems of
real-analytic real vector fields satisfying the so-called Hörmander condition, and
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also for the Hörmander’s operators themselves. A result of G. Métivier [1978]
shows that the “iteration property” is not true for nonelliptic operators in the Gevrey
category Gs , s > 1, and another one by M.S. Baouendi and Métivier [1982] gave
the “iteration property” for hypoelliptic operators of principal type in the analytic
setting. Concerning analytic real vector fields, satisfying Hörmander’s condition,
that property was shown by M. Damlakhi and B. Helffer [1980], followed by a
more precise version by Helffer and C. Mattera [1980].

More recently, a series of papers studying the case of involutive systems of ana-
lytic complex vector fields, concerning analytic or more generally Gevrey vectors,
have been published [Barostichi et al. 2011; Castellanos et al. 2013]. Even knowing
that the “iteration property” is not true for nonelliptic operators, one can ask about
the Gevrey regularity Gs′ of an s-Gevrey vector (s ≥ 1) and even give the best
s ′ one may obtain. Such a study is contained in the above mentioned papers. A
more recent paper by N. Braun Rodrigues, G. Chinni, P. Cordaro and M. Jahnke
[Braun Rodrigues et al. 2016] was partly devoted to the study of global analytic
vectors for some sums of squares on a product of two tori. A little later, we studied
in [Derridj ≥ 2019] the case of Gk(�)-vectors of Hörmander’s operators of the
first kind (or degenerate elliptic) with Gk(�) coefficients, � an open set in Rn (see
the definitions in Section 2), and k ∈N∗ (in particular analytic vectors for k = 1),
in which we proved an optimal result (the optimality following from the work in
the global case by the authors of [Braun Rodrigues et al. 2016]).

In this paper, we consider general Hörmander’s operators P (of the second kind
or degenerate elliptic parabolic) for which we study the existence of local estimates
giving local domination of the ordinary derivatives by powers of P , when the co-
efficients of P are in Gs(�0), �0 ⊂ �, and P satisfies a “ 1

p -Sobolev estimate”
on �0 (see Section 2). This, with our main result Theorem 4.2, is used to obtain
G2ps(�0)-regularity for Gs(�0)-vectors of P (s ≥ 1), providing therefore, first a
direct proof, without using the method of addition of an extra variable, and second
the result, with any s ∈ R, s ≥ 1. Let us remark that, in our preceding result, as we
used the above method, our result was obtained there for s = k ∈ N∗.

In a forthcoming paper, we will consider operators of the first kind, for which the
integer p (giving the 1

p -Sobolev estimate in �0) is intimately related to the vector
fields (X1, . . . , Xm) and prove finer local estimates of domination by powers of P ,
giving, as an application, the optimal G ps(�0) regularity for any Gs(�0)-vector
of P . A complete survey on results in this field until 1987 may be found in [Bolley
et al. 1987] and a more very recent short one may be found in [Derridj 2017].

We recall in Section 2 some definitions and elementary facts about the opera-
tors P , Gevrey functions and Gevrey vectors. Section 3 will be devoted to prelim-
inary lemmas and propositions as a preparation for the proof of our main theorem.
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Our main theorem will be proved in Section 4 and the last section is devoted to the
application of the main result to the regularity of Gevrey vectors of P .

2. Some notation and definitions

We consider a system (Y, X1, . . . , Xm) of real vector fields with smooth coefficients
on an open set �⊂ Rn , and

P =
m∑

j=1

X2
j + Y + b, b ∈ C∞(�), (2-1)

see [Hörmander 1967; Kohn 1978; Rothschild and Stein 1976]. Let us just recall
Hörmander’s condition for hypoellipticity in � of the operator (2-1):

The Lie algebra, Lie(Y, X1, . . . , Xm), generated by the
vector fields Y, X1, . . . , Xm , is of maximal rank in �.

(2-2)

Concretely, the family of brackets of all lengths of the vector fields Y, X1, . . . , Xm

span at any point x ∈� the tangent space at x .
Under the condition (2-2), Hörmander proved the following a priori subellip-

tic estimate which we briefly describe. The L2-norm and Sobolev Hσ-norm are
denoted by ‖ · ‖ and ‖ · ‖σ .

Let us recall, below, some norms introduced by Hörmander [1967]:

|||v||| = ‖v‖+
∑m

j=1 ‖X jv‖, v ∈ D(�),

‖v‖′ = sup
{
‖(v,w)‖ : |||w|||< 1, w ∈ D(�)

}
≤ ‖v‖.

(2-3)

Theorem 2.1 [Hörmander 1967]. Let �0 b� and assume (2-2). Then there exist
σ > 0 and C > 0 such that

‖v‖σ ≤ C(|||v||| + ‖Yv‖′), for all v ∈ D(�0). (2-4)

We call (2-4) a subelliptic estimate for P.

The constants σ and C depend on �0 and Y, X1, . . . , Xm . More specifically, σ
depends on the length of the brackets needed in order to span the tangent space at
every point of �0.

Now, elementary technical manipulations give, with C0 > 0,

‖v‖σ ≤ C0(‖Pv‖′+‖v‖), for all v ∈ D(�0). (2-5)

A particular ingredient in order to get (2-5) and which we need in the sequel is the
set of obvious inequalities:

‖X jv‖
′
≤ C‖v‖, ∀v ∈ D(�), for some C > 0, j = 1, . . . ,m. (2-6)
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We want to say a word on the case Y = 0, or more generally the case where
in (2-2) one considers the Lie algebra Lie(X1, . . . , Xm) generated by X1, . . . , Xm ;
in that case, one has a more precise estimate. We considered that case in our
preceding work, obtaining an optimal result for the Gevrey regularity of k-Gevrey
vectors of P (named in that case Hörmander’s operator of the first kind), k ∈ N∗.

Coming back to our general case (named operator of the second kind), we need
to write a more precise a priori estimate than (2-5) which we need to consider in
the sequel:

‖v‖σ +

m∑
j=1

‖X jv‖ ≤ C0(‖Pv‖′+‖v‖), for all v ∈ D(�0). (2-7)

Again this is easily obtained, using (2-4).
Let us recall, in order to be complete, definitions of Gevrey functions and Gevrey

vectors of a differential operator of order m (here it will be m = 2).

Definition 2.2. Let s ≥ 1. The space of Gevrey functions of order s, Gs(�), is
defined as

Gs(�) :=
{

u ∈ C∞(�) : ∀K b�, ∃CK > 0 s. t. |∂αu|K ≤ C |α|+1
K |α|!s

∀α ∈ Nn, |α| =
∑n

j=1 α j , ∂
α
= ∂α1

x1
· · · ∂

αn
xn

}
. (2-8)

Remark 2.3. It is known that for s > 1, one has the property of partition of unity in
Gs(�): in particular, given two open sets �1, �2, with �1 compact and �1 ⊂�2,
there exists a function ϕ ∈ D(�2), ϕ ≡ 1 on �1, ϕ ∈ Gs(�2).

Definition 2.4. Let P be a differential operator of order m in �. The space
Gs(�, P) of s-Gevrey vectors of P in �, s ≥ 1, is defined as

Gs(�, P) :=
{

u ∈ L2
loc(�) : ∀K b�, ∃CK > 0 s. t. ∀k ∈ N,

Pku ∈ L2(K ) and ‖Pku‖L2(K ) ≤ Ck+1
K (mk)!s

}
. (2-9)

As in our case, P is of order 2 and hypoelliptic, with a subelliptic estimate (2-5)
or (2-7), (2-9) reduces to

Gs(�, P) :=
{

u ∈ C∞(�) : ∀K b�, ∃CK > 0

s. t. ∀k ∈ N, ‖Pku‖L2(K ) ≤ Ck+1
K (2k)!s

}
. (2-10)

Remark 2.5. We used in our definitions (2-9), (2-10), the commonly used L2-
norm, but in some specific situations, such as for systems of complex vectors,
other norms are used [Barostichi et al. 2011; Castellanos et al. 2013].
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3. Preliminary lemmas and propositions

When trying to get estimates for derivatives ∂αu of a function u, knowing Pu, we
are faced in particular with the study of commutators [P, ∂α], α ∈ Nn , so, to the
study of commutators [X2

j , ∂
α
], [Y + b, ∂α]. Now, one has the following equality:

[X2
j , ∂

α
] = 2X j [X j , ∂

α
] − [X j , [X j , ∂

α
]]. (3-1)

So we have to look closely at the commutators [X j , ∂
α
], [Y + b, ∂α] and the dou-

ble commutators [X j , [X j , ∂
α
]]. In order to get an estimate for the coefficients

of the differential operators above, it is sufficient to consider the following basic
commutators

[a`∂`, ∂α], `= 1, . . . , n, a` ∈ Gs(�),

[a`∂`, [ak∂k, ∂
α
]], `, k = 1, . . . , n, a`, ak ∈ Gs(�),

(3-2)

as Y and X j are linear combinations of the basic vector fields a`∂`, a` ∈ Gs(�).
Of course, the commutator [b, ∂α] is elementary. Then

[b, ∂α] = −
∑

β<α

(
α
β

)
b(α−β)∂β =

∑
β<α bαβ∂β,(

α
β

)
=
∏

j

(
α j
β j

)
, β < α ⇔ β j ≤ α j , β 6= α,

[a`∂`, ∂α] = −
∑

β<α

(
α
β

)
a(α−β)` ∂β+`,

β + `=
{
(β + `)i = βi , i 6= `, (β + `)` = β`+ 1

}
.

(3-3)

Let us, now, give the expression of [a`∂`, [ak∂k, ∂
α
]] or, in view of (3-3),∑

β<α

(
α

β

)
[a(α−β)k , ∂β+k, a`∂`].

But for β < α,

[a(α−β)k ∂β+k, a`∂`] =
∑

γ<β+k

(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+`− a`a
(α−β+`)

k ∂β+k .

Hence we get

[a`∂`, [ak∂k, ∂
α
]]

=

∑
γ<β+k,
β<α

(
α

β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+`−
∑
β<α

(
α

β

)
a`a

(α−β+`)

k ∂β+k . (3-4)

In the first sum in the second member of (3-4), we distinguish two families of
γ ’s such that γ < β + k:
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(i) If γk = 0, then γ ≤ β, so γ < α (as β < α). Hence in that case∑
β<α, γ<β+k, γk=0

(
α
β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+` is a part of∑
β<α, γ≤β

(
α
β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+`.
(3-5)

(ii) If γk 6= 0, we set δ = (δ1, . . . , δn) with δρ = γρ if ρ 6= k and δk = γk − 1. So
δ < β < α, in particular |δ| ≤ |α| − 2 (easy to see) and γ = δ+ k. Hence∑

β<α, γ<β+k,γk 6=0
(
α
β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+` is a part of∑
β<α, δ≤β

(
α
β

)(
β+k
δ+k

)
a(α−β)k a(β−δ)` ∂δ+`+k .

(3-6)

Setting I(`,k) = (I1, . . . , In) with Iρ = 0 if ρ 6∈ (`, k) and Iρ = 1 if ρ ∈ {`, k},
the sum in the second line of (3-6) can be written as∑

β<α
δ<β

(
α

β

)(
β+k
δ+k

)
a(α−β)k ∂δ+I(`,k) (3-7)

So, looking at (3-4) and in view of (3-5), (3-6) and taking as 0 the other coefficients
in
∑

β<α, γ≤β (in (3-5)) and
∑

β<α, δ<β (in (3-6)) which are not in (3-4), we may
write

[a`∂`, [ak∂k, ∂
α
]]

= −

∑
β<α

a`kαβ∂β+k
+

∑
γ<α

b`kαγ ∂γ+`+
∑
δ<α

|δ|≤|α|−2

c`kαδ∂δ+I(`,k),

where a`kαβ =
(
α
β

)
a`a

(α−β+`)

k ,

b`kαγ =
∑

γ≤β<α

(
α
β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ,

c`kαδ =
∑

δ<β<δ

(
α
β

)(
β+k
δ+k

)
a(α−β)k a(β−δ)` .

(3-8)

Now considering a vector field X j with smooth coefficients a j`, i.e.,

X j =

n∑
`=1

a j`∂` =

n∑
`=1

Z j`,

we obtain from (3-3)

[X j , ∂
α
] =

n∑
`=1

[Z j`, ∂
α
] = −

∑
β<α

`=1,...,n

(
α

β

)
a(α−β)j` ∂β+` =

∑
β<α

`=1,...,n

a jαβ`∂
β+`,

[Y, ∂α] =
n∑
`=1

[b`∂`, ∂α] = −
∑
β<α

`=1,...,n

(
α

β

)
b(α−β)` ∂β+` =

∑
β<α

`=1,...,n

bαβ`∂β`.

(3-9)
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Concerning the double brackets, we obtain:

[X j , [X j∂
α
]] =

∑
`,k[Z j`, [Z jk, ∂

α
]], with [Z j`, [Zk`, ∂

α
]] given in (3-8),

where a`kαβ is replaced by a j`kαβ , and so on. (3-10)

Now we assume that the coefficients of P are in Gs(�). So a j`, b` and b are
in Gs(�). So we have that for any compact K in �, there exists CK > 0 such that

for all ν ∈ Nn,

|a(ν)j` |K+|b
(ν)
` |K+|b

(ν)
|K ≤C |ν|+1

K |ν|!s, `∈ {1, . . . , n}, j ∈ {1, . . . ,m}. (3-11)

Writing (3-10) more concretely, we get using (3-8)

[X j , [X j , ∂
α
]] =

∑
β<α

k=1,...,n

d jkαβ∂
β+k
+

∑
β<α

k,`=1,...,n

c j`kαβ∂
β+`+k,

where d jkαβ =−
∑n

`=1 a j`kαβ +
∑n

`=1 b jk`αβ . (3-12)

We want now to get estimates for the coefficients of the brackets and double brack-
ets in (3-9) and (3-12) and the operators associated to these brackets, when the
coefficients are in Gs(�).

Proposition 3.1. Assume the coefficients of P are in Gs(�). Given any compact
set K in �, there exists B = BK > 0 such that the coefficients of the operators
[b, ∂α] (given in (3-3)), [X j , ∂

α
], [Y, ∂α] (given in (3-9)), [X j , [X j , ∂

α
]] (given in

(3-12)) satisfy the following estimates:

|bαβ |K + |bαβ`|K + |a jαβ`|K + |∇bαβ |K
+ |∇bαβ`|K + |∇a jαβ`|K ≤ B |α−β|

(
α!
β!

)s
,

|c j`αβ |K + |∇c j`kαβ |K ≤ B |α−β|
(
(α+k)!
(β+k)!

)s
,

|d jkαβ |K + |∇d jkαβ |K ≤ B |α−β|
(
(|α| + 1)α!

β!

)s
.

(3-13)

Proof. We recall first that β < α and (α+ k)` = α` for ` 6= k and (α+ k)k = αk+1.
The first line comes easily from the expression of the functions bαβ , bαβ`, a jαβ`,
and their derivatives. Note that we took B |α−β| in place of B |α−β|+1 as |α−β| ≥ 1
and used (3-11). The proof for the other functions needs more work. We first use
the following estimate for a(α−β)jk a(β−δ)j` , which is in the expression of c j`kαδ (see
last line in (3-8)):∣∣∣a(α−β)jk a(β−δ)`

(
α

β

)(
β+k
δ+k

)∣∣∣≤ B |α−β|(λB)|β−δ|
(
(α+k)!
(δ+k)!

)s
, λ≥ 1. (3-14)

For that we used
α!

β!

(β+k)!
(δ+k)!

=
α!(βk+1)
(δ+k)!

≤
(α+k)!
(δ+k)!

.
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Hence

|c j`kαδ|K ≤

( ∑
δ<β<α

B |α−β|(λB)|β−δ|
)(

(α+ k)!
(δ+ k)!

)s

, λ≥ 1.

As (λB)|β−δ| = (λB)|α−δ|(λB)−|α−β|, (δ < β < α), we get:

|c j`kαδ|K ≤

(
(α+k)!
(δ+k)!

)s
(λB)|α−δ|

∑
β<α

λ−|α−β|.

Now we use the following easy lemma:

Lemma 3.2. There exists ε0 > 0 (independent from α) such that if 0< ε ≤ ε0 then∑
β<α ε

|α−β|
≤ 1.

This comes from the fact that if β j ≤α j , j =1, . . . , n, and α 6=β then
∑n

j=1 β j <∑n
j=1 α j . In fact, setting λ j = α j −β j ∈ N,

∑n
j=1 λ j ≥ 1,∑

ε
∑
λ j ≤

∑
λ1≥1

ε
∑
λ j + · · ·+

∑
λn≥1

ε
∑
λ j

≤ ε

( ∑
(λ2,...,λn)∈Nn−1

ελ2+...+λn + · · ·+

∑
(λ1,...,λn−1)∈Nn−1

ελ1+...+λn−1

)
≤ εn2n−1 if ε ≤ 1

2 .

The lemma follows by taking ε0 = (n2n−1)−1.
Coming back to our proof, we consider λ0 = n2n−1

= ε−1
0 and replace B by

λ0 B. We get the estimate for c jkαβ . As d jkαβ =−
∑n

`=1(a j`kαβ − b jk`αβ), we just
need to bound on K the functions a j`kαβ and b jk`αβ for ` = 1, . . . , n. The worst
term is b jk`αγ . As we did above, we use, with λ≥ 1,∣∣∣(α

β

)(
β+`

γ

)
a(α−β)` a(β+`−γ )k

∣∣∣≤ B |α−β|+1(λB)|β−γ |
(
α!

γ !
(β`+ 1)

)s
.

So,

|b jk`αγ | ≤

( ∑
γ≤β<α

B |α−β|+1(λB)|β−γ |
)(
(α+ `)!

γ !

)s

≤

(
(α+`)!

γ !

)s
B(λB)|α−γ |

∑
β<α

λ−|α−β|

≤ B
(
α!

γ !

)s
(|α| + 1)s(λB)|α−γ |

∑
β<α

λ−|α−β|.

Now taking λ≥ λ0, B large enough, we obtain what we want (more precisely we
take B̃ such that (as |α− γ | ≥ 1), B(λB)|α−γ | ≤ (λB̃)|α−γ |, and then choose the
final B as λB̃). Concerning the derivatives of first order, we just have to apply what
we did, using bounds on K , not only for the coefficients of P , but also bounds of
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their derivatives of first order. In order to be rigorous and complete, let us bound a
derivative of b j`kαγ , which we denote by b′j`kαγ . Then we have (see (3-8))

b′j`kαβ =
∑

γ≤β<α

(
α

β

)(
β+k
γ

)(
(a(α−β)jk )′a(β+k−γ )

j` + a(α−β)jk (a(β+k−γ )
j` )′

)
.

So we just have to do the same as before to get the bounds on K for the functions
a′jk , a j`, a jk and a′j`. Hence taking B, greater if necessary, we obtain (3-13). �

As a consequence, we obtain the following:

Proposition 3.3. Assume that the coefficients of P are in Gs(�). Then for every
relatively compact open set �0 in � (�0 b�), there exists B = B(�0, P) > 0 such
that, for every τ , 0≤ τ ≤ 1, one has for j = 1, . . . ,m, β < α, `, k ∈ {1, . . . , n},
‖bαβv‖τ +‖bαβ`v‖τ +‖a jαβ`v‖τ

≤ B |α−β|
(
α!

β!

)s
‖v‖τ , β < α, `= 1, . . . , n,

‖c j`kαβv‖τ ≤ B |α−β|
(
(α+k)!
(β+k)!

)s
‖v‖τ ,

‖d jkαβv‖τ ≤ B |α−β|
(
α!(|α|+1)

β!

)s
‖v‖τ , ∀v ∈ D(�0).

(3-15)

Proof. From inequalities (3-13), one obtains estimates (3-15) for τ = 0 and τ = 1.
Then (3-15) follows from the cases τ = 0 and τ = 1 by interpolation between
Sobolev spaces L2 and H 1. �

Remark 3.4. Our Proposition 3.1 is a refinement of our Lemma 5.3 in [Derridj
≥ 2019]. We need this refinement in order to prove our local estimates of ordinary
derivatives in terms of powers of P .

In order to begin to state what we need for our results, we make the following
assumption:

Estimate (2-4) is true with σ =
1
p
, p ∈ N∗. (3-16)

Then our local estimates will use the equality σ = 1
p . In this section, we want to

give and prove the basic ones which we will use in another section in order to give
a sequence of local estimates for P , assuming (2-7), (3-16) and P with coefficients
in Gs(�), for some s ≥ 1.

Proposition 3.5. Assume (2-4), (3-16) and that P has smooth coefficients. Let
�1 be a relatively compact open subset of �0. Then there exists a constant C =
C(�0, P) > 0 such that for all (u, ϕ) ∈ C∞(�1)∩D(�1),

‖ϕu‖σ ≤ C
(
‖ϕPu‖′+

∑
|β|≤2

‖ϕ(β)u‖
)
. (3-17)
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Proof. This proposition has a simple proof. Taking v = ϕu in (2-7), we get

‖ϕu‖σ +
m∑

j=1

‖X jϕu‖ ≤ C0(‖Pϕu‖′+‖ϕu‖),

taking �0 =�1 and C0 as in (2-7) related to �0 b�, we have

‖Pϕu‖′ ≤ ‖ϕPu‖′+‖[P, ϕ]u‖′, (3-18)
with

‖[P, ϕ]u‖′ ≤ 2
m∑

j=1

(
‖X j [X j , ϕ]u‖′+‖X2

j (ϕ)u‖
′
)
+‖Y (ϕ)u‖′

≤ 2
m∑

j=1

(
‖X j (ϕ)u‖+‖X2

j (ϕ)u‖
)
+‖Y (ϕ)u‖, from (2-3), (2-6).

Now as the X j , Y are smooth in � and �0 ⊂�,

‖X j (ϕ)u‖ ≤ C1
∑
|β|≤1

‖ϕ(β)u‖, ‖X2
j (ϕ)u‖ ≤ C1

∑
|β|≤2

‖ϕ(β)u‖. (3-19)

So, with a suitable C , (3-17) is obtained from (3-18), (3-19). �

In order to reach estimates for ordinary derivatives, one way is to try to obtain
estimates for ϕu in the Sobolev spaces H `σ , `= 1, . . . , p, (3-17) corresponding
to ` = 1. As the basic estimate (2-6) is with Hσ (i.e., ` = 1), it is natural to use
the following, recalling some notation and definitions in [Derridj ≥ 2019, Section
2]: let �0, be such that �1 ⊂�0 ⊂�0 b�. So we consider ψ ∈D(�0), ψ = 1 on
�1; one way to estimate ‖v‖`σ , knowing (2-7) is to consider ψT`σv, v ∈D(�1);
in fact, for all v ∈ D(�1),

‖v‖(`+1)σ = ‖ψv‖(`+1)σ = ‖T(`+1)σψv‖ = ‖T`σψv‖σ ,

(see [Derridj ≥ 2019, 2.11-2.13]),

where T̂ρw(ξ)= (1+‖ξ‖2)ρ/2ŵ(ξ), for all w ∈ D(Rn). Hence

‖v‖(`+1)σ ≤ ‖[T`σ , ψ]v‖σ +‖ψT`σv‖σ ≤ C2‖v‖(`+1)σ−1+‖ψT`σv‖σ .

Now for `= 1, . . . , p− 1, (`+ 1)σ − 1≤ 0. So

‖v‖(`+1)σ ≤ C̃‖v‖+‖ψT`σv‖σ , for all v ∈ D(�1). (3-20)

So this boils down to applying (2-7) to ψT`σv ∈ D(�0) using the constant C0.
Then we have

‖v‖(`+1)σ ≤ C̃(‖v‖+‖ψT`σv‖σ )≤ C̃
(
‖ψT`σv‖+

∑
j

‖X jψT`σv‖+‖v‖
)
.
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So, we get:

‖ϕu‖(`+1)σ ≤ C0C̃
(
‖PψT`σϕu‖′+‖ψT`σϕu‖+‖ϕu‖

)
,

yielding

‖ϕu‖(`+1)σ ≤ C3
(
‖PψT`σϕu‖′+‖ϕu‖`σ

)
,

for all (u, ϕ) ∈ C∞(�1)×D(�1). (3-21)

Now we provide a suitable bound for ‖PψT`σϕu‖′ as follows:

‖PψT`σϕu‖′

≤ ‖[P, ψT`σ ]ϕu‖′+‖ψT`σ [P, ϕ]u‖′+‖ψT`σϕPu‖′

≤

m∑
j=1

(
2‖X j [X j , ψT`σ ]ϕu‖′+‖[X j , [X j , ψT`σ ]]ϕu‖

)
+‖[Y +b, ψT`σ ]ϕu‖

+

m∑
j=1

(
2‖ψT`σ X j [X j , ϕ]u‖′+‖ψT`σ [X j [X j , ϕ]]u‖′

)
+‖ψT`σ [Y, ϕ]u‖′+‖ψT`σϕPu‖′.

Using again inequalities in (2-3), (2-6), we get, with some constant C which may
vary from line to another,

‖PψT`σϕu‖′

≤C
(
‖ϕu‖`σ +

m∑
j=1

(
2‖[ψT`σ , X j ][X j , ϕ]u‖′+‖X jψT`σ [X j , ϕ]u‖′

+‖X2
j (ϕ)u‖`σ

)
+‖Y (ϕ)u‖`σ

)
+‖ψT`σϕPu‖′

≤ C
(
‖ψT`σϕPu‖′+

m∑
j=1

(
‖X j (ϕ)u‖`σ +‖X2

j (ϕ)u‖`σ +‖ϕu‖`σ

+‖Y (ϕ)u‖`σ
))
. (3-22)

Hence, in fact, we proved the following with �0 as above:

Proposition 3.6. Under the hypotheses in Proposition 3.5, there exists a constant
C = C(�0, P) > 0 such that

‖ϕu‖(`+1)σ ≤ C
(
‖ϕPu‖`σ +

∑
|β|≤2

‖ϕ(β)u‖`σ

)
, `= 0, . . . , p− 1. (3-23)

The next step is to obtain such estimates for couples (∂αu, ϕ) for (u, ϕ) ∈
C∞(�1)×D(�1), α ∈ Nn . In order to get such an estimate, let us first consider
the case `= 0. We use (3-17). So

‖ϕ∂αu‖σ ≤ C‖ϕP∂αu‖′+
∑
|β|≤2

‖ϕ(β)∂αu‖.
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Here, what is new is to use ϕP∂αu = ϕ[P, ∂α]u+ϕ∂αPu:

‖ϕP∂αu‖′ ≤ ‖ϕ[P, ∂α]u‖′+‖ϕ∂αPu‖′

≤

m∑
j=1

(
2‖ϕX j [X j , ∂

α
]u‖′+‖ϕ[X j , [X j , ∂

α
]]u‖′

)
+‖ϕ[Y + b, ∂α]u‖′+‖ϕ∂αPu‖′. (3-24)

Writing ϕX j [X j , ∂
α
]u = [ϕ, X j ][X j , ∂

α
]u+ X jϕ[X j , ∂

α
]u and using again (2-3)

and (2-6), we get

‖ϕP∂αu‖ ≤
m∑

j=1

(
2‖X j (ϕ)[X j , ∂

α
]u‖+‖ϕ[X j , [X j , ∂

α
]]u‖

)
+‖ϕ[Y + b, ∂α]u‖+‖ϕ∂αPu‖,

and then we have to use expressions in (3-9) and (3-12). As we have to do that in
order to bound ‖ϕ∂αu‖(`+1)σ , we will write the step after the use of (3-9), (3-12)
just in this general case; replacing u by ∂αu in (3-22), we get, with some constant
C > 0, which may vary from line to line,

‖ϕ∂αu‖(`+1)σ ≤ C
(
‖ψT`σϕP∂αu‖′+

∑
|β|≤2

‖ϕ(β)∂αu‖`σ

)
. (3-25)

Now, as we did above with (3-24), we get

‖ϕ∂αu‖(`+1)σ

≤ C
(
‖ψT`σϕ∂αPu‖′+

m∑
j=1

(
‖X j (ϕ)[X j , ∂

α
]u‖`σ +‖ϕ[X j [X j , ∂

α
]]u‖`σ

)
+‖ϕ[Y + b, ∂α]u‖`σ +

∑
|β|≤2

‖ϕ(β)∂αu‖`σ

)
.

As `σ ≤ 1, (`= 0, . . . , p− 1), we finally obtain:

Proposition 3.7. There exists a constant C > 0 such that

for all (u, ϕ) ∈ C∞(�1)×D(�1), and all α ∈ Nn,

‖ϕ∂αu‖(`+1)σ

≤ C

(
‖ϕ∂αPu‖`σ +

∑
|β|≤2

‖ϕ(β)∂αu‖`σ

+

m∑
j=1

(∑
|β|=1

‖ϕ(β)[X j , ∂
α
]u‖`σ +‖ϕ[X j , [X j , ∂

α
]]u‖`σ

)
+‖ϕ[Y + b, ∂α]u‖`σ

)
. (3-26)

In what follows, s is given and s ≥ 1.
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4. Local relations of domination by powers of P

We need to introduce, in this section, further notation:

For ε > 0, j ∈ N, γ ∈ Nn, and (u, ϕ) ∈ C∞(�1)×D(�1), we set
N ε

j,γ (u, ϕ)= ε
|γ |+2 j

|γ |!−s(2 j)!−s
‖ϕ(γ )P j u‖. (4-1)

Once ε is fixed, we often delete ε and write N ε
j,γ = N j,γ .

Before stating our main theorem, we give a simple useful lemma, which we will
apply many times.

Lemma 4.1. Let (k, β) ∈ N×Nn , and ρ ∈ N. Then

ρ!s N ε
j,γ (P

ku, ϕ(β))≤ ε−(|β|+2k)(ρ+ |β| + 2k)!s N ε
j+k,γ+β(u, ϕ),

if |γ | + 2 j ≤ ρ. (4-2)

Proof. From the definition in (4-1), we see that

N ε
j,γ (P

ku, ϕ(β))

= ε−(|β|+2k)(|γ | + 1)s · · · (|γ | + |β|)s
(
(2 j + 1) · · · (2 j + 2k)

)s N j+k,γ+β(u, ϕ).

Then, observe that, for |γ | + 2 j ≤ ρ,

ρ!(|γ | + 1) · · · (|γ | + |β|)(2 j + 1) · · · (2( j + k))≤ (ρ+ |β| + 2k)!. (4-3)

The proof is then finished by taking (4-3) to the power s ≥ 1. �

Theorem 4.2. Let s ≥ 1 be given. Assume that the coefficients of P are in Gs(�)

and properties (2-4) and (3-16) hold on �0, �0 ⊂�. Let �1 be an open set with
�1 ⊂�0. For every 0< ε ≤ 1, there exists M = M(ε,�0, P)≥ 1 such that for all
α ∈ Nn , `= 0, . . . , p, (u, ϕ) ∈ C∞(�1)×D(�1),

‖ϕ∂αu‖`σ ≤ M2p|α|+`+1(2(p|α| + `))!s
∑

|β|+2 j≤2(p|α|+`)

N j,β(u, ϕ). (4-4)

Proof. It consists of a double induction on |α| = r and on `. More precisely, in a
first step, we prove the estimates (4-2) for α = 0. In all the proof, we will specify
(4-4)α,` for (4-4) when we consider the couple (α, `)∈N×{0, . . . , p}. So we want,
in this first step, to prove (4-4)0,`, ` ∈ {0, . . . , p}.

(A) Proof of (4-4)0,`, ` ∈ {0, . . . , p}: As (4-4)0,0 is trivial, all we have to do is to
make an induction on `. So assume that (4-4)0,i is true for i ≤ `, ` ∈ {0, . . . , p−1}.
Then we want to prove (4-4)0,`+1. For that we use (3-23) in Proposition 3.6 for
(u, ϕ) ∈ C∞(�1)×D(�1). So in order to bound ‖ϕu‖(`+1)σ , we just have to suit-
ably bound ‖ϕPu‖`σ and

∑
|β|≤2 ‖ϕ

(β)u‖. Hence this reduces to applying (4-4)0,`
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respectively to the couples (Pu, ϕ) and (u, ϕ(β)) in C∞(�1)×D(�1). So

‖ϕPu‖`σ ≤ M`+1(2`)!s
∑

|β|+2 j≤2`

N j,β(Pu, ϕ), (u, ϕ) ∈ C∞(�1)×D(�1).

(4-5)
Now we apply Lemma 4.1 with ρ = 2` in (4-2). Then

‖ϕPu‖`σ ≤ ε−2(2(`+ 1))!s M`+1
∑

|β|+2 j≤2(`+1)

N j,β(u, ϕ)

≤ ε−2 M−1 M (`+1)+1(2(`+ 1))!s
∑

|β|+2 j≤2(`+1)

N j,β(u, ϕ).

We do exactly the same for ‖ϕ(β)u‖`σ , as |β| ≤ 2:

‖ϕ(β)u‖`σ ≤ ε−2 M−1 M (`+1)+1(2(`+ 1))!s
∑

|γ |+2 j≤2(`+1)

N j,γ (u, ϕ). (4-6)

So from (3-23), (4-5) and (4-6), we get

‖ϕu‖(`+1)σ

≤ C(2+ n+ n2)ε−2 M−1 M (`+1)+1(2(`+ 1))!s
∑

|β|+2 j≤2(`+1)

N j,β(u, ϕ). (4-7)

So we see that under the condition

C(2+ n+ n2)ε−2 M−1
≤ 1

(
equivalently, M ≥ C(2+ n+ n2)ε−2), (4-8)

Equation (4-4)0,`+1 is satisfied for all (u, ϕ) ∈ C∞(�1)×D(�1).

(B) Proof of (4-4)α,` for all (α, `)∈Nn
×{0, . . . , p}: All we have to do, as (4-4)0,`

is true for ` = 0, . . . , p, is to make an induction on |α| = r . More precisely, if
(4-4)α,` is true for |α| ≤ r , `∈ {0, . . . , p}, then it is true for |α|= r+1, `= 0, . . . , p.
We use the same kind of proof as before: given α+ i , with |α| = r , i ∈ {1, . . . , n},
we want to suitably bound ‖ϕ∂i∂

αu‖`σ for ` ∈ {0, . . . , p}.

(1) ` = 0: We use ‖ϕ∂i∂
αu‖ ≤ ‖∂i (ϕ)∂

αu‖ + ‖ϕ∂αu‖1. Hence we just have to
apply (4-4)α,0 with (u, ϕ(i)) and (4-4)α,p with (u, ϕ). We will obtain, directly, or
applying also Lemma 4.1,

‖ϕ(i)∂αu‖

≤ ε−1 M−2p M2p(|α|+1)+1(2p(|α| + 1))!s
∑

|β|+2 j≤2p(|α|+1)

N j,β(u, ϕ), (4-9)

‖ϕ∂αu‖pσ ≤ M−p M2p(|α|+1)+1(2p(|α|+1))!s
∑

|β|+2 j≤2p(|α|+1)

N j,β(u, ϕ). (4-10)
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So, summing (4-9) and (4-10), we get that if

M−p(1+ ε−1 M−p)≤ 1, (4-11)

then (4-4)α+i,0 is satisfied, for i = 1, . . . , n.

(2) Proof of (4-4)α,`, for |α| = r + 1, ` > 0, i.e., ` ∈ {1, . . . , p}: So assuming
that (4-4)α,` is true for |α| = r , ` = 0, . . . , p, and (4-4)α,ρ is true for |α| = r + 1,
ρ ∈ {1, . . . , `}, then, if ` < p, we want to prove that (4-4)α,`+1 is true, |α| = r + 1.
Now we have to use (3-26) in Proposition 3.7. So in order to suitably bound
‖ϕ∂αu‖(`+1)σ , we are led to bound ‖ϕ∂αPu‖`σ , ‖ϕ(β)∂αu‖`σ , |β| ≤ 2, but also
much more terms like simple brackets of X j ’s and Y with ∂α and double brackets
of X j ’s with ∂α.

The proof will follow the lines of our proof for α = 0, but here with more
terms, and some are more difficult to handle than others, namely those coming
from the brackets of the X j ’s with ∂α (simple and double brackets). The term
‖ϕ[Y + b, ∂α]u‖`σ is similar to the terms ‖ϕ(β)[X j , ∂

α
]u‖, β = 0.

(a) A bound on ‖ϕ∂αPu‖`σ : We apply (4-4)α,` for the couple (Pu, ϕ):

‖ϕ∂αPu‖`σ ≤ M2p|α|+`+1(2(p|α| + `))!s
∑

|β|+2 j≤2(p|α|+`)

N j,β(Pu, ϕ).

Applying Lemma 4.1, we get (here ρ = 2(p|α| + `))

‖ϕ∂αPu‖`σ

≤ ε−2 M2p|α|+`+1(2(p|α| + `+ 1))!s
∑

|β|+2 j≤2(p|α|+`+1)

N j,β(u, ϕ)

≤ (ε−2 M−1)M2p|α|+(`+1)+1(2(p|α| + `+ 1))!s

·

∑
|β|+2 j≤2(p|α|+`+1)

N j,β(u, ϕ). (4-12)

(b) A bound on ‖ϕ(β)∂αu‖`σ , |β| ≤ 2: We apply (4-4)α,` to the couple (u, ϕ(β)):

‖ϕ(β)∂αu‖`σ M2p|α|+`+1(2(p|α| + `))!s
∑

|β|+2 j≤2(p|α|+`)

N j,β(u, ϕ(β)).

Applying again Lemma 4.1 (as |β| ≤ 2), we get

‖ϕ(β)∂αu‖`σ

≤ ε−2 M2p|α|+`+1(2(p|α| + `+ 1))!s
∑

|β|+2 j≤2(p|α|+`+1)

N j,β(u, ϕ)

≤ ε−2 M−1 M2p|α|+(`+1)+1(2(p|α| + `+ 1))!s

·

∑
|β|+2 j≤2(p|α|+`+1)

N j,β(u, ϕ). (4-13)
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(c) A bound on ‖ϕ(β)[X j , ∂
α
]u‖`σ , |β| ≤ 1, j = 1, . . . ,m, ‖ϕ[Y + b, ∂α]u‖`σ :

(It is easy to see that the term ‖ϕ[Y + b, ∂α]u‖`σ is much simpler than the others,
since it corresponds to β = 0.)

From expressions in (3-9) where we delete j ∈ {1, . . . ,m}:

‖ϕ(β)[X, ∂α]u‖`σ ≤
∑
γ<α

i=1,...,n

‖aαγ iϕ
(β)∂γ+i u‖`σ . (4-14)

Then applying estimates in (3-15) (recall that j is deleted):

‖ϕ(β)[X, ∂α]u‖`σ ≤
∑
γ<α

i=1,...,n

B |α−γ |
(

α!

(γ+i)!

)s
‖ϕ(β)∂γ+i u‖`σ . (4-15)

As |γ + i | ≤ |α| = r + 1, we can apply (4-4)γ+i,` to (u, ϕ(β)). So we get

‖ϕ(β)[X, ∂α]u‖`σ

≤ n
∑
γ<α

i=1,...,n

(
B |α−γ |M2p(|γ |+1)+`+1(2(p(|γ | + 1)+ `))!s

(
α!

γ !

)s

·

∑
|δ|+2 j≤2(p(|γ |+1)+`)

N j,δ(u, ϕ(β))
)
. (4-16)

Using (4-2) in Lemma 4.1, with ρ = 2(p(|γ | + 1)+ `), we find

(2(p(|γ |+1)+`))!s N j,δ(u, ϕ(β))≤ (2(p(|γ |+1)+`)+1)!s N j,δ+β(u, ϕ), (4-17)

and hence

(2(p(|γ | + 1)+ `))!s
(
α!

γ !

)s
N j,δ(u, ϕ(β))

≤ (2(p(|α| + `+ 1)!s N j,δ+β(u, ϕ), (4-18)

for all ( j, δ) such that |δ| + 2 j ≤ 2(p(|γ | + 1)+ `)+ 1. So, coming back to the
second member in (4-16),

‖ϕ(β)[X, ∂α]u‖`σ

≤ n
∑
γ<α

(
B |α−γ |M2p(|γ |+1)+`+1(2(p|α| + `+ 1))!s

· ε−1
∑

|δ|+2 j≤2(p|α|+`+1)

N j,δ(u, ϕ)
)
, (4-19)
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or

‖ϕ(β)[X, ∂α]u‖`σ
≤ n(2(p|α| + `+ 1))!s

∑
|δ|+2 j≤2(p|α|+`+1)

N j,δ(u, ϕ)

· ε−1
∑
γ<α

B |α−γ |M2p(|γ |+1)+`+1. (4-20)

The last sum is bounded as follows:∑
γ<α

B |α−β|M2p(|γ |+1)+`+1
= B M2p|α|+`+1

∑
γ<α

( B
M2p

)|α−γ |−1
. (4-21)

Now we have the following lemma:

Lemma 4.3. There exists θ0 > 0, independent of α, such that∑
γ<α

λ|α−γ |−1
≤ n+ 1, if 0≤ λ < θ0. (4-22)

The proof of Lemma 4.3 is similar to that of Lemma 3.2 after noticing that∑
γ<α, |α−γ |=1 λ

|α−γ |−1
= n.

Remark 4.4. Lemma 4.3 is not true when one works with the sum
∑
|γ |<|α| λ

|α−γ |−1

as the sum
∑
|γ |<|α|, |α−γ |=1 1 is not bounded by a constant independent of α.

Applying (4-22) we see that under the condition

M2p
≥ θ−1

0 B, (4-23)

we obtain from (4-20), (4-21) and (4-22)

‖ϕ(β)[X, ∂α]u‖`σ ≤ n(n+ 1)ε−1 B M−1 M2p|α|+(`+1)+1(2p|α| + `+ 1)!s

·

∑
|δ|+2 j≤2(p|α|+`+1)

N j,δ(u, ϕ). (4-24)

(d) A bound on ‖ϕ[X j , [X j , ∂
α
]]u‖`σ , j = 1, . . . ,m: As we did above we delete

the index j and write ‖ϕ[X, [X, ∂α]]u‖. Of course, we also delete j in the coeffi-
cients of the bracket. Looking at (3-12), we have two kinds of terms to study:

(i) A bound on
∑

β<α, k=1,...,n ‖ϕdkαβ∂
β+ku‖`σ = E1: Using Equation (3-15) in

Proposition 3.3, as `σ ≤ 1, we have

E1 ≤
∑
β<γ

k=1,...,n

B |α−β|
(
α!

β!
(|α| + 1)

)s
M2β(|β|+1)+`+1(2(p(|β| + 1)+ `))!s

·

∑
|γ |+2 j≤2(p(|β|+1)+`)

N j,γ (u, ϕ). (4-25)
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We want to remark here that there is a factor (|α| + 1)s in (4-25), but it is compen-
sated by the fact that one has ϕ, not ϕ(β), |β| = 1. Precisely, we have

E1 ≤ n
∑
β<α

B |α−β|
(
(|α|+1)!
|β|!

)s
(2p(|β| + 1)+ `)!s M2p(|β|+1)+`+1

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ), as |β| + 1≤ |α|. (4-26)

Now we have the following inequality:(
(|α|+1)!
|β|!

)s(
2(p(|β|+1)+ `)

)
!
s
≤ (2(p|α|+ `+1))!s, |β|+1≤ |α|. (4-27)

So, from (4-26) and (4-27), we get

E1 ≤ n(2(p|α| + `+ 1))!s
∑
β<α

B |α−β|M2p(|β|+1)+`+1

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ). (4-28)

The sum in the second member in (4-28) is the same than the sum in (4-21), re-
placing γ by β. So from (4-22) in Lemma 4.3, we get, under condition (4-23),

E1 ≤ n(n+ 1)B M−1 M2p|α|+(`+1)+1(2p|α| + `+ 1)!s

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ). (4-29)

(ii) A bound on
∑

β<α, i,k=1,...,n ‖ϕcikαβ∂
β+i+ku‖`σ = E2: We write the proof,

for completeness, noticing however that ∂β+i+k is of the form ∂β+I with |I | = 2.
Using estimates in (3-15), we get

E2 ≤
∑
β<α

i,k=1,...,n

B |α−β|
(
(α+k)!
(β+k)!

)s
‖ϕ∂β+i+ku‖`σ . (4-30)

Hence,

E2 ≤
∑

β<α, |β|≤|α|−2
i,k=1,...,n

B |α−β|M2p(|β|+2)+`+1
(
(α+k)!
(β+k)!

)s
(2(p(|β|+2)+`))!s

·

∑
|γ |+2 j≤2(p(|β|+2)+`)

N j,γ (u, ϕ). (4-31)

Now we have the following:(
(α+k)!
(β+k)!

)s
(2(p(|β| + 2)+ `))!s ≤ (2(p|α| + `+ 1))!s . (4-32)



LOCAL ESTIMATES FOR HÖRMANDER’S OPERATORS WITH GEVREY COEFFICIENTS 339

(4-32) is a consequence of (α+ k)!/(β + k)! ≤ (|α| + 1)!/(|β| + 1)!. Hence

E2 ≤ n2(2(p|α| + `+ 1))!s
( ∑

β<α
|β|≤|α|−2

B |α−β|M2p(|β|+2)+`+1
)

·

∑
|γ |+2 j≤2(p|α|+`+1)

N j,γ (u, ϕ), (4-33)

as Card
{
(i, k) ∈ {1, . . . , n}

}
= n2. Now, we bound

F =
∑

β<α, |β|≤|α|−2 B |α−β|M2p(|β|+2)+`+1

with

F ≤
∑
β<α

|β|≤|α|−2

( B
M2p

)|α−β|−2
M2p|α|+(`+1)+1 B2 M−1. (4-34)

Now using Lemma 4.3 and the fact that
∑

β<α, |β|=|α|−2 1≤ n2, we obtain

E2 ≤ (n2
+ 1)2 B2 M−1 M2p|α|+(`+1)+1(2(p|α| + `+ 1))!s

·

∑
|δ|+2 j≤2(p|α|+`+1)

N j,δ(u, ϕ). (4-35)

We recall that we said in (c) that we do not consider the term

‖ϕ[Y + b, ∂α]‖`σ ≤ ‖ϕ[Y, ∂α]u‖`σ +‖ϕ[b, ∂α]u‖`σ

as ‖ϕ[Y, ∂α]u‖`σ is like ‖ϕ[X j , ∂
α
]u‖`σ and ‖ϕ[b, ∂α]u‖`σ much smaller. So in

order to bound the term ‖ϕ[X j , [X j , ∂
α
]]u‖`σ , we have to collect (4-29) and (4-35),

which are true under condition (4-23). We find

‖ϕ[X j , [X j , ∂
α
]]u‖`σ ≤ 2(n2

+ 1)2 B2 M−1 M2p|α|+(`+1)+1(2(p|α| + `+ 1))!s

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ) (4-36)

In order to give a bound for ‖ϕ∂αu‖(`+1)σ , we have from (3-26) in Proposition 3.7
to take C times the bound in (a) plus C(n2

+ n+ 1) times the bound in (b) plus
Cm(n+2) times the bound in (c) plus Cm times the bound in (d), under, of course,
the conditions on M indicated in the proofs of (a), (b), (c) and (d).

Of course, we also have to take care of the conditions needed on M for the
validity of these bounds. These may be summarized as follows:

(a) (4-12) is satisfied, just under the induction hypothesis,

(b) (4-13) is satisfied, under the induction hypothesis,

(c) (4-24) is satisfied, under the induction hypothesis and (4-23),

(d) (4-36) is satisfied, under the induction hypothesis and (4-23).
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So adding all these estimates with the suitable factors yields

‖ϕ∂αu‖(`+1)σ

≤C M−1(2ε−2
+n(n+1)ε−1 B+2(n2

+1)2 B2)M2p|α|+(`+1)+1(2(p|α|+`+1))!s

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ) (4-37)

under the condition (4-23). From (4-37), we deduce that if M satisfies

M ≥ sup
{
(θ−1

0 B)1/2
p
, 1, C

(
2ε−2
+ n(n+ 1)ε−1 B+ 2(n2

+ 1)2 B2)}, (4-38)

then (4-4)α,`+1 is true. So (4-4)α,` is true, |α| = r + 1, for all `.
Now, let us finish the proof of the theorem. Since we proved (4-4)0,`, ` =

1, . . . , p, and the induction{
(4-4)α,`, |α| ≤ r, ` ∈ {1, . . . , p}

}
⇒
{
(4-4)α,`, |α| = r + 1, ` ∈ {1, . . . , p}

}
,

under respectively condition ((4-8) and (4-11)) and condition (4-38), we have M =
M(ε,�0, P) > 0 so that the theorem is completely proved, when the conditions
(4-8), (4-11) and (4-38) are satisfied. As ε ≤ 1, we see that M p

≥ 2ε−1 implies
that (4-11) holds. So, everything boils down to only the following condition:

M ≥ sup
{
(θ−1

0 B)1/2
p
, C(2+ n+ n2)ε−2,

C
(
2ε−2
+ n(n+ 1)ε−1 B+ 2(n2

+ 1)2 B2)}
= M(ε, θ0, B). (4-39)

B depends on P and �0 and θ0 depends on n. Hence M(ε, θ0, B) can be written,
as n is fixed, M(ε,�0, P). The proof of Theorem 4.2 is now complete. �

5. Gevrey regularity for Gevrey vectors

We want to give in this section an application of Theorem 4.2. In fact, we shall just
use the estimates (4-4) for `=0, which we rewrite here, for (u, ϕ)∈C∞(�1)×D(�1):

‖ϕ∂αu‖ ≤ M2p|α|+1
ε (2p|α|)!s

∑
|β|+2 j≤2p|α|

N ε
j,β(u, ϕ). (5-1)

Moreover, we want to state a theorem for operators of order m, satisfying estimates
similar to (5-1), but with 2 replaced by m and with coefficients in Gs(�). For that
purpose, we clarify the notation as m replaces 2.

Firstly, � and �1 are as in Section 4, �1 b� and s ≥ 1. Then define

N ε
j,β = ε

|β|+mj
|β|!−s(mj)!−s

‖ϕ(β)P j u‖, (u, ϕ) ∈ C∞(�1)×D(�1). (5-2)
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Now assume that P satisfies the following estimates:

∀ε, 0<ε≤ 1, ∃Mε ≥ 1 such that ∀α ∈Nn, ∀(u, ϕ)∈C∞(�1)×D(�1)

‖ϕ∂αu‖ ≤ Mr |α|+1
ε (r |α|)!s

∑
|β|+mj≤r |α|

N j,β(u, ϕ) for some r ∈ N∗. (5-3)

Now, we provide a proposition on Gevrey regularity of Gevrey vectors of P satis-
fying (5-3).

Proposition 5.1. Let P be a linear partial differential operator with Gs(�) coeffi-
cients, of order m, satisfying (5-3) in �1 with �1 ⊂�. Then any Gs(�1)-vector of
P which is C∞(�) is in Grs(�1), s ≥ 1.

Proof. We have to distinguish between the cases s > 1 and s = 1.

(1) Case s > 1: Let u ∈ C∞(�)∩Gs(�1, P). In order to prove that u ∈ Grs(�1),
we have to show that given any open set �2 with �2 ⊂�1, we have:

∃C�2 > 0 s. t. ∀α ∈ Nn, ‖∂αu‖L2(�2) ≤ C |α|+1
�2

(r |α|)!s = C |α|+1(r |α|)!s . (5-4)

First, we consider ϕ ∈ Gs(�1)∩D(�1), ϕ = 1 on �2. Then

‖∂αu‖L2(�2) ≤ ‖ϕ∂
αu‖. (5-5)

As u ∈ C∞(�1) and ϕ ∈ D(�1), we apply (5-3). So we get

‖∂αu‖L2(�2) ≤ (C Mε)
r |α|+1(r |α|)!s

∑
|β|+mj≤r |α|

N ε
j,β(u, ϕ). (5-6)

Now as ϕ ∈ Gs(�1)∩D(�1), there exists A = Aϕ such that

sup |ϕ(β)| ≤ A|β|+1
|β|!s . (5-7)

Also, from (5-2), we have

N ε
j,β = ε

|β|+mj
|β|!−s(mj)!−s

‖ϕ(β)P j u‖. (5-8)

Now as u ∈ Gs(�1, P), taking K = Supp (ϕ)⊂�1

∃B = BK > 0, such that ‖P j u‖L2(K ) ≤ Bmj+1(mj)!s, ∀ j ∈ N. (5-9)

From (5-7), (5-8) and (5-9), we obtain

N ε
j,β(u, ϕ)≤ ε

|β|+mj A|β|+1 Bmj+1
≤ ε|β|+mj D|β|+mj+1 (5-10)

for some constant D (for example A+ B). So, with (5-6),

‖∂αu‖L2(�2) ≤ D(C Mε)
r |α|+1(r |α|)!s

∑
|β|+mj≤r |α|

(εD)|β|+mj . (5-11)
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Now let us choose ε such that
εD = 1

2 . (5-12)
Then with M = M1/(2D), we have

‖∂αu‖L2(�2) ≤ D(C M)r |α|+1(r |α|)!s
∑

|β|+mj≤r |α|

(1
2

)|β|+mj
. (5-13)

We have to estimate the sum in the (5-13).

Lemma 5.2. There exists a constant C0 > 0 such that∑
|β|+mj≤r |α|

( 1
2

)|β|+mj
≤ C0, ∀α ∈ Nn. (5-14)

Proof of Lemma 5.2. This simple lemma has an elementary proof. For complete-
ness, let us give it. For α = 0, it is trivial. So assume |α| ≥ 1. It suffices to see
that ∑

|β|+mj≤r |α|

( 1
2

)|β|+mj
=

r |α|∑
k=0

( ∑
|β|+mj=k

1
)( 1

2

)k
≤

r |α|∑
k=0

(k+ 1)n
( 1

2

)k

≤

∞∑
k=0

(k+ 1)n
( 1

2

)k
= C0 <+∞. �

Coming back to the proof of Proposition 5.1, we have, with some constant
C1 > 0, using (5-13) and (5-14), the following estimate:

‖∂αu‖L2(�2) ≤ C1(C M)r |α|(r |α|)!s (5-15)

which shows that u is in Grs(�2), hence in Grs(�1) as�2 is any relatively compact
set in �1.

(2) Case s = 1: In this case, as we have no ϕ ∈ D(�1) which is in G1(�1), we
proceed by using a sequence of functions of L. Ehrenpreis associated to the cou-
ple (�0, �1) with �1 ⊂ �0 and �0 ⊂ �. We state below a proposition due to
Ehrenpreis, providing the precise details regarding the sequence.

Proposition 5.3 [Ehrenpreis 1960]. Let �0, �1 be as above. Then there exists a
constant C̃ > 0 such that:
∀N ∈ N, ∃ϕN ∈ D(�0), ϕN |�1 = 1,

such that |ϕ(β)N | ≤ C̃ |β|+1 Nβ, for |β| ≤ N . (5-16)

In our proof below, in order to bound ‖∂αu‖L2(�2), we use, in place of ϕ used
in case (1), the function ϕr |α| given by taking N = r |α| in (5-16). So, as �2 ⊂�1,
we have

‖∂αu‖L2(�2) ≤ ‖ϕr |α|∂
αu‖ ≤ Mr |α|+1

ε (r |α|)!
∑

|β|+mj≤r |α|

N ε
j,β(u, ϕr |α|). (5-17)
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Now, taking A given by:
A = sup(B, C̃), (5-18)

where B is given by (5-9) with K =�0, we get

Eα =
∑

|β|+mj≤r |α|

N ε
j,β(u, ϕr |α|)≤ A

∑
|β|+mj≤r |α|

(εA)|β|+mj
|β|!−1(r |α|)|β|, (5-19)

since |β| ≤ r |α| in the sum. Looking at the second member in (5-19), we may
bound by

Eα ≤
∑

mj≤r |α|

(εA)mj
∑
|β|≤r |α|

(εA)|β||β|!−1(r |α|)|β|. (5-20)

Hence

Eα ≤
∑

mj≤r |α|

(εA)mj
r |α|∑
k=0

(∑
|β|=k

1
)
(εAr |α|)kk!−1. (5-21)

If we choose ε0 so that ε0 A = 1
2 , we get

Eα ≤ 2
r |α|∑
k=0

(k+ 1)n
(r |α|

2

)k
k!−1
≤ 2(r |α| + 1)n

∑
k

(r |α|
2

)k
k!−1 (5-22)

So finally, with some constant C1 > 0, C1 = C1(n),

Eα ≤ 2(r |α| + 1)n exp
(r |α|

2

)
≤ C1 exp(r |α|). (5-23)

Then, coming back to (5-17), we obtain

‖∂αu‖L2(�2) ≤ Mr |α|+1
ε0

(r |α|)!C1 exp(r |α|)= C1 Mε0(eMε0)
r |α|(r |α|)!. (5-24)

As we took any �2 with �2 ⊂�1, �1 ⊂�0, we obtain that u ∈Gr (�1). The proof
of Proposition 5.1 is complete. �

As a corollary of Theorem 4.2 and Proposition 5.1, we get:

Theorem 5.4. Let P be a Hörmander’s operator on an open set � in Rn and
s ∈ R, s ≥ 1. Assume that P satisfies the estimate (2-4) in some open subset �0

with �0 ⊂ � with σ = 1/p, p ∈ N∗ and that its coefficients are in Gs(�0). Then
Gs(�0, P)⊂ G2ps(�0).

We conclude this article with some final remarks.

(1) In the case s = 1, there is another proof, using the method of addition of an
extra variable (see, for example, [Bolley et al. 1987] or [Lions and Magenes 1970]),
by considering the operator ∂2

t + P in R×�⊂ Rn+1, which is also a Hörmander’s
operator in R×�, with analytic coefficients (case s = 1), to which one can use the
theorem of Gevrey hypoellipticity Gs for s ≥ 2p, [Derridj and Zuily 1973].
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(2) We know nothing on optimality of our result. In our preceding paper [Derridj ≥
2019], in the case of operators of the first kind, the result was optimal: Gk(�0, P)⊂
G pk(�0), k ∈ N.

(3) In a forthcoming paper, we will study the question of local relations of domi-
nation by powers of P , in the case where P is of the first kind, which will be finer,
giving therefore the optimal result Gs(�0, P)⊂ G ps(�0), p being the type of �0.
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Generic colourful tori and inverse spectral transform
for Hankel operators

Patrick Gérard and Sandrine Grellier

This paper explores the regularity properties of an inverse spectral transform
for Hilbert–Schmidt Hankel operators on the unit disc. This spectral transform
plays the role of action-angle variables for an integrable infinite dimensional
Hamiltonian system: the cubic Szegő equation. We investigate the regularity
of functions on the tori supporting the dynamics of this system, in connection
with some wave turbulence phenomenon, discovered in a previous work and
due to relative small gaps between the actions. We revisit this phenomenon by
proving that generic smooth functions and a Gδ dense set of irregular functions
do coexist on the same torus. On the other hand, we establish some uniform
analytic regularity for tori corresponding to rapidly decreasing actions which
satisfy some specific property ruling out the phenomenon of small gaps.

1. Introduction

1.1. The cubic Szegő equation. This paper explores the properties of some inverse
spectral transformation related to an integrable infinite dimensional Hamiltonian
system. Introduced in [Gérard and Grellier 2010] as a model of nondispersive
evolution equation, the cubic Szegő equation reads

i∂t u =5(|u|2u), (1)

where u = u(t, x) is a function defined for (t, x) ∈ R×T, T := R/2πZ, such that,
for every t ∈ R, u(t, · ) belongs to the Hardy space L2

+
(T) of L2 functions v on T

with only nonnegative Fourier modes,

for all n < 0, v̂(n)= 0.
Here

v̂(n)=
∫ 2π

0
v(x)e−inx dx

2π
, n ∈ Z
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denotes the Fourier coefficient of v ∈ L2(T), and5 denotes the orthogonal projector
from L2(T) onto L2

+
(T):

5

(∑
n∈Z

cneinx
)
=

∞∑
n=0

cneinx .

It has been proved in [Gérard and Grellier 2010] that (1) is globally well posed on
Sobolev spaces H s

+
(T) := H s(T)∩ L2

+
(T) for all s ≥ 1

2 , with conservation of the
H

1
2 norm. Recall that, for elements in L2

+
(T), the H s Sobolev norm reads

‖v‖2H s =

∞∑
n=0

(1+ n)2s
|v̂(n)|2.

Furthermore, it turns out that (1) enjoys an unexpected Lax pair structure, dis-
covered in [Gérard and Grellier 2010] and studied in [Gérard and Grellier 2012;
2015; 2017]. More precisely, consider, for every u ∈ H

1
2
+
(T), the Hankel operator

Hu : L2
+
(T)→ L2

+
(T) defined as

Hu(h)=5(uh̄).

Notice that Hu is an antilinear realisation of the Hankel matrix 0û , where, for
every sequence α = (αn)n≥0 of complex numbers, 0α denotes the operator on
`2(Z+) given by the infinite matrix (αn+p)n,p≥0. Indeed, if F denotes the Fourier
transform v 7→ v̂ between L2

+
(T) and `2(Z+), it easy to check that

F HuF−1
= 0û ◦ C,

where C denotes the complex conjugation. The Lax pair identity then reads as
follows, see [Gérard and Grellier 2010]. If s > 1

2 and u is a H s
+

solution of (1),
then

d Hu

dt
= [Bu, Hu],

where Bu is a linear anti-self-adjoint operator depending on u. As a consequence,
there exists a one parameter family U (t) of unitary operators on L2

+
(T) such that

for all t ∈ R, Hu(t) =U (t)Hu(0)U (t)∗.

In particular, H 2
u(t) =U (t)H 2

u(0)U (t)
∗. Notice that H 2

u is a linear positive operator
on L2

+
(T), and that

F H 2
u F−1

= 0û0
∗

û ,

thus H 2
u is a trace class operator as soon as u ∈ H

1
2
+
(T), with

Tr(H 2
u )=

∞∑
n=0

(1+ n)|û(n)|2 = ‖u‖2
H

1
2
.
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Consequently, apart from 0, the spectrum of H 2
u is made of eigenvalues, which are

conservation laws of (1).
In fact, a second Lax pair for (1) holds [Gérard and Grellier 2012], which con-

cerns the operator Ku := S∗Hu = Hu S = HS∗u , where S denotes the shift operator
on L2

+
(T), namely multiplication by ei x . Operator Ku is also a Hankel operator,

F KuF−1
= 0̃û ◦ C,

where 0̃α denotes the shifted Hankel matrix (αn+p+1)n,p≥0. Again, it is possible
to prove that

for all t ∈ R, Ku(t) = V(t)Ku(0)V(t)∗,

for some one parameter family V(t) of unitary operators on L2
+
(T), and conse-

quently that the eigenvalues of K 2
u are conservation laws of (1). Denote by (ρ2

j ) j≥1

the positive eigenvalues of H 2
u and by (σ 2

k )k≥1 the positive eigenvalues of K 2
u , so

that the ρ j are the singular values of 0û and the σk are the singular values of 0̃û .
In view of the identity

K 2
u = H 2

u − ( · |u)L2u

and of the min-max theorem, the following interlacing property holds:

ρ1 ≥ σ1 ≥ ρ2 ≥ σ2 ≥ · · · .

1.2. The spectral transform. If u belongs to a dense Gδ subset H
1
2
+,gen(T) of H

1
2
+
(T),

one can establish (see [Gérard and Grellier 2012]) that

ρ1 > σ1 > ρ2 > σ2 > · · ·

We set
s2 j−1 = ρ j , s2k = σk, j, k ≥ 1.

The sr are called the singular values of the pair (Hu, Ku). Of course

∞∑
r=1

s2
r = Tr(H 2

u )+Tr(K 2
u )=

∞∑
n=0

(1+ 2n)|û(n)|2 <∞.

Conversely, given a square summable strictly decreasing sequence (sr )r≥1 of posi-
tive numbers, the set of u ∈ H

1
2
+

such that the sr are the singular values of the pair
(Hu, Ku), in the above sense, is an infinite dimensional torus T ((sr )r≥1) [Gérard
and Grellier 2012] of H

1
2
+
(T). This torus is parametrised by the following explicit

representation [Gérard and Grellier 2017], where we classically identify functions
of L2

+
(T) with holomorphic functions u = u(z) on the unit disc such that

sup
r<1

∫ 2π

0
|u(rei x)|2 dx <∞.
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The current element of the infinite dimensional torus T ((sr )r≥1) is then given by

u(z)= lim
N→∞

〈
CN (z)−1(1N ),1N

〉
, |z|< 1, 1N :=

1
...

1

 ∈ CN , (2)

where

CN (z) :=
(

s2 j−1eiψ2 j−1 − zs2keiψ2k

s2
2 j−1− s2

2k

)
1≤ j,k≤N

(3)

and (ψr )r≥1 ∈ T∞ is an arbitrary sequence of angles. Furthermore, the evolution
of the new variables (sr , ψr )r≥1 through the dynamics of (1) is given by

dsr

dt
= 0,

dψr

dt
= s2

r , r = 1, 2, . . . .

A natural question is then the description of the regularity of u in these new vari-
ables. A first type of answer to this question is provided by results due to Peller
and Semmes, see, e.g., [Peller 2003], which characterise the Schatten classes∑

r≥1

s p
r <∞, 0< p <∞,

in terms of the Besov spaces

∞∑
j=0

2 j
∫

T

|1 j u|p dx <∞,

where (1 j u) j≥0 denotes the dyadic blocks of u. In particular, if u is smooth, then
(sr )r≥1 satisfies

∞∑
r=1

s p
r <∞, for all p <∞.

However, the latter condition is far from being sufficient to control high regularity
of u. In fact, Sobolev regularity H s for s > 1

2 cannot be easily described by the
variables (sr , ψr )r≥1, as shown by the following result.

Theorem 1 [Gérard and Grellier 2017]. There exists a dense Gδ subset of initial
data in

C∞
+
(T) :=

⋂
s

H s
+
(T)

such that the corresponding solutions of (1) satisfies, for every s > 1
2 ,

for all M ≥ 1, lim sup
t→∞

‖u(t)‖H s

|t |M
=+∞, lim inf

t→∞
‖u(t)‖H s <∞.
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In other words, in the (sr , ψr )r≥1 representation, the size of the high Sobolev
norms may strongly depend on the angles (ψr )r≥1. The goal of this paper is to
investigate this phenomenon in more detail.

1.3. Overview of the results. Our first result claims that generic smooth functions
u are located on a torus T ((sr )r≥1) containing also very singular functions.

Theorem 2. There exists a dense Gδ subset G of C∞
+
(T) such that every element

u of G belongs to H
1
2
+,gen(T), and the infinite dimensional torus T ((sr )r≥1) passing

through u has a dense Gδ subset — for the H
1
2 topology — which is disjoint of H s

for every s > 1
2 .

Theorem 2 states that, on the tori T ((sr )r≥1) passing through generic smooth
functions, the regularity changes dramatically from C∞ to the outside of H s for
every s > 1

2 . Of course, this result can be seen as a natural extension of Theorem 1
recalled above, of which we use the weaker form that tori T ((sr )r≥1) passing
through generic smooth functions are unbounded in H s for every s > 1

2 . However,
in order to find singular functions on these tori, we combine it with a structure
property of these tori, which we think has its own interest.

Lemma 3. Let s > 1
2 and let (sr )r≥1 be a square summable decreasing sequence

of positive numbers such that the numbers s2
r , r ≥ 1 are linearly independent on Q.

Then we have the following alternatives:

• either T ((sr )r≥1) is a bounded subset of H s ,

• or T ((sr )r≥1) \ H s is a dense Gδ subset of T ((sr )r≥1) for the H
1
2 topology.

The point of Theorem 2 is that, even for fast decaying singular values (sr ), the
regularity of u may be spoiled by the relative smallness of the gaps sr − sr+1 with
respect to sr . In fact, if

uN (z)=
〈
CN (z)−1(1N ),1N

〉
, ψr = 0, r = 1, 2, . . . ,

with the notation introduced above, then, using the positivity property of the Hankel
matrices 0ûN

and 0̃ûN
equivalent to ψr = 0 for all r (see [Gérard and Grellier 2014;

Gérard and Pushnitski 2015]), we prove in the Appendix that

‖uN‖C1(T) ≥

N∑
j=1

s2 j−1s2 j

s2 j−1− s2 j
. (4)

It is then easy to find fast decaying sequences (sr ) such that the above right hand
side tends to infinity as N goes to infinity, which implies that (uN ) is unbounded
in C1(T). However, at this stage we do not know how to conclude that u is not
in C1(T).
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Our two other results state some uniform analytic regularity for tori T ((sr )r≥1)

where the sequence (sr )r≥1 satisfies some specific property ruling out the phenom-
enon of small gaps.

Theorem 4. For every ρ > 0, there exists δ0 > 0 such that, for any δ ∈ (0, δ0), if

for all r ≥ 1, sr+1 ≤ δsr ,

all functions u ∈ T ((sr )r≥1) are holomorphic and uniformly bounded in the disc
|z| < 1+ ρ. Consequently, for any initial datum corresponding to some of these
functions, the solution of the cubic Szegő equation (1) is analytic in the disc of
radius 1+ ρ for all time, and is uniformly bounded in this disc. In particular, the
trajectory is bounded in C∞(T).

Theorem 4 applies in particular to geometric sequences sr = e−rh for h > 0 large
enough. Our last result explores in more detail the case of geometric sequences
sr = e−rh , where h > 0 is arbitrary. In this case, we still obtain some uniform
analytic regularity, but with a constraint on the angles ψr .

Theorem 5. Let h > 0 and θ ∈ R. Assume (sr ) is given by sr = e−rh and (ψr )

by ψr = rθh. Then there exists ρ > 0 such that the corresponding elements of
T ((sr )r≥1) are holomorphic and uniformly bounded in the disc |z|< 1+ ρ.

We do not know whether or not geometric tori are embedded into the space of
analytic functions on T. What we are able to prove is that, for transcendental γ ,
we have the following alternatives:

• either there exists ρ > 0 such that every element of T ((γ r )r≥1) is holomorphic
on the disc |z|< 1+ ρ, with a uniform bound,

• or the nonanalytic elements of T ((γ r )r≥1) form a dense Gδ subset of T ((γ r )r≥1)

for the H
1
2 topology.

This is a special case of an extension of Lemma 3 to analytic regularity (see
Lemma 8).

1.4. Open problems. In view of the above theorems, the most natural open ques-
tion is certainly to decide whether Theorem 4 can be generalised to any parameter
δ < 1. In particular, as we questioned above, if 0< γ < 1, is it true that the infinite
dimensional torus T ((γ r )r≥1) is included in the space of analytic functions on T?

Another question connected to Theorem 2 relies on estimate (4). Assuming that

∞∑
j=1

s2 j−1s2 j

s2 j−1− s2 j
=∞,
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can one infer that the function u ∈ T ((sr )r≥1) characterised by ψr = 0, r = 1, 2, . . . ,
is not C1 on T? In view of Lemma 3, this would imply, if moreover the s2

r are lin-
early independent on Q, that most of the points on this torus would be singular —
say, not in H 2. Then it would be interesting to draw the consequences of this prop-
erty for long term behaviour of solutions of the cubic Szegő equation on this torus.

1.5. Organisation of the paper. The proof of Theorem 2 is provided in Section 2
after reducing to Lemma 3 and Theorem 1. The proof of Lemma 3 combines
a Baire category argument and some elementary ergodic argument for the cubic
Szegő flow. Section 3 is devoted to the proof of Theorem 4, which is based on
brute force estimates on matrices CN (z). In Section 4, we prove Theorem 5 by
a different approach relying on the theory of Toeplitz operators and a theorem
by Baxter which reduces our analysis to proving that the restriction to T of a
meromorphic function given by an explicit series, has no zero and has index 0,
which can be realised using some elementary complex analysis and the Poisson
summation formula. Finally, the estimate (4) is derived in the Appendix from an
explicit calculation using Cauchy matrices, in the spirit of [Gérard and Grellier
2017; Gérard and Pushnitski 2018].

2. The melting pot property

In this section, we prove Theorem 2. First we reduce the proof to Lemma 3 by the
following classical argument.

Lemma 6. The set of u ∈ C∞
+
(T)∩ H

1
2
+,gen(T) such that the squares sr (u)2, r ≥ 1

of the singular values sr (u) are linearly independent on Q, is a dense Gδ subset
of C∞

+
(T).

Proof. From the proof of [Gérard and Grellier 2012, Lemma 7], we already know
that C∞

+
(T)∩ H

1
2
+,gen(T) is a dense Gδ subset of C∞

+
(T). In fact, we can slightly

modify the proof as follows. For every N , consider the open subset ON made of
functions u ∈ C∞

+
(T) such that the first singular values of Hu and Ku satisfy

ρ1(u) > σ1(u) > ρ2(u) > σ2(u) > · · · ρN (u) > σN (u),

and such that any nontrivial linear combination of

ρ1(u)2, σ1(u)2, ρ2(u)2, σ2(u)2, . . . , ρN (u)2, σN (u)2

with integer coefficients in [−N , N ], is not zero. Approximating elements of
C∞
+
(T) by rational functions, and using the inverse spectral theorem of [Gérard

and Grellier 2012] for rational functions, we easily obtain that ON is dense. The
conclusion follows from Baire’s theorem. �
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Intersecting the dense Gδ subset of C∞
+
(T) provided by this lemma with the one

provided by Theorem 1 — or its weaker form, saying that the corresponding Szegő
trajectories are unbounded in every H s , s > 1

2 — we observe that Theorem 2 is a
consequence of Lemma 3, which we restate for the convenience of the reader.

Lemma 7. Let (sr )r≥1 be a square-summable decreasing sequence of positive num-
bers such that the numbers s2

r , r ≥ 1 are linearly independent on Q and let s > 1
2 .

Then we have the following alternatives:

• either T ((sr )r≥1) is a bounded subset of H s ,

• or T ((sr )r≥1) \ H s is a dense Gδ subset of T ((sr )r≥1) for the H
1
2 topology.

Proof. Recall [Gérard and Grellier 2012; 2017] that, for the H
1
2 topology, T ((sr )r≥1)

is homeomorphic to the infinite dimensional torus T∞, endowed with the product
topology, through the parametrisation given by (2) and (3). In particular, it is a
compact metrisable space. For every s > 1

2 , the function

‖v‖H s =

( ∞∑
n=0

(1+ n)2s
|v̂(n)|2

)1
2

is lower semicontinuous on T ((sr )r≥1). For every positive integer `, consider

F` = {v ∈ T ((sr )r≥1) : ‖v‖H s ≤ `}.

F` is a closed subset of T ((sr )r≥1), and the complement of the union of the F` is
precisely T ((sr )r≥1) \ H s . Hence, by the Baire theorem, either this set is a dense
Gδ subset of T ((sr )r≥1), or there exists `≥ 1 such that F` has a nonempty interior.
Assume that some F` has a nonempty interior, and let us show that T ((sr )r≥1) is a
bounded subset of H s . Let (ψ0

r )r≥1 ∈ T∞ such that the corresponding point v0 in
T ((sr )r≥1) lies in the interior of F`. In view of the product topology on T∞, there
exists some integer N ≥ 1 and some ε > 0 such that all the elements of T ((sr )r≥1)

corresponding to

ψr ∈ ]ψ
0
r − ε, ψ

0
r + ε[, r = 1, . . . , N ,

form an open set U contained in F`. At this stage we appeal to the number theoretic
assumption on the s2

r , which we use classically under the form that the trajectory

{(ψ0
r + ts2

r )r=1,...,N : t ∈ R}

is dense into the torus TN . Since, as recalled in the introduction, this trajectory is
precisely the projection of the trajectory of the cubic Szegő flow 8t on the first
N components, we infer that every element of T ((sr )r≥1) is contained in some
open set 8t(U ). Since the cubic Szegő equation is well-posed on H s [Gérard and
Grellier 2010], we infer that T ((sr )r≥1) is covered by the union of the interiors of
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the Fm for m ≥ 1. By compactness, it is covered by a finite union, which precisely
means that T ((sr )r≥1) is bounded in H s . �

As stated in the introduction for geometric sequences, the following analogous
result holds in the analytic setting.

Lemma 8. Let (sr )r≥1 be a square summable decreasing sequence of positive num-
bers such that the numbers s2

r , r ≥ 1 are linearly independent on Q. Then we have
the following alternatives:

• either there exists ρ > 0 such that every element of T ((sr )r≥1) is holomorphic
on the disc |z|< 1+ ρ, with a uniform bound,

• or the nonanalytic elements of T ((sr )r≥1) form a dense Gδ subset of T ((sr )r≥1)

for the H
1
2 topology.

Proof. The proof is an adaptation of the preceding one (Lemma 3) to the ana-
lytic setting. As, from [Gérard et al. 2015], the cubic Szegő equation propagates
analyticity, the result follows from the Baire theorem applied to the closed sets

F` :=
{
v ∈ T ((sr )r≥1) :

∞∑
n=0

e
n
` |v̂(n)| ≤ `

}
for `≥ 1. �

3. Example of bounded analytic tori

In this section, we prove Theorem 4.
Let u ∈ T ((sr )r≥1). Recall that

u = lim
N→∞

uN , where uN (z) := 〈CN (z)−11N ,1N 〉,

CN (z) :=
(

s2 j−1eiψ2 j−1 − zs2keiψ2k

s2
2 j−1− s2

2k

)
1≤ j,k≤N

,

and

1N =

1
...

1

 ∈ CN .

Our assumption is
sr+1 = εr sr , r ≥ 1,

where the sequence (εr )r≥1 satisfies

0< εr ≤ δ for some δ < 1.

Our aim is to prove that, for δ sufficiently small, the functions uN are holomorphic
and uniformly bounded in some disc of radius 1+ ρ, where ρ > 0, independently
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of N . Our strategy is to use that CN (0) is related to a Cauchy matrix, and hence,
that an explicit formula for its inverse is known. We write

CN (z)= CN (0)− zĊN = CN (0)(I − zCN (0)−1ĊN ),

where

ĊN :=

(
s2keiψ2k

s2
2 j−1− s2

2k

)
1≤ j,k≤N

,

and we establish the following lemma.

Lemma 9. For any 0< δ < 1, there exists some constant Cδ > 0 such that, for any
N ≥ 1, ∑

j,k

|(CN (0)−1) j,k | ≤ Cδs1. (5)

There exists a universal constant A > 0 such that, for δ ∈
(
0, 1

2

)
and for any N ≥ 1,

‖CN (0)−1ĊN‖`1→`1 ≤ A δ. (6)

Let us assume Lemma 9 proved. Takeρ>0, and choose δ0 such that Aδ0(1+ρ)≤ 1
2.

Hence, for any δ ∈ (0, δ0), from estimate (6),

(I − zCN (0)−1ĊN )

is invertible for any z with |z| < 1+ ρ and its inverse RN (z) is analytic and has
uniformly bounded norm for any z with |z|< 1+ ρ. Indeed, for any N ≥ 1, and
any z with |z|< 1+ ρ, by the Neumann series identity,

‖RN (z)‖`1→`1 ≤

∞∑
k=0

|z|k‖CN (0)−1ĊN‖
k
`1→`1 ≤

∞∑
k=0

2−k
≤ 2. (7)

Writing

CN (z)−1
= (I − z(CN (0)−1ĊN ))

−1CN (0)−1
= RN (z)(CN (0))−1

we get

uN (z)=
〈
RN (z)CN (0)−1(1N ),1N

〉
.

Using (5) and (7), we conclude that the series defining uN converges uniformly for
|z|< 1+ρ. Hence uN is analytic and uniformly bounded in the disc of radius 1+ρ.
We infer that u is as well analytic in the disc of radius 1+ρ and bounded on this disc.

This completes the proof of Theorem 4, modulo Lemma 9.
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3.1. Proof of Lemma 9. Notice that

CN (0)= diag(s2 j−1eiψ2 j−1)T , T :=

(
1

s2
2 j−1− s2

2k

)
1≤ j,k≤N

.

Since T is a Cauchy matrix, its inverse is explicitly known, so the inverse of CN (0)
is given by

CN (0)−1
=

(
(−1) j+k+Nα

(N )
j β

(N )
k

s2
2 j−1− s2

2k

1
s2 j−1eiψ2 j−1

)
1≤k, j≤N

,

where

α
(N )
j :=

∏
`(s

2
2 j−1− s2

2`)∏
`< j (s

2
2`−1− s2

2 j−1)
∏
`> j (s

2
2 j−1− s2

2`−1)
,

β
(N )
k :=

∏
`(s

2
2`−1− s2

2k)∏
`<k(s

2
2`− s2

2k)
∏
`>k(s

2
2k − s2

2`)
.

In particular,

|α
(N )
j | =

∏
`< j

s2
2`

s2
2`−1

∏
`< j

(
1−

∏2 j−2
r=2` ε

2
r

1−
∏2 j−2

r=2`−1 ε
2
r

)∏
`> j

(
1−

∏2`−1
r=2 j−1 ε

2
r
)(

1−
∏2`−2

r=2 j−1 ε
2
r
)s2

2 j−1(1− ε
2
2 j−1)

≤

∏
`< j

ε2
2`−1

s2
2 j−1∏

∞

m=1(1− δ4m)
.

Indeed, in the first line above, the factors in the second product are bounded by 1,
while, in the third product, the `-factor is bounded by 1

1−δ4(`− j) . Similarly, we have

|β
(N )
k | =

∏
`<k

s2
2`−1

s2
2`

∏
`>k

(
1−

∏2`−2
r=2k ε

2
r

1−
∏2`−1

r=2k ε
2
r

)∏
`<k

(
1−

∏2k−1
r=2`−1 ε

2
r
)(

1−
∏2k−1

r=2` ε
2
r
) s2

2k−1(1− ε
2
2k−1)

≤

∏
`<k

1
ε2

2`−1

s2
2k−1∏

∞

m=1(1− δ4m)
.

Setting

Bδ =
1∏

∞

m=1(1− δ4m)2
,
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we obtain

|(CN (0)−1)k j | ≤ Bδ
s2 j−1s2

2k−1

|s2
2 j−1− s2

2k |

∏
`< j

ε2
2`−1

∏
`<k

1
ε2

2`−1

≤ Bδ


1

1−δ4(k− j)+2

s2
2k−1

s2 j−1

∏
j≤`<k

1
ε2

2`−1
if j < k,

1
1−δ2

s2 j−1 if j = k,

1
1−δ4( j−k−1)+2

s2 j−1
s2

2k−1

s2
2k

∏
k≤`< j

ε2
2`−1 if j > k.

To summarise,

|(CN (0)−1)k j | ≤
Bδ

1− δ2 s2 j−1


δ2(k− j) if j < k,
1 if j = k, k+ 1,
δ2( j−k−1) if j > k+ 1.

(8)

In particular, it gives∑
k, j

|(CN (0)−1) jk | ≤
2Bδ

(1− δ2)2

∑
j≤N

s2 j−1 ≤
2Bδs1

(1− δ2)3
.

This proves estimate (5).
For the second estimate, one has to consider

‖CN (0)−1ĊN‖`1→`1 ≤ sup
`

∑
k

|(CN (0)−1ĊN )k`|.

Recall that

ĊN :=

(
s2`eiψ2`

s2
2 j−1− s2

2`

)
1≤ j,`≤N

.

In particular,

|(ĊN ) j`| ≤
1

1− δ2

{ s2`
s2

2 j−1
if j ≤ `,

1
s2`

if j ≥ `+ 1.

As (CN (0)−1ĊN )k` =
∑

j (CN (0)−1)k j (ĊN ) j`, we get from the preceding estimate
(8) on |(CN (0)−1)k j | that:

• If k > `,

|(CN (0)−1ĊN )k`|

≤
Bδ

(1− δ2)2

(∑
j≤`

s2`

s2 j−1

∏
j≤r≤k−1

ε2
2r +

∑
`+1≤ j≤k

s2 j−1

s2`

∏
j≤r≤k−1

ε2
2r

+

∑
j≥k+1

s2 j−1

s2`

∏
k+1≤r≤ j−1

ε2
2r−1

)
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≤
Bδ

(1− δ2)2

(∑
j≤`

δ2(`− j)+1δ2(k− j)
+

∑
`+1≤ j≤k

δ2( j−`−1)+1δ2(k− j)

+

∑
j≥k+1

δ2( j−`−1)+1δ2( j−k−1)

)

≤ δ
Bδ

(1− δ2)2

(
2δ2(k−`)

∑
s≥0

δ4s
+

∑
`+1≤ j≤k

δ2( j−`−1)δ2(k− j)
)
,

then since∑
k: k≥`+1

∑
`+1≤ j≤k

δ2( j−`−1)δ2(k− j)
=

∑
j≥`+1

∑
k≥ j

δ2( j−`−1)δ2(k− j)
=

1
(1− δ2)2

,

one gets ∑
k: k>`

|(CN (0)−1ĊN )k`| ≤
δBδ

(1− δ2)4

(
1+ 3δ2

1+ δ2

)
.

• If k < `,

|(CN (0)−1ĊN )k`|

≤
Bδ

(1− δ2)2

(∑
j≤k

s2`

s2 j−1

∏
j≤r≤k−1

ε2
2r +

∑
k+1≤ j≤`

s2`

s2 j−1

∏
k+1≤r≤ j−1

ε2
2r−1

+

∑
j≥`+1

s2 j−1

s2`

∏
k+1≤r≤ j−1

ε2
2r−1

)

≤
Bδ

(1− δ2)2

(∑
j≤k

δ2(`− j)+1δ2(k− j)
+

∑
k+1≤ j≤`

δ2(`− j)+1δ2( j−k−1)

+

∑
j≥`+1

δ2( j−`−1)+1δ2( j−k−1)

)

≤
δBδ

(1− δ2)2

(
2δ2(`−k)

∑
s≥0

δ4s
+

∑
k+1≤ j≤`

δ2(`− j)δ2( j−k−1)
)

and, as before, ∑
k: k<`

|(CN (0)−1ĊN )k`| ≤
δ Bδ

(1− δ2)4

(
1+ 3δ2

1+ δ2

)
.

• For k = `,

|(CN (0)−1ĊN )kk |

≤
Bδ

(1− δ2)2

(∑
j≤`

s2`

s2 j−1

∏
j≤r≤k−1

ε2
2r +

∑
j≥k+1

s2 j−1

s2`

∏
k+1≤r≤ j−1

ε2
2r−1

)
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≤
Bδ

(1− δ2)2

(∑
j≤`

δ2(`− j)+1δ2(k− j)
+

∑
j≥k+1

δ2( j−`−1)+1δ2( j−k−1)
)

≤
Bδ

(1− δ2)2

(∑
j≤k

δ4(k− j)+1
+

∑
j≥k+1

δ4( j−k−1)+1
)

= 2
δBδ

(1− δ2)2(1− δ4)
.

Eventually, if δ ≤ 1
2 , say, we obtain, with a universal constant A,

‖(CN (0)−1ĊN )‖`1→`1 ≤ sup
`

∑
k

|(CN (0)−1ĊN )k`| ≤ Aδ.

This completes the proof of Lemma 9.

4. The totally geometric spectral data

In this section, we consider the totally geometric case and prove Theorem 5. For
some fixed h > 0 and θ ∈ R, we consider the symbol u with spectral data (sr , ψr )

with sr = e−rh and ψr = rθh. In particular, sr+1 = sr e−h so that, for h suffi-
ciently large, it becomes a particular case of subgeometric spectral data treated in
Theorem 4. However, the result here does not require any smallness on e−h .

Our strategy here is to use Toeplitz operators and a stability result from [Baxter
1963].

4.1. Background on Toeplitz operators. Let us first introduce some basic notation.
For a continuous function 8 on T, we denote by T (8) the Toeplitz operator of
symbol 8 defined on L2

+
(T) by

T (8)( f )=5(8 f )

or equivalently, the operator defined on `2(N) by

(T (8)((ak))) j :=

∞∑
k=0

8̂( j − k)ak, j ∈ N.

For any integer N , we denote by TN (8) the truncated operator defined by

TN (8) :=5N T (8)5N .

Here
5N : `

2(N)→ `2(N)

is the orthogonal projector:

(x0, x1, x2, . . . ) 7→ (x0, x1, x2, . . . , xN−1).
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The operator TN corresponds to the N × N truncated Toeplitz matrix

(8̂( j − k))0≤ j,k≤N−1.

Recall that a sequence of N × N matrices (AN )N≥1 is said to be stable if there is
an N0 such that the matrices AN are invertible for all N ≥ N0 and

sup
N≥N0

‖A−1
N ‖`2→`2 <∞.

Theorem 10 [Baxter 1963; Böttcher and Grudsky 2000]. The sequence (TN (8))N≥1

is stable if and only if T (8) is invertible.

Let us emphasise that the operators are considered as operators acting on `2(N)

or L2
+
(T) so that the stability is evaluated in the `2(N) norm. The characterisa-

tion of the invertibility of Toeplitz operators is well known. We recall it for the
convenience of the reader.

Theorem 11. Let 8 be a continuous function on the unit circle. If 8 has index
0 and does not vanish on the circle, then T8 is invertible on L2

+
(T). Under these

hypotheses, 8= eϕ =8+8− with

8+ = e5(ϕ) and 8− = e(I−5)(ϕ)

and the inverse of T8 is given by T8−1
+

T8−−1 .

As an immediate consequence, one gets the following characterisation of the
stability of truncated Toeplitz operators.

Corollary 12. Let 8 be a continuous function on the unit circle. The sequence of
truncated Toeplitz operators (TN (8)) is stable if and only if 8 has no zero on the
unit circle and has index 0.

We are going to use this argument to prove Theorem 5.

4.2. Totally geometric spectral data and Toeplitz operators. We claim that in the
case of totally geometric spectral data, the explicit formula giving uN involves the
inverse of a truncated Toeplitz operator. From direct computation, one has

CN (z)=
(
ω2 j−1

− zω2k

|ω|4 j−2− |ω|4k

)
1≤ j,k≤N

=

(
1

ω̄2 j−1

1− zω2(k− j)+1

1− |ω|4(k− j)+2

)
1≤ j,k≤N

,

where ω = e−h(1−iθ). In that case, if TN (z) and TN ,r (z) denote the matrices

TN (z)=
(

1− zω2(k− j)+1

1− |ω|4(k− j)+2

)
1≤ j,k≤N

and

TN ,r (z)=
(
r k− j 1− zω2(k− j)+1

1− |ω|4(k− j)+2

)
1≤ j,k≤N

,
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we get from our explicit formula, for any r > 0,

uN (z)= 〈TN (z)−1(ω̄2 j−1), 1〉 =
〈
TN ,r (z)−1(r− j ω̄2 j−1)1≤ j≤N ), (r k)1≤k≤N

〉
.

We consider for |ζ | = r , |ω|2 < r < 1, z ∈ C, the symbol

8(z, ζ ) :=
∑
`∈Z

1− zω2`+1

1− |ω|4`+2 ζ
`.

The transpose of the matrix(
r k− j 1− zω2(k− j)+1

1− |ω|4(k− j)+2

)
j,k≥1

corresponds to the matrix of the Toeplitz operator of symbol

8(z, r · ) : ζ 7→8(z, rζ ).

We are going to prove the following result.

Proposition 13. There exist |ω|2 < r < 1 and ρ > 0 such that the function ζ 7→
8(z, rζ ) has no zero and has index 0 on the unit circle, for every z such that
|z|< 1+ ρ.

Assuming this result proved, we obtain by Corollary 12 that, uniformly in z,
|z| < 1 + ρ, ‖TN ,r (z)−1

‖`2→`2 is bounded (or more precisely the norm of its
transpose is bounded). As |ω|2 < r < 1, we obtain that the sequence (uN (z))N

with
uN (z)=

〈
TN ,r (z)−1(r− j ω̄2 j−1)1≤ j≤N ), (r k)1≤k≤N

〉
is uniformly bounded and converges to u(z) for any z, |z|< 1+ ρ. We conclude
as in the previous section. This ends the proof of Theorem 5.

It remains to prove Proposition 13, which is the objective of the next subsections.
As a preliminary, observe that, for |ω|2 < |ζ |< 1, γ = |ω|2,

8(z, ζ )= Fγ (ζ )− zωFγ (ζω2),

where

Fγ (ζ )=8(0, ζ )=
∑
j∈Z

ζ j

1− γ 2 j+1 , γ = |ω|2. (9)

We collect some basic properties of function Fγ in the following lemma.

Lemma 14. The function Fγ has a meromorphic extension in C \ {0} given by

Fγ (ζ )=
∑
`∈Z

γ `

1− ζγ 2` . (10)
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Its only poles in C \ {0} are the γ 2`, ` ∈ Z and Fγ (γ 2`+1)= 0, ` ∈ Z. Furthermore

Fγ

(
1
ζ

)
=−ζ Fγ (ζ ), Fγ

(
ζ

γ 2

)
= γ Fγ (ζ ). (11)

Proof. Let us give another expression of Fγ . By assumption,

γ < |ζ |< 1,

hence, |ζ |> γ 2 and

Fγ (ζ )=
∞∑
j=0

ζ j

1− γ 2 j+1 +

∞∑
j=0

ζ− j−1

1− γ−2 j−1

=

∞∑
j=0

ζ j
∞∑
`=0

γ (2 j+1)`
−

∞∑
j=0

ζ− j−1γ 2 j+1

1− γ 2 j+1

=

∞∑
`=0

γ `
∞∑
j=0

(ζγ 2`) j
− γ ζ−1

∞∑
`=0

γ `
∞∑
j=0

(ζ−1γ 2`+2) j

=

∞∑
`=0

γ `

1− ζγ 2` −

∞∑
`=0

γ `+1

ζ − γ 2`+2 ,

and we obtain (10). The other properties are elementary consequences of this
equality. �

Remark 15. Set γ = e−πτ , τ > 0. From the second identity (11), we observe that
the meromorphic function

Gτ (w)= e2iπw(Fγ (e2iπw))2

satisfies
for all λ ∈ Z+ iτZ, Gτ (w+ λ)= Gτ (w),

which means that Gτ is an elliptic function relative to the lattice Z+ iτZ. Since
Gτ has only double poles at the lattice points, with singularity

1
(ζ − 1)2

∼−
1

4π2w2

at w = 0, and since it cancels at points i τ2 +Z+ iτZ, we infer that

Gτ (w)=−
1

4π2

(
Pτ (w)−Pτ

(
i τ

2

))
,

where
Pτ (w)=

1
w2 +

∑
λ 6=0

( 1
(w−λ)2

−
1
λ2

)
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denotes the Weierstrass P function relative to the lattice Z+ iτZ. See, e.g., [Saks
and Zygmund 1952].

4.3. Ruling out the zeroes on the unit circle. In this section, we prove the follow-
ing lemma.

Lemma 16. There exists ρ > 0 such that 8(z, ζ ) does not vanish in a neighbour-
hood of the circle |ζ | = 1 for any z such that |z| ≤ 1+ ρ.

Lemma 16 is a consequence of the following result.

Lemma 17. For every γ ∈ (0, 1),

γ
1
2 max
|ζ |=γ
|Fγ (ζ )|< min

|ζ |=1
|Fγ (ζ )|.

Proof. First of all we rewrite both sides of the above inequality. If ζ = eiθ ,

Fγ (ζ )=
∞∑

k=0

γ k

1− γ 2keiθ +

∞∑
`=1

γ−`

1− γ−2`eiθ

=

∞∑
k=0

γ k

1− γ 2keiθ +

∞∑
`=1

γ `

γ 2`− eiθ

=
1

1− eiθ +

∞∑
`=1

γ `(1+ γ 2`)(1− e−iθ )

1+ γ 4`− 2γ 2` cos θ

= (1− e−iθ )

(
1

2(1− cos θ)
+

∞∑
`=1

γ `(1+ γ 2`)

1+ γ 4`− 2γ 2` cos θ

)
,

hence

|Fγ (ζ )| =
1

2|sin(θ/2)|
+ 2|sin(θ/2)|

∞∑
`=1

γ `(1+ γ 2`)

1+ γ 4`− 2γ 2` cos θ

= |sin(θ/2)|
∑
`∈Z

γ `(1+ γ 2`)

1+ γ 4`− 2γ 2` cos θ
.

Similarly, if ζ = γ eiϕ , we have

Fγ (ζ )=
∞∑

k=0

γ k

1− γ 2k+1eiϕ +

∞∑
`=0

γ−`−1

1− γ−2`−1eiϕ

=

∞∑
k=0

γ k

1− γ 2k+1eiϕ +

∞∑
`=0

γ `

γ 2`+1− eiϕ

=

∞∑
`=0

γ `(1+ γ 2`+1)(1− e−iϕ)

1+ γ 4`+2− 2γ 2`+1 cosϕ
,
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so that

|Fγ (ζ )| = 2|sin(ϕ/2)|
∞∑
`=0

γ `(1+ γ 2`+1)

1+ γ 4`+2− 2γ 2`+1 cosϕ

= |sin(ϕ/2)|
∑
`∈Z

γ `(1+ γ 2`+1)

1+ γ 4`+2− 2γ 2`+1 cosϕ
.

Consequently,

min
|ζ |=1
|Fγ (ζ )| − γ

1
2 max
|ζ |=γ
|Fγ (ζ )| =min

θ∈T
|sin(θ/2)|

∑
`∈Z

γ `(1+ γ 2`)

1+ γ 4`− 2γ 2` cos θ

−max
ϕ∈T
|sin(ϕ/2)|

∑
`∈Z

γ `+1/2(1+ γ 2`+1)

1+ γ 4`+2− 2γ 2`+1 cosϕ

Set, for x ∈ R, θ ∈ T \ {0},

fγ,θ (x)= |sin(θ/2)|
γ x(1+ γ 2x)

1+ γ 4x − 2γ 2x cos θ
.

Then we are reduced to proving that

inf
θ∈T\{0}

∑
k∈Z

fγ,θ (k)− sup
ϕ∈T\{0}

∑
k∈Z

fγ,ϕ
(
k+ 1

2

)
> 0.

Applying the Poisson summation formula, we have∑
k∈Z

fγ,θ (k)=
∑
n∈Z

f̂γ,θ (2πn),
∑
k∈Z

fγ,ϕ
(
k+ 1

2

)
=

∑
n∈Z

(−1)n f̂γ,ϕ(2πn),

where

f̂γ,θ (ξ)= |sin(θ/2)|
∫

R

γ x(1+ γ 2x)

1+ γ 4x − 2γ 2x cos θ
e−i xξ dx

=
|sin(θ/2)|
|log γ |

∫
∞

0

(1+ t2)t−iξ/ log γ

1+ t4− 2t2 cos θ
dt

=
|sin(θ/2)|
2|log γ |

∫
∞

0

(1+ y)y−iξ/2 log γ− 1
2

1+ y2− 2y cos θ
dy,

where we have set t = γ x , y = t2. We calculate the above integral by introducing
the holomorphic function

g(z)=
|sin(θ/2)|
2|log γ |

(1+ z)z−iξ/2 log γ− 1
2

1+ z2− 2z cos θ
,

on the domain C \R+, where the argument of z belongs to (0, 2π). Integrating on
the contour of Figure 1 and making R→∞, ε→ 0, we obtain, by the residue



366 PATRICK GÉRARD AND SANDRINE GRELLIER

R

ε

Figure 1. Contour for the proof of Lemma 17.

theorem, assuming θ ∈ (0, 2π) with no loss of generality,

f̂γ,θ (ξ)(1+ eπξ/ log γ )

= 2iπ
[
Res(g(z), z = eiθ )+Res(g(z), z = e−iθ )

]
=

iπ sin(θ/2)
|log γ |

(
2 cos(θ/2)

2i sin θ
eθξ/2 log γ

+
2 cos(θ/2)

2i sin θ
e(2π−θ)ξ/2 log γ

)
=

π

2|log γ |

(
eθξ/2 log γ

+ e(2π−θ)ξ/2 log γ ).
We infer

f̂γ,θ (ξ)=
π

2|log γ |
cosh

(
(π − θ)ξ/(2 log γ )

)
cosh

(
πξ/(2 log γ )

) , θ ∈ (0, 2π).

Finally, for θ, ϕ ∈ (0, 2π),∑
k∈Z

fγ,θ (k)−
∑
k∈Z

fγ,ϕ
(
k+ 1

2

)
=

π

2|log γ |

(∑
n∈Z

cosh
(
(π − θ)πn/(log γ )

)
cosh

(
π2n/(log γ )

)
−

∑
n∈Z

(−1)n
cosh

(
(π −ϕ)πn/(log γ )

)
cosh

(
π2n/(log γ )

) )

=
π

|log γ |

(
∞∑

n=1

cosh
(
(π − θ)πn/(log γ )

)
cosh

(
π2n/(log γ )

)
+

∞∑
n=1

(−1)n+1 cosh
(
(π −ϕ)πn/(log γ )

)
cosh

(
π2n/(log γ )

) )
≥

π

|log γ |

∞∑
n=1

1
cosh

(
π2n/(log γ )

) ,
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since the second series is an alternating series of the form

∞∑
n=1

(−1)n+1an,

with an decaying to 0 as n→∞. Therefore

min
|ζ |=1
|Fγ (ζ )| − γ

1
2 max
|ζ |=γ
|Fγ (ζ )| ≥

π

|log γ |

∞∑
n=1

1
cosh

(
π2n/(log γ )

) > 0. �

Lemma 17 implies that 8 has no zeroes for |ζ | = 1 and |z| ≤ 1. By continuity,
it has no zeroes in a neighbourhood of this set. Hence Lemma 16 is proved.

4.4. Studying the index. Let us first recall the definition of the index. For 0 <
R <∞, we denote by CR the circle

{z ∈ C : |z| = R}.

Let f be a holomorphic function near CR , with no zero on CR . The index on CR

around 0 of f is given by

Ind f (CR)(0) :=
1

2iπ

∫
CR

f ′(ζ )
f (ζ )

dζ.

In this section, we prove the following lemma.

Lemma 18. For any r < 1 sufficiently close to 1, the function

ζ 7→ Fγ (rζ )

has index zero on the unit circle.

Notice that 8(0, rζ )= Fγ (rζ ). As the index is valued in Z and the map z 7→
8(z, ζ ) is smooth, Lemma 18 implies that the index of ζ 7→8(z, rζ ) is zero for
any z with |z| ≤ 1+ ρ as long as r is sufficiently close to 1.

Corollary 19. For any r < 1 sufficiently close to 1, the function

ζ 7→8(z, rζ )

has index zero for any z.

This corollary will complete the proof of Proposition 13.

Proof of Lemma 18. We could use Remark 15 in order to reduce to properties of
the Weierstrass P function. However, for the convenience of the reader, we prefer



368 PATRICK GÉRARD AND SANDRINE GRELLIER

to give a self-contained proof. Let us assume that R is chosen so that R 6= γ 2`,
` ∈ Z and Fγ 6= 0 on CR . We consider the index of Fγ on CR around 0:

I (R) := IndFγ (CR)(0) :=
1

2iπ

∫
CR

F ′γ (ζ )

Fγ (ζ )
dζ.

The statement of Lemma 18 is equivalent to

I (1−) := lim
R→1−

I (R)= 0.

By definition, I is valued in Z and is continuous on the intervals corresponding to
the circles avoiding the zeroes and the poles of Fγ . From properties (11), one has

I (R)+ I
( 1

R

)
=−1, I (Rγ 2)= I (R). (12)

In particular,

I (R)+ I
(γ 2

R

)
=−1 (13)

and
I (1+)= I ((γ 2)+), (14)

where I (r±)= limt→r± I (t). We are going to compute I ((γ 2)+) in another way,
using the zeroes and the poles of Fγ .

Let us first collect some basic relations. Let n be the number of zeroes in the
annulus

{z ∈ C : γ < |z|< 1}.

Since there are no poles inside this annulus, one has

n = I (1−)− I (γ+). (15)

From Equation (13) with R = 1− and R = γ+,

I (1−)+ I ((γ 2)+)=−1 and I (γ+)+ I (γ−)=−1.

Subtracting these equalities gives I (1−)− I (γ+)= I (γ−)− I ((γ 2)+), hence

n = I (γ−)− I ((γ 2)+). (16)

Denote by m the number of zeroes on Cγ . As γ is a zero of Fγ , m ≥ 1, and

m = I (γ+)− I (γ−) (17)

since there is no pole on Cγ . Denote by N the number of zeroes on C1. Then

I (1+)− I (1−)= N − 1, (18)

since 1 is the only pole on C1.
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Now, we compute I ((γ 2)+):

I ((γ 2)+)= I (γ−)− n from (16)

= I (γ+)−m− n from (17)

= I (1−)− n−m− n from (15)

= I (1+)− (N − 1)−m− 2n from (18).

Recalling (14), we conclude that N + 2n + m = 1, so n = 0 and N + m =
1. Since m ≥ 1, this implies N = 0 and m = 1. From (18) and the equality
I (1+)+ I (1−)=−1 (Equation (13) with R = 1+), one concludes I (1+)=−1 and
I (1−)= 0 as required. �

Appendix: A formula for the C1 norm

Let u ∈ L2
+
(T) be a rational function corresponding to the finite list of singular

values ρ1 > σ1 > · · ·> ρN > σN and angles ψr = 0 for r = 1, . . . , 2N . Then we
checked in [Gérard and Grellier 2012; 2014] that this cancellation of the angles
precisely corresponds to the positivity of the operators 0û and 0̃û on `2(Z+). The
representation formula (2), (3) then reduces to

u(z)= 〈CN (z)−1(1N ),1N 〉,

with

CN (z) :=
(

s2 j−1− s2kz
s2

2 j−1− s2
2k

)
1≤ j,k≤N

, (19)

Furthermore, the positivity of the Hankel matrices 0û and 0̃û implies the positivity
of the Fourier coefficients of u, since, denoting by (en)n≥0 the canonical basis
of `2(Z+),

〈0ûen, en〉 = û(2n), 〈0̃ûen, en〉 = û(2n+ 1).

Therefore the C1 norm of u on T is given by

S(u) :=
∞∑

n=1

nû(n).

The lemma below explicitly computes S(u).

Lemma 20. S(u)=
N∑

k=1

σk

( N∏
j=1

ρ j + σk

ρ j − σk

)(∏
`6=k

σk + σ`

σ`− σk

)
,

where every term in the above sum is positive.

Proof. We have

S(u)= u′(1)=
〈
Ċ C (1)−1(1), tC (1)−1(1)

〉
,
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with

C (1) :=
(

1
ρ j + σk

)
1≤ j,k≤N

, Ċ :=

(
σk

ρ2
j − σ

2
k

)
1≤ j,k≤N

.

Notice that C (1) is a Cauchy matrix, so that the expression of C (1)−1(1) is explicit.
We have

C (1)−1(1)=

(∏N
j=1(ρ j + σk)∏
6̀=k(σk − σ`)

)
1≤k≤N

. (20)

Let us give a simple proof of this formula, inspired from calculations in [Gérard
and Pushnitski 2018]. Denote by xk, k = 1, . . . , N , the components of C (1)−1(1).
We have

N∑
k=1

xk

ρ j + σk
= 1, j = 1, . . . , N .

Consider the polynomial functions

Q(ρ) :=
N∏

k=1

(ρ+ σk), P(ρ) := Q(ρ)
N∑

k=1

xk

ρ+ σk
.

Then Q has degree N , P has degree at most N − 1 and

P(ρ j )= Q(ρ j ), j = 1, . . . N .

Since Q−P is a unitary polynomial of degree N which cancels at ρ j , j = 1, . . . , N ,
we have

Q(ρ)− P(ρ)=
N∏

j=1

(ρ− ρ j ).

Consequently,

P(−σk)=−

N∏
j=1

(−σk − ρ j )= (−1)N−1
N∏

j=1

(σk + ρ j ).

Since

xk =
P(−σk)

Q′(−σk)
,

this yields (20). Similarly, we have

tC (1)−1(1)=

(∏N
`=1(ρ j + σ`)∏
i 6= j (ρ j − ρi )

)
1≤ j≤N

. (21)
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Coming back to the proof of Lemma 20, we have, in view of (20) and (21),

S(u)=
N∑

j,k=1

µ
(N )
jk , µ

(N )
jk := σk

ρ j + σk

ρ j − σk

(∏
i 6= j

ρi + σk

ρ j − ρi

)(∏
`6=k

ρ j + σ`

σk − σ`

)
.

Multiplying and dividing µ(N )jk by
∏

i 6= j (ρi − σk), we have, for every k,

N∑
j=1

µ
(N )
jk =

σk R(σk)∏
6̀=k(σk − σ`)

N∏
i=1

ρi + σk

ρi − σk
,

with

R(σ )=
N∑

j=1

∏
i 6= j

ρi − σ

ρ j − ρi

∏
`6=k

(ρ j + σ`).

Notice that, for every j = 1, . . . , N ,

R(ρ j )= (−1)N−1
∏
`6=k

(ρ j + σ`).

Since R has degree N − 1, we infer

R(σ )= (−1)N−1
∏
`6=k

(σ + σ`),

so that
N∑

j=1

µ
(N )
jk =

σk(−1)N−1∏
`6=k(σk + σ`)∏

6̀=k(σk − σ`)

N∏
i=1

ρi + σk

ρi − σk
,

which is the claimed formula. The positivity of each term is an easy consequence
of the inequalities ρ1 > σ1 > ρ2 > σ2 > · · · . �

As a consequence of Lemma 20, we retain the following inequality, obtained
after discarding most of the factors bigger than 1 in each of the products.

Corollary 21. ‖u‖C1 ≥

N∑
k=1

σk(ρk + σk)

ρk − σk
.

Notice that this implies inequality (4). Unfortunately, at this stage we do not
have arguments allowing us to extend this inequality to nonrational functions u,
which would imply that u /∈ C1 if

∞∑
k=1

ρkσk

ρk − σk
=∞.
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We give a purely scheme theoretic construction of the filtration by ramification
groups of the Galois group of a covering. The valuation need not be discrete but
the normalizations are required to be locally of complete intersection.
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For a Galois extension of a complete discrete valuation field with not necessarily
perfect residue field, the filtration by ramification groups on the Galois group is
defined in a joint article [Abbes and Saito 2002] with Ahmed Abbes. Although the
definition there is based on rigid geometry, it was later observed that the use of rigid
geometry can be avoided and the conventional language of schemes suffices [Saito
2009]. In this article, we reformulate the construction in [Abbes and Saito 2002]
in the language of schemes. As a byproduct, we give a generalization for ramified
finite Galois coverings of normal and universally Japanese noetherian schemes and
valuations not necessarily discrete.

All the ideas are present in the 2002 article, possibly in different formulation. As
in that article, the main ingredients in the definition of ramification groups are the
following: First, we interpret a subgroup as a quotient of the fiber functor with a
cocartesian property, Proposition 1.4.2. Thus, the definition of ramification groups
is a consequence of a construction of quotients of the fiber functor, indexed by
elements of the rational value group of valuation.

The required quotients of the fiber functor are constructed as the sets of con-
nected components of geometric fibers of dilatations [Abbes and Saito 2011; Saito
2009] defined by an immersion of the covering to a smooth scheme over the
base scheme. Here a crucial ingredient is the reduced fiber theorem of Bosch,
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Lütkebohmert and Raynaud [Bosch et al. 1995] recalled in Theorem 1.2.5. This
specializes to the finiteness theorem of Grauert and Remmert in the classical case
where the base is a discrete valuation ring. A variant of the filtration is defined
using the underlying sets of geometric fibers of quasifinite schemes without using
the sets of connected components.

To prove the basic properties of ramification groups stated in Theorem 3.3.1
including the rationality of breaks, semicontinuity etc., a key ingredient is a gen-
eralization due to Temkin [2011] of the semistable reduction theorem of curves
recalled in Theorem 1.3.5.

Let X be a normal noetherian scheme and let U ⊂ X be a dense open subscheme.
The Zariski–Riemann space X̃ is defined as the inverse limit of proper schemes X ′

over X such that U ′ = U ×X X ′ → U is an isomorphism. Points of X̃ on the
boundary X̃ U correspond bijectively to the inverse limits of the images of the
closed points by the liftings of the morphisms T = Spec A→ X for valuation rings
A $ K = k(t) for points t ∈U such that T ×X U consists of the single point t .

Let W →U be a finite étale connected Galois covering of the Galois group G.
We will construct in Theorem 3.3.1 filtrations (Gγ

T ) and (Gγ+

T ) on G by ramifica-
tion groups for a morphism T → X as above indexed by the positive part

(0,∞)0Q
⊂ 0Q = 0⊗Q

for the value group 0= K×/A×. To complete the definition, we need to assume that
for every intermediate covering V →U, the normalization Y of X in V is locally of
complete intersection over X to assure the cocartesian property in Proposition 1.4.2.
The required cocartesian property Proposition 3.1.2 is then a consequence of a
lifting property in commutative algebra recalled in Proposition 1.1.5.

The definition depends on X , not only on W →U . In other words, for a normal
noetherian scheme X ′ over X as above, the filtrations (Gγ

T ) and (Gγ+

T ) defined for
X and those for X ′ may be different. This arises from the fact that the formation
of the normalization Y need not commute with base change X ′→ X . To obtain
a definition depending only on W →U , one would need to take the inverse limit
with respect to X ′. This requires that the normalizations over T to be locally of
complete intersection.

By Proposition 1.4.2, the definition of the filtrations (Gγ

T ) and (Gγ+

T ) are re-
duced to the construction of surjections F∞T → FγT and F∞T → Fγ+T for a fiber
functor F∞T . To define them, for each intermediate covering V →U, we take an
embedding Y→ Q of the normalization to a smooth scheme over X . Further taking
a ramified covering and a blow-up X ′, we find an effective Cartier divisor R′ ⊂ X ′

and a lifting T ′→ X ′ of T → X such that the valuation v′(R′) of R′ is γ for each
γ ∈ 0Q. Then, we define a dilatation Q′(R

′) over X ′ to be the normalization of
an open subscheme Q′[R

′
] of the blow-up of the base change Q′ = Q ×X X ′ at
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the closed subscheme Y ×X R′ ⊂ Q×X X ′. To obtain a construction independent
of the choice of X ′, we apply the reduced fiber theorem of Bosch–Lütkebohmert–
Raynaud for Q′(R

′)
→ X ′ to be flat and to have reduced geometric fibers.

Now the desired functor FγT (Y/X) is defined as the set of connected compo-
nents of the geometric fiber of Q′(R

′)
→ X ′ at the image of the closed point by

T ′ → X ′. We recover the construction in [Abbes and Saito 2002] in the classi-
cal case where X = T is the spectrum of a complete discrete valuation ring as
we show in Lemma 3.3.2 using Example 2.1.1(1) and Remark 1.1.2. Its variant
Fγ+T (Y/X) is defined more simply as the geometric fiber of the inverse image
Y ′×Q′[R′] Q′(R

′) with respect to the morphism Y ′ = Y ×X X ′→ Q′[R
′
] lifting the

original immersion Y → Q. The fact that the construction is independent of the
choice of immersion Y → Q is based on a homotopy invariance of dilatations
proved in Proposition 2.1.5.

To study the behavior of the functors FγT and Fγ+T thus defined for the variable γ ,
we use a semistable curve C over X defined by st = f for a nonzero divisor f on
X defining an effective Cartier divisor D ⊂ X such that D ∩U =∅ as a parameter
space for γ . Let D̃ ⊂ C denote the effective Cartier divisor defined by t . Then,
for γ ∈ [0, v(D)]0Q

, there is a lifting T ′ → C of T → X such that v′(D̃) = γ .
Using this together with a local description (Proposition 1.3.3) of Cartier divisors
on a semistable curve over a normal noetherian scheme and a combination of the
reduced fiber theorem and the semistable reduction theorem over a general base
scheme, we derive basic properties of FγT and Fγ+T in Proposition 3.1.8 to prove
Theorems 3.2.6 and 3.3.1.

Convention. In this article, we assume that for a noetherian scheme X , the nor-
malization of the reduced part of a scheme of finite type over X remains to be of
finite type over X . This property is satisfied if X is of finite type over a field, Z, or
a complete discrete valuation ring, for example.

1. Preliminaries

1.1. Connected components.

Definition 1.1.1 [EGA IV2 1965, définition (6.8.1)]. Let f : X→ S be a flat mor-
phism locally of finite presentation of schemes. We say that f is reduced if for
every geometric point s of S, the geometric fiber Xs is reduced.

In [SGA 1 1971, exposé X, définition 1.1], reduced morphism is called separa-
ble morphism. A morphism f of finite presentation is étale if and only if f is
quasifinite, flat and reduced.

We study the sets of connected components of geometric fibers of a flat and
reduced morphism of finite type. Let S be a scheme and let s and t be geometric
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points of S. Let S(s) denote the strict localization. A specialization s ← t of
geometric points means a morphism S(s)← t over S.

Assume that S is noetherian. Let X → S be a flat and reduced morphism of
finite type and let s← t be a specialization of geometric points of S. We define
the cospecialization mapping

π0(Xs)→ π0(X t) (1-1)

as follows. By replacing S by the closure of the image of t , we may assume that
S is integral and that t is above the generic point η of S. By replacing S further
by a quasifinite scheme over S such that the function field is a finite extension
of κ(η) in κ(t), we may assume that the canonical mapping π0(X t)→ π0(Xη) is
a bijection. Let U ⊂ S be a dense open subset such that the canonical mapping
π0(Xη)→ π0(XU ) is a bijection. Then, by [EGA IV4 1967, corollaire (18.9.11)],
the canonical mapping π0(XU )→ π0(X) is also a bijection. Thus, we define the
cospecialization mapping (1-1) to be the composition

π0(Xs)→ π0(X) '
←− π0(Xη) '

←− π0(X t).

We say that the sets of connected components of geometric fibers of X → S
are locally constant if for every specialization s← t of geometric points of S, the
cospecialization mapping π0(Xs)→ π0(X t) is a bijection. By [EGA IV3 1966,
théorème (9.7.7)] and by noetherian induction, there exists a finite stratification
S=

∐
i Si by locally closed subschemes such that the sets of connected components

of geometric fibers of the base change X×S Si→ Si are locally constant for every i .
We call this fact that the sets of connected components of geometric fibers of X→ S
are constructible.

Remark 1.1.2. Let S = SpecOK for a discrete valuation ring OK and let X =
Spec A be an affine scheme of finite type over S. Let s̄→ S be a geometric closed
point. Let X = Spf Â be the formal completion along the closed fiber and let
XK = Sp Â⊗OK K be the associated affinoid variety over an algebraic closure K
of the fraction field K of OK . If X is flat and reduced over S, the cospecialization
mapping π0(X s̄)→ π0(XK ) is a bijection.

Let Y→ S be another flat and reduced morphism of finite type and let f : X→ Y
be a morphism over S. The cospecialization mappings (1-1) form a commutative
diagram

π0(Xs) −−−→ π0(X t)y y
π0(Ys) −−−→ π0(Yt)

(1-2)
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Lemma 1.1.3. Let f : X → Y be a morphism of schemes of finite type over a
noetherian scheme S. Assume that X is étale over S and that Y is flat and reduced
over S. Let A denote the subset of X consisting of the images of geometric points
x of X satisfying the following condition:

Let s be the geometric point of S defined as the image of x and let C ⊂ Ys

be the connected component of the fiber containing the image of x. Then,
f −1
s (C)⊂ Xs consists of a single point x.

Then A is closed.

Proof. By the constructibility of connected components of geometric fibers of Y,
the subset A ⊂ X is constructible. For a specialization s← t of geometric points
of S, the upper horizontal arrow in the commutative diagram

Xs //

��

X t

��

π0(Ys) // π0(Yt)

is an injection since X→ S is étale. Hence A is closed under specialization and is
closed. �

We have specialization mappings going the other way for proper morphisms.
Let X be a proper scheme over S. Let s ← t be a specialization of geometric
points of S. Then, the inclusion Xs → X ×S S(s) induces a bijection π0(Xs)→

π0(X ×S S(s)) by [SGA 41/2 1977, IV proposition (2.1)]. Its composition with the
mapping π0(X t)→π0(X×S S(s)) induced by the morphism X t→ X×S S(s) defines
the specialization mapping

π0(Xs)← π0(X t). (1-3)

For a morphism X → Y of proper schemes over S, the specialization mappings
make a commutative diagram

π0(Xs) ←−−− π0(X t)y y
π0(Ys) ←−−− π0(Yt).

(1-4)

Lemma 1.1.4. Let f : X→ Y be a finite unramified morphism of schemes. Let B
denote the subset of X consisting of the images of geometric points x of X satisfying
the following condition:

For the geometric point y of Y defined as the image of x , the fiber X ×Y y
consists of a single point x.

Then, B is open.
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Proof. The complement X B equals the image of the complement X ×Y X X
of the diagonal by a projection. Since X → Y is unramified, the complement
X ×Y X X ⊂ X ×Y X is closed. Since the projection X ×Y X→ X is finite, the
image X B is closed. �

Proposition 1.1.5. Let

Z ′

��

// X ′

f
��

Z //

�

X

(1-5)

be a cartesian diagram of noetherian schemes. Assume that X is normal, the hori-
zontal arrows are closed immersion, the right vertical arrow is quasifinite and the
left vertical arrow is finite. Assume further that there exists a dense open subscheme
U ⊂ X such that U ′ = U ×X X ′→ U is faithfully flat and that U ′ ⊂ X ′ is also
dense.

(1) Let C ⊂ Z be an irreducible closed subset and let C ′ ⊂ f −1(C) be an irre-
ducible component. Then, C ′→ C is surjective.

(2) Let C ⊂ Z be a connected closed subset and let C ′ ⊂ f −1(C) be a connected
component. Then, C ′→ C is surjective.

Proof. (1) By replacing U by a dense open subscheme if necessary, we may assume
that U ′→U is finite. By Zariski’s main theorem, there exists a scheme X ′ finite
over X containing X ′ as an open subscheme. By replacing X ′ by the closure of U ′,
we may assume that U ′ is dense in X ′. Since U ′ is closed in X ′ ×X U , we have
X ′ ×X U = U ′. Since Z ′ = (X ′ ×X Z) ∩ X ′ is closed and open in X ′ ×X Z , by
replacing X ′ by X ′, we may assume that f is finite.

Since f is a closed mapping, it suffices to show that the generic point z of C
is the image of the generic point z′ of C ′. Let x ′ be a point of C ′. Replacing X
by an affine neighborhood of x = f (x ′) ∈ C , we may assume X = Spec A and
X ′ = Spec B are affine. Then, the assumption implies that A→ B is an injection
and B is finite over A. Since x is a point of the closure C = {z}, the assertion
follows from [Bourbaki 1985, Chapter V, Section 2.4, Theorem 3].

(2) Let C1 ⊂ C be an irreducible component such that C1 ∩ f (C ′) is not empty.
Then, there exists an irreducible component C ′1 of f −1(C1) ⊂ f −1(C) such that
C ′1∩C ′ is not empty. By (1), we have C1 = f (C ′1). Since C ′ is a connected compo-
nent of f −1(C) and C ′1∩C ′ 6=∅, we have C ′1⊂C ′ and hence C1= f (C ′1)⊂ f (C ′).
Thus, the complement C f (C ′) is the union of irreducible components of C not
meeting f (C ′) and is closed. Since f (C ′)⊂ C is also closed and is nonempty, we
have C = f (C ′). �
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Corollary 1.1.6. Let

Z ′ //

��

�

X ′

f
��

�

Y ′1oo

f1
��

Y ′
g′
oo

f ′

��

Z // X Y1oo Y
g

oo

(1-6)

be a commutative diagram of noetherian schemes such that the left square is carte-
sian and satisfies the conditions in Proposition 1.1.5. Assume that Y1 ⊂ X is a
closed subscheme, that the middle square is cartesian and that the four arrows
in the right square are finite. Assume that there exists a dense open subscheme
V1 ⊂ Y1 such that V = V1 ×Y1 Y ⊂ Y is also dense and that g|V : V → V1 and
g′|V ′ : V ′ = V ×Y Y ′→ V ′1 = V1×Y1 Y ′1 are isomorphisms.

(1) For any irreducible (resp. connected) component C of Y, we have f −1(g(C))=
g′( f ′−1(C)). Consequently, we have f −1(g(Y ))= g′(Y ′).

(2) Suppose that the mapping Z ×X Y → π0(Y ) is a bijection. Then, the diagram

Z ′ ∩ Y ′1 ←−−− Z ′×X ′ Y ′y y
Z ∩ Y1 ←−−− Z ×X Y

(1-7)

of underlying sets induces a surjection Z ′×X ′ Y ′→ (Z ′∩Y ′1)×Z∩Y1 (Z ×X Y )
of sets. If Z ×X Y → Z ∩ Y1 is surjective, then Z ′×X ′ Y ′→ Z ′ ∩ Y ′1 is also
surjective. Further, if Y ′→ Y is surjective, then Z ′ ∩ Y ′1 → Z ∩ Y1 is also
surjective and the diagram (1-7) is a cocartesian diagram of underlying sets.

(3) The diagram
π0(Z ′) ←−−− Z ′ ∩ Y ′1y y
π0(Z) ←−−− Z ∩ Y1

(1-8)

of sets induces a surjection Z ′ ∩ Y ′1 → π0(Z ′) ×π0(Z) (Z ∩ Y1) of sets. If
Z∩Y1→π0(Z) is surjective, then Z ′∩Y ′1→π0(Z ′) is also surjective. Further
if Z ′ ∩ Y ′1→ Z ∩ Y1 is surjective, the diagram (1-8) is a cocartesian diagram
of sets.

Proof. (1) Let C ⊂ Y be an irreducible component. The inclusion f −1(g(C)) ⊃
g′( f ′−1(C)) is clear. We show the other inclusion. Since V is dense in Y, the
intersection C ∩ V and hence its image g(C) ∩ V1 are not empty. Let C ′ be an
irreducible component of f −1(g(C))⊂Y ′1. Since Y ′1→Y1 is finite and g(C)⊂Y1 is
an irreducible closed subset, we have g(C)= f (C ′) by Proposition 1.1.5(1). Since
f (C ′∩V ′1)= f (C ′)∩V1= g(C)∩V1 is not empty, C ′∩V ′1= g′(g′−1(C ′∩V ′1)) is also
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nonempty and hence is dense in C ′. Since g′−1(C ′∩V ′1)= g′−1(C ′)∩V ′⊂ f ′−1(C)
and since g′ : Y ′→ X ′ is proper, we have C ′ ⊂ g′( f ′−1(C)).

Since a connected component of Y and Y itself are unions of irreducible com-
ponents of Y, the remaining assertions follow from the assertion for irreducible
components.

(2) Let z′ ∈ Z ′∩Y ′1 and y ∈ Z×X Y be points satisfying f (z′)= g(y) in Z∩Y1. Let
C ⊂ Y be the unique connected component containing y. Since z′ ∈ f −1(g(C))=
g′( f ′−1(C)) by (1), there exists a point y′ ∈ Z ′ ×X ′ f ′−1(C) ⊂ Z ′ ×X ′ Y ′ such
that z′ = g′(y′). Since f ′(y′) ∈ Z ×X Y is a unique point contained in C ∈ π0(Y ),
we have y = f ′(y′). Thus, (z′, y) ∈ (Z ′ ∩ Y ′1)×Z∩Y1 (Z ×X Y ) is the image of
y′ ∈ Z ′×X ′ Y ′.

If Z×X Y→ Z∩Y1 is surjective, then (Z ′∩Y ′1)×Z∩Y1 (Z×X Y )→ Z ′∩Y ′1 is sur-
jective and hence the first assertion implies the surjectivity of Z ′×X ′ Y ′→ Z ′ ∩Y ′1.

If both Z×X Y→ Z∩Y1 and Y ′→Y are surjective, then Z ′×X ′ Y ′= Z×X Y ′→
Z×X Y is also surjective and hence by the commutative diagram (1-7), the mapping
Z ′∩Y ′1→ Z ∩Y1 is a surjection. This implies that the diagram (1-7) with Z ′×X ′ Y ′

replaced by (Z ′ ∩ Y ′1)×Z∩Y1 (Z ×X Y ) is a cocartesian diagram of underlying sets.
Hence the surjectivity of Z ′ ×X ′ Y ′→ Z ′ ∩ Y ′1 ×Z∩Y1 (Z ×X Y ) implies that the
diagram (1-7) is a cocartesian diagram of underlying sets.

(3) Let C ′ ⊂ Z ′ be a connected component and let z ∈ Z ∩ Y1 be a point such that
the connected component C ⊂ Z satisfying f (C ′)⊂C contains z. Since f (C ′)=C
by Proposition 1.1.5(2), the intersection C ′∩ f −1(z)⊂ Z ′∩Y ′1 is not empty. Hence
(C ′, z) ∈ π0(Z ′)×π0(Z) (Z ∩ Y1) is in the image of C ′ ∩ f −1(z)⊂ Z ′ ∩ Y ′1.

The remaining assertions are proved similarly as in (2). �

1.2. Flat and reduced morphisms. Let k = 0 be an integer. Recall that a noether-
ian scheme X satisfies the condition (Rk) if for every point x ∈ X of dimOX,x 5 k,
the local ring OX,x is regular [EGA IV2 1965, définition (5.8.2)]. Recall also that a
noetherian scheme X satisfies the condition (Sk) if for every point x ∈ X , we have
profOX,x = inf(k, dimOX,x) [EGA IV2 1965, définition (5.7.2)].

Proposition 1.2.1. Let f : X → S be a flat morphism of finite type of noetherian
schemes and let k = 0 be an integer. We define a function k : S→ N by k(s) =
max(k− dimOS,s, 0).

(1) If S satisfies the condition (Rk) and if the fiber Xs = X ×S s satisfies (Rk(s))

for every s ∈ S, then X satisfies the condition (Rk).

(2) If X satisfies the condition (Rk) and if f : X → S is faithfully flat, then S
satisfies the condition (Rk).

Proof. (1) Assume dimOX,x 5 k and set s = f (x). Then, we have dimOS,s 5
dimOX,x 5 k and dimOXs ,x = dimOX,x − dimOS,s 5 k(s) by [EGA IV2 1965,
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proposition (6.1.1)]. Hence OS,s and OXs ,x are regular by the assumption. Thus
OX,x is regular by [EGA IV1 1964, chapitre 0IV proposition (17.3.3)(ii)].

(2) This follows from [EGA IV2 1965, proposition (6.5.3)(i)]. �

Proposition 1.2.2. Let f : X → S be a flat morphism of finite type of noether-
ian schemes and let k = 0 be an integer. Let the function k : S → N be as in
Proposition 1.2.1.

(1) If S satisfies the condition (Sk) and if the fiber Xs satisfies (Sk(s)) for every
s ∈ S, then X satisfies the condition (Sk).

(2) If X satisfies the condition (Sk) and if f : X → S is faithfully flat, then S
satisfies the condition (Sk).

(3) If X satisfies the condition (Sk) and if S is of Cohen–Macaulay, then the fiber
Xs satisfies (Sk(s)) for every s ∈ S.

Proof. (1) Let x ∈ X and s= f (x). Then, we have profOS,s = inf(k, dimOS,s) and
profOXs ,x = inf(k(s), dimOXs ,x) by the assumption. By dimOXs ,x = dimOX,x −

dimOS,s [EGA IV2 1965, proposition (6.1.1)], we have

inf(k, dimOS,s)+ inf(k(s), dimOXs ,x)= inf(k, dimOX,x).

Hence the claim follows from profOX,x = profOS,s + profOXs ,x [EGA IV2 1965,
proposition (6.3.1)].

(2) This follows from [EGA IV2 1965, proposition (6.4.1)(i)].

(3) Let x ∈ X and s = f (x). Then by the assumption, we have

profOX,x = inf(k, dimOX,x) and profOS,s = dimOS,s .

By profOXs ,x = profOX,x − profOS,s = 0 [EGA IV2 1965, proposition (6.3.1)]
and dimOXs ,x = dimOX,x − dimOS,s [EGA IV2 1965, proposition (6.1.1)] we
have profOXs ,x = inf(k− dimOS,s, dimOXs ,x)= k(s) and the assertion follows.

�

Corollary 1.2.3. Let f : X → S be a flat morphism of finite type of noetherian
schemes and let U ⊂ X be the largest open subset smooth over S.

(1) Assume that the fiber Xs is reduced for every s ∈ S. Assume further that S is
normal and that for the generic point s of each irreducible component, Xs is
normal. Then X is normal.

(2) For s ∈ S and a geometric point s̄ above s, we consider the following condi-
tions:

(i) The geometric fiber X s̄ is reduced.
(ii) Us is dense in Xs .
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Then, we have (i) ⇒ (ii). Conversely, if X is normal and S is regular of
dimension 5 1, then we have (ii)⇒ (i).

Proof. (1) By Serre’s criterion [EGA IV2 1965, théorème (5.8.6)], S satisfies (R2)

and (S1). By [EGA IV2 1965, proposition (5.8.5)], every fiber Xs satisfies (R1)

and (S0). Further if s is the generic point of an irreducible component, the fiber
Xs satisfies (R2) and (S1). Since the function k(s) for k = 2 satisfies k(s) 5 1
unless s is the generic point an irreducible component and k(s)= 2 for such point,
the scheme X satisfies the conditions (R2) and (S1) by Propositions 1.2.1(1) and
1.2.2(1). Thus the assertion follows by [EGA IV2 1965, théorème (5.8.6)].

(2) (i)⇒ (ii): Since X s̄ is reduced, there exists a dense open subset V ⊂ X s̄ smooth
over s̄. Since f is flat, the image of V in Xs is a subset of Us .

(ii)⇒ (i): Since X satisfies (S2) and S is Cohen–Macaulay of dimension 5 1, the
fiber Xs satisfies (S1) by Proposition 1.2.2(3). Hence the geometric fiber X s̄ also
satisfies (S1) by [EGA IV2 1965, proposition (6.7.7)]. By (ii), X s̄ satisfies (R0).
Hence the assertion follow from [EGA IV2 1965, proposition (5.8.5)]. �

Lemma 1.2.4. Let S be a noetherian scheme and let f : Y → X be a quasifinite
morphism of schemes of finite type over S. Assume that X is smooth over S and that
Y is flat and reduced over S. Assume that there exist dense open subschemes U ⊂ S
and U ×S X ⊂ W ⊂ X such that Y ×X W → W is étale and that for every point
s ∈ S, the inverse image f −1

s (Ws)⊂ Ys = Y ×S s of Ws =W ×S s ⊂ Xs = X ×S s
by fs : Ys→ Xs is dense. Then, Y → X is étale.

Proof. If S is regular, the assumption that Y×XW→W is étale and Corollary 1.2.3(1)
implies that the quasifinite morphism Y → X of normal noetherian schemes is
étale in codimension 5 1. Since X is regular, the assertion follows from the purity
theorem of Zariski–Nagata.

Since X and Y are flat over S, it suffices to show that for every point s ∈ S, the
morphism Ys = Y ×S s→ Xs is étale. Let S′→ S be the normalization of the blow-
up at the closure of s ∈ S. Then, there exists a point s ′ ∈ S′ above s ∈ S such that
the local ring OS′,s′ is a discrete valuation ring. Since the assumption is preserved
by the base change SpecOS′,s′→ S, the morphism Ys′ = Y ×S s ′→ Xs′ = X ×S s ′

is étale. Hence Ys→ Xs is also étale as required. �

The following statement is a combination of the reduced fiber theorem and the
flattening theorem.

Theorem 1.2.5 [Bosch et al. 1995, Theorem 2.1′; Raynaud and Gruson 1971,
théorème (5.2.2)]. Let S be a noetherian scheme and let U ⊂ S be a schemati-
cally dense open subscheme. Let X be a scheme of finite type over S such that
XU = X ×S U is schematically dense in X and that XU →U is flat and reduced.
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Then there exists a commutative diagram

X ←−−− X ′y y
S ←−−− S′

(1-9)

of schemes satisfying the following conditions:

(i) The morphism S′→ S is the composition of a blow-up S∗→ S with center
supported in S U and a faithfully flat morphism S′→ S∗ of finite type such
that U ′ = S′×S U →U is étale.

(ii) The morphism X ′ → S′ is flat and reduced. The induced morphism X ′ →
X ×S S′ is finite and its restriction X ′×S′ U ′→ X ×S U ′ is an isomorphism.

If XU→U is smooth and if S′ is normal, then X ′ is the normalization of X×S S′

by Corollary 1.2.3(1). If XU → U is étale, the first condition in (ii) implies that
X ′→ S′ is étale.

For the morphism S′→ S satisfying the condition (i) in Theorem 1.2.5, we have
the following variant of the valuative criterion.

Lemma 1.2.6. Let S be a scheme and let U be a dense open subscheme. Let S1→ S
be a proper morphism such that U1 = U ×S S1 → U is an isomorphism and let
S′→ S1 be a quasifinite faithfully flat morphism. Let t ∈ U , let A ⊂ K = k(t) be
a valuation ring and let T = Spec A→ S be a morphism extending t→U. Then,
there exist t ′ ∈ U ′ = U ×S S′ above t , a valuation ring A′ ⊂ K ′ = k(t ′) such that
A = A′ ∩ K and a commutative diagram

T ′ −−−→ S′y y
T −−−→ S

(1-10)

for T ′ = Spec A′. Further, if t = T ×S U , then we have t ′ = T ′×S′ U ′.

Proof. Since S1 → S is proper and U1 → U is an isomorphism, the morphism
T → S is uniquely lifted to T → S1 by the valuative criterion of properness. Let
x1 ∈ T ×S1 S′ be a closed point and let t ′ ∈ t ×S1 S′ be a point above t such that x1

is contained in the closure T1 = {t ′} ⊂ T ×S1 S′ with the reduced scheme structure.
Let A′ ⊂ k(t ′) be a valuation ring dominating the local ring OT1,x1 . Then, we have
the commutative diagram (1-10) for T ′ = Spec A′.

Since t ′ is the unique point of t ×T T ′, the equality t = T ×S U implies t ′ =
T ′×S′ U ′. �
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1.3. Semistable curves. Let S be a scheme. Recall that a flat separated scheme X
of finite presentation over S is a semistable curve, if every geometric fiber is purely
of dimension 1 and has at most nodes as singularities.

Example 1.3.1. Let S be a scheme and let D ⊂ S be an effective Cartier divisor.
Let C ′→ A1

S be the blow-up at D ⊂ S ⊂ A1
S regarded as a closed subscheme by

the 0-section. Then, the complement CD ⊂ C ′ of the proper transform of the 0-
section is a semistable curve over S and is smooth over the complement U = S D.
The exceptional divisor D̃ ⊂ CD is an effective Cartier divisor satisfying 05 D̃ 5
D×S CD . The difference D×S CD − D̃ equals the proper transform of A1

D .
If S = Spec A is affine, A1

S = Spec A[t] and if D is defined by a nonzero divisor
f ∈ A, we have CD = Spec A[s, t]/(st − f ) and D̃ ⊂ CD is defined by t .

Lemma 1.3.2. Let S be a scheme and let U ⊂ S be a schematically dense open
subscheme. Let C be a separated flat scheme of finite presentation over S such
that the base change CU = C ×S U is a smooth curve over U. Then, the following
conditions are equivalent:

(1) C is a semistable curve over S.

(2) Étale locally on C and on S, there exist an effective Cartier divisor D⊂ S such
that D ∩U is empty and an étale morphism C→ CD over S to the semistable
curve CD defined in Example 1.3.1.

Proof. This is a special case of [SGA 7II 1973, corollaire 1.3.2]. �

Let S be a normal noetherian scheme and let j : U = S D→ S be the open
immersion of the complement of an effective Cartier divisor D. Let i : D→ S be
the closed immersion and let πD : D→ D denote the normalization. Then, the
valuations at the generic points of irreducible components of D define an exact
sequence 0→ Gm,S→ j∗Gm,U → i∗πD∗ZD of étale sheaves on S.

Let f : C = CD→ S be the semistable curve over S defined in Example 1.3.1.
Let j̃ :UC =C×S U→C denote the open immersion and let ĩ : DC =C×S D→C
denote the closed immersion. Let A ⊂ C be the exceptional divisor and let B =
DC − A ⊂ C be the effective Cartier divisor defined as the proper transform of A1

D .
Let a : A→C and b : B→C and e : E = A∩B→C denote the closed immersions.
Then, the Cartier divisors A, B, DC ⊂ C defines a commutative diagram

f ∗i∗Z //

��

a∗Z⊕ b∗Z

��

f ∗( j∗Gm,U/Gm,S) // j̃∗Gm,UC/Gm,C

(1-11)

of étale sheaves on C .
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Proposition 1.3.3. Let S be a normal noetherian scheme and let D ⊂ S be an
effective Cartier divisor. Let f : C = CD→ S be the semistable curve defined in
Example 1.3.1. Then, the diagram (1-11) induces an exact sequence

0→ f ∗i∗Z→ f ∗( j∗Gm,U/Gm,S)⊕ (a∗Z⊕ b∗Z)→ j̃∗Gm,UC/Gm,C → 0 (1-12)

of étale sheaves on DC .

Proof. Let z be a geometric point of C ; we will show the exactness of the stalks
of (1-12) at z. Replacing S by the strict localization at the image x of z, we may
assume that S is strict local and that x is the closed point. For t ∈ S = S(x),
the Milnor fiber C(z) ×S t at t of the strict localization C(z) at z is geometrically
connected by [EGA IV4 1967, théorème (18.9.7)]. Further, if z ∈ E and if t ∈ D,
the fiber at t of C(z) E(z) has 2 geometrically connected components.

First, we consider the case where C is smooth over S at z. Then, since the
Milnor fiber C(z),t is connected, the canonical morphism f ∗i∗ZD → iC∗ZDC

is
an isomorphism. Hence, the stalk of the lower horizontal arrow (1-11) at z is an
injection. Further, this is a surjection by flat descent.

We assume that C → S is not smooth at z. Let D̃ be a Cartier divisor of C(z)
supported on DC(z) = C(z) ×S D. Then similarly as above, there exists a Cartier
divisor D1 on S supported on D such that D0 = D̃ − f ∗D1 is supported on the
inverse image of A. Define a Z-valued function n on y ∈ E(z)= D as the intersection
number of D0 with the fiber B ×S y. We show that the function n is constant.
By adding some multiple of A to D̃ if necessary, we may assume that D0 is an
effective Cartier divisor of C supported on A. Since B is flat over D, the pull-back
D0×C B is an effective Cartier divisor of B finite flat over D by [EGA IV1 1964,
0IV proposition (15.1.16) c)⇒b)]. Hence the function n is constant. Thus we have
D̃ = f ∗D1+ n · A and the exactness of the stalks of (1-12) at z follows. �

Corollary 1.3.4. Let S be a normal noetherian scheme and let C→ S be a semi-
stable curve. Let x ∈ S be a point and let z ∈ C ×S x be a singular point of the
fiber. Assume that z is contained in the intersection of two irreducible components
C1 and C2 of C ×S x. Let s1 : S→ C and s2 : S→ C be sections meeting with the
smooth parts of C1 and C2 respectively.

Let U ⊂ S be a dense open subscheme such that CU = C ×S U is smooth over
U and let D̃ ⊂ C be an effective Cartier divisor such that D̃ ∩CU is empty. Define
effective Cartier divisors D1 = s∗1 D̃ and D2 = s∗2 D̃ of S as the pull-back of D̃.

Then, on a neighborhood of x , we have either D1 5 D2 or D2 5 D1. Suppose
we have D1 5 D2 on a neighborhood of x. Then, we have D1×S C 5 D̃5 D2×S C
on a neighborhood of z.

Proof. In the notation of the proof of Proposition 1.3.3, we have D̃ = f ∗D1+ n A
for an integer n on an étale neighborhood of z. Hence the assertion follows. �
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We recall a combination the flattening theorem and a strong version of the
semistable reduction theorem for curves over a general base scheme.

Theorem 1.3.5 [Raynaud and Gruson 1971, théorème (5.2.2); Temkin 2011, The-
orem 2.3.3]. Let S be a noetherian scheme and let U ⊂ S be a schematically dense
open subscheme. Let C → S be a separated morphism of finite type such that
C ×S U → U is a smooth relative curve and that C ×S U ⊂ C is schematically
dense. Then, there exists a commutative diagram

C ←−−− C ′y y
S ←−−− S′

of schemes satisfying the following conditions:

(i) The morphism S′→ S is the composition of a proper modification S1 → S
such that U1 =U ×S S1→U is an isomorphism and a faithfully flat morphism
S′→ S1 such that U ′ =U ×S S′→U1 is étale and U ′ ⊂ S′ is schematically
dense.

(ii) The morphism C ′→ S′ is a semistable curve and the morphism C ′→ C ×S S′

is a proper modification such that C ′×S′ U ′→ C ×S U ′ is an isomorphism.

Corollary 1.3.6. Let S be a noetherian scheme and let U ⊂ S be a schematically
dense open subscheme. Let C→ S be a separated morphism of finite type such that
CU = C ×S U →U is a smooth relative curve and that CU ⊂ C is schematically
dense. Let X→C be a separated morphism of finite type such that XU = X×S U ⊂
X is schematically dense and that XU → CU is flat and reduced. Then, there exists
a commutative diagram

X ←−−− X ′y y
C ←−−− C ′y y
S ←−−− S′

of schemes satisfying the following conditions:

(i) The morphism S′→ S is the composition of a proper modification S1 → S
such that U1 =U ×S S1→U is an isomorphism and a faithfully flat morphism
S′→ S1 such that U ′ =U ×S S′→U1 is étale and U ′ ⊂ S′ is schematically
dense.

(ii) The morphism C ′→ S′ is a semistable curve and the morphism C ′→C×S S′ is
the composition of a proper modification C ′0→C×S S′ such that C ′0×S′U ′→
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C ×S U ′ is an isomorphism, a faithfully flat morphism C ′1 → C ′0 such that
C ′1×S′ U ′→ C ′0×S′ U ′ is étale and of a proper modification C ′→ C ′1 such
that C ′×S′ U ′→ C ′1×S′ U ′ is an isomorphism.

(iii) The morphism X ′→ C ′ is flat and reduced, the morphism X ′→ X ×C C ′ is
finite and X ′×S′ U ′→ X ×C C ′×S′ U ′ is an isomorphism.

Proof. By the reduced fiber theorem (Theorem 1.2.5) applied to X → C , there
exists a commutative diagram

X ←−−− X1y y
C ←−−− C1

satisfying the conditions (i) and (ii) of Theorem 1.2.5. Since C1×S U → C ×S U
is étale and C1 ×S U ⊂ C1 is schematically dense, by the combination of the
stable reduction theorem and the flattening theorem (Theorem 1.3.5), there exists
a commutative diagram

C1 ←−−− C ′y y
S ←−−− S′

satisfying the conditions (i) and (ii) of Theorem 1.3.5.
We show that X ′= X1×C1 C ′→C ′→ S′ satisfy the required conditions. By the

construction, S′→ S satisfies the condition (i) and C ′→ S′ is a semistable curve.
Since C1→ C is obtained by applying Theorem 1.2.5 and C ′→ S′ is obtained by
applying Theorem 1.3.5, the composition C ′→ C ′1 = C1×S S′→ C×S S′ satisfies
the condition in (ii). Finally, the base change X ′ → C ′ of a flat and reduced
morphism X1→ C1 is flat and reduced. Since X ′→ C ′ is obtained by applying
Theorem 1.2.5, the morphism X ′→ X ×C C ′ satisfies the condition (iii). �

1.4. Subgroups and fiber functor. For a finite group G, let (Finite G-sets) denote
the category of finite sets with left G-actions.

Definition 1.4.1. We say that a category C is a finite Galois category if there exist
a finite group G and an equivalence of categories F : C → (Finite G-sets). If
F : C → (Finite G-sets) is an equivalence of categories, we say that G is the
Galois group of the finite Galois category C and call the functor F itself or the
composition C→ (Finite-sets) with the forgetful functor also denoted by F a fiber
functor of C .

We say that a morphism F → F ′ of functors F, F ′ : C → (Finite-sets) is a
surjection if F(X)→ F ′(X) is a surjection for every object X of C . For a sub-
group H ⊂ G and for a fiber functor F : C→ (Finite G-sets), let FH denote the
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functor C→ (Finite-sets) defined by FH (X)= H\F(X). The canonical morphism
F→ FH is a surjection.

Surjections F→ FH are characterized as follows.

Proposition 1.4.2 (cf. [Abbes and Saito 2002, Proposition 2.1]). Let C be a finite
Galois category of the Galois group G and let F :C→ (Finite-sets) be a fiber func-
tor. Let F ′ : C→ (Finite-sets) be another functor and let F→ F ′ be a surjection
of functors. Then, the following conditions are equivalent:

(1) For every surjection X→ Y in C , the diagram

F(X) −−−→ F ′(X)y y
F(Y ) −−−→ F ′(Y )

(1-13)

is a cocartesian diagram of finite sets. For every pair of objects X and Y of C ,
the morphism F ′(X)q F ′(Y )→ F ′(X q Y ) is a bijection.

(2) There exists a subgroup H ⊂ G such that F → F ′ induces an isomorphism
FH → F ′.

Proof. (1) ⇒ (2): We may assume C = (Finite G-sets) and F is the forgetful
functor. For X = G, the mapping F(G) = G → F ′(G) is a surjection of finite
sets. Define an equivalence relation ∼ on G by requiring that G/∼→ F ′(G) be
a bijection and set H = {x ∈ G | x ∼ e}. Then, since the group G acts on the
object G of C by the right action, the relation x ∼ y is equivalent to xy−1

∈ H .
Since ∼ is an equivalence relation, the transitivity implies that H is stable under
the multiplication, the reflexivity implies e ∈ H and the symmetry implies that H
is stable under the inverse. Hence H is a subgroup and the surjection F(G)=G→
F ′(G) induces a bijection H\G→ F ′(G).

Let X be an object of C = (Finite G-sets) and regard G × X as a G-set by
the left action on G. Then, since the functor F ′ preserves the disjoint union, we
have a canonical isomorphism F ′(G× X)→ F ′(G)× X→ (H\G)× X . Further,
the cocartesian diagram (1-13) for the surjection G× X→ X in C defined by the
action of G is given by

G× X //

��

(H\G)× X

��

X // F ′(X)

(1-14)

Thus we obtain a bijection H\X→ F ′(X).

(2)⇒ (1): This is clear. �
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Corollary 1.4.3. Let the notation be as in Proposition 1.4.2 and let G ′ be a quo-
tient group. Let C ′ ⊂ C be the full subcategory consisting of objects X such
that F(X) are G ′-sets. Then the subgroup H ′ ⊂ G ′ defined by the surjection
F |C ′ → F ′|C ′ of the restrictions of the functors equals the image of H ⊂ G in
G ′.

Proof. If a G-set X is a G ′-set, the quotient H\X is H ′\X . �

Corollary 1.4.4. Let C be a finite Galois category of Galois group G and let F :
C → (Finite G-sets) be a fiber functor. Let G ′ → G be a morphism of groups
and let F also denote the functor C→ (Finite G ′-sets) defined as the composition
defined by G ′ → G. Let F ′ : C → (Finite G ′-sets) be another functor and let
F → F ′ be a surjection of functors such that the composition with the forgetful
functor satisfies the condition (1) in Proposition 1.4.2.

Let H ⊂ G be the subgroup satisfying the condition (2) in Proposition 1.4.2
and let G ′1 ⊂ G be the image of G ′→ G. Then, the functor F ′ induces a functor
C→ (Finite G ′1-sets) and G ′1 ⊂ G is a subgroup of the normalizer NG(H) of H.

Proof. For an object X of C , F(X) regarded as a G ′-set is a G ′1-set. Since F(X)→
F ′(X) is a surjection of G ′-sets, F ′(X) is also a G ′1-set. Since the left action of
G ′1 ⊂G on the G-set F(G)=G induces an action on F ′(G)= H\G, the subgroup
H is normalized by G ′1. �

2. Dilatations

2.1. Functoriality of dilatations. Let X be a noetherian scheme and we consider
morphisms

D→ X← Q← Y (2-1)

of separated schemes of finite type over X satisfying the following condition:

(i) D ⊂ X , DY = D ×X Y ⊂ Y and DQ = D ×X Q ⊂ Q are effective Cartier
divisors and Y → Q is a closed immersion.

In later subsections, we will further assume the following condition:

(ii) X is normal and Q is smooth over X .

We give examples of constructions of Q for a given Y over X .

Example 2.1.1. Assume that X and Y are separated schemes of finite type over a
noetherian scheme S.

(1) Assume S = Spec A and Y = Spec B are affine. Then, taking a surjection
A[T1, . . . , Tn] → B, we obtain a closed immersion Y → Q = An

S ×S X .

(2) Assume that Y is smooth over S. Then, Q = Y ×S X→ X is smooth and the
canonical morphism Y → Q = Y ×S X is a closed immersion.
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(3) Assume that π : Y → X is finite flat and define a vector bundle Q over X by
the symmetric OX -algebra S•π∗OY . Then the canonical surjection S•π∗OY →

π∗OY defines a closed immersion Y → Q.

For morphisms (2-1) satisfying the condition (i) above, we construct a commu-
tative diagram

Y

��

// Q(D)

�� !!

Y // Q[D] // Q

(2-2)

of schemes over X as follows. Let ID ⊂ OX and IY ⊂ OQ be the ideal sheaves
defining the closed subschemes D ⊂ X and Y ⊂ Q. Let Q′→ Q be the blow-up
at DY = D×X Y ⊂ Q and define the dilatation Q[D] at Y → Q and D to be the
largest open subset of Q′ where IDOQ′ ⊃ IYOQ′ . Since DY is a divisor of Y, by
the functoriality of blow-up, the immersion Y → Q is uniquely lifted to a closed
immersion Y → Q[D]. Let Y and Q(D) be the normalizations of Y and Q[D] and
let Y → Q(D) be the morphism induced by the morphism Y → Q[D]. If there is a
risk of confusion, we also write Q[D] and Q(D) as Q[D.Y ] and Q(D.Y ) in order to
make Y explicit.

Locally, if Q = Spec A and Y = Spec A/I are affine and if D ⊂ X is defined by
a nonzero divisor f , we have

Q[D] = Spec A[I/ f ] (2-3)

for the subring A[I/ f ] ⊂ A[1/ f ] and the immersion Y → Q[D] is defined by the
isomorphism A[I/ f ]/(I/ f )A[I/ f ] → A/I .

Example 2.1.2. Let X be a noetherian scheme and let D ⊂ X be an effective
Cartier divisor.

(1) Let Q be a smooth separated scheme over X and let s : X→ Q be a section.
Let Y = s(X) ⊂ Q be the closed subscheme. Then, Q[D] is smooth over X .
If X is normal, the canonical morphism Q(D)

→ Q[D] is an isomorphism.

(2) Assume that X is normal. Let Q be a smooth curve over X and let s1, . . . , sn :

X→ Q be sections. Define a closed subscheme Y ⊂ Q as the sum
∑n

i=1 si (X)
of the sections regarded as effective Cartier divisors of Q. Assume that D ⊂
s∗n (si (X)) for i=1, . . . , n−1. Then Q(nD)

→X is smooth and Y×Q[nD]Q(nD)
⊂

Q(nD) is the sum
∑n

i=1 s̃i (X) of the sections s̃i : X→ Q(nD) lifting si : X→ Q.
In fact, we may assume that X = Spec A is affine and, locally on Q, take an

étale morphism Q→ A1
X . Then, we may assume that Q = A1

X = Spec A[T ]
and Y is defined by P =

∏n
i=1(T −ai ) for ai ∈ A. We may further assume that

D is defined by a nonzero divisor a ∈ A dividing a1, . . . , an . Then, we have
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Q[nD]
= Spec A[T ][P/an

] and T ′ = T/a satisfies
∏n

i=1(T
′
− ai/a) = P/an

in A[T ][1/a]. Hence we have Q(nD)
= Spec A[T ′] and this equals Q[D.sn(X)]

and is smooth over X . The section Y → Q[nD] is defined by P/an
= 0 and

hence Y ×Q[nD] Q(nD)
⊂ Q(nD) is defined by A[T ′]/

∏n
i=1(T

′
− ai/a).

We study the base change Q[D]×X D.

Lemma 2.1.3. (1) The canonical morphism Q[D]→ Q induces

Q[D]×X D = Q[D]×Q DY → DY . (2-4)

(2) If Y → Q is a regular immersion and if TY Q and TD X denote the normal
bundles, we have a canonical isomorphism

TY Q(−DY )×Y DY = (TY Q×Y DY )⊗(TD X×D DY )
⊗−1
→Q[D]×X D. (2-5)

The isomorphism (2-5) depends only on the restriction DY → Q and not on
Y → Q itself.

(3) Assume that Q is smooth over X and X =Y→ Q is a section. Let T (Q/X) de-
note the relative tangent bundle defined by the symmetric OQ-algebra S•OQ

�1
Q/X .

Then, we have a canonical isomorphism

T (Q/X)(−D)×Q D = (T (Q/X)×Q D)⊗ TD X⊗−1
→ Q[D]×X D. (2-6)

The isomorphism (2-6) depends only on the restriction D→ Q and not on the
section X→ Q itself.

Proof. (1) Since IDOQ[D] ⊃ IYOQ[D] on Q[D] by the definition of Q[D], we have
Q[D]×X D = Q[D]×Q DY . Hence, we obtain a morphism Q[D]×X D→ DY .

(2) Assume that Y → Q is a regular immersion. Then, DY → Q is also a regular
immersion and the normal bundle TDY Q fits in an exact sequence

0→ TDY DQ→ TDY Q→ TD X ×D DY → 0

depending only on D→ X and DY → Q and not on Y → Q. Let Q′→ Q be
the blow-up at DY ⊂ Q. Then, the exceptional divisor Q′×Q DY is canonically
identified with the projective space bundle P(TDY Q) over DY . Its open subset
Q[D]×Q DY is identified as in (2-5) since TDY DQ = TY Q×Y DY .

(3) Since the normal bundle TX Q is canonically identified with the restriction
T (Q/X)×Q X of the relative tangent bundle, the assertion follows from (2). �

We give a sufficient condition for the morphism Y → Q(D) to be an immersion.

Lemma 2.1.4. Assume that X and Y DY are normal and let π : Y → Y be the
normalization. Assume that Y → X is étale and that π∗OY /OY is an ODY -module.
Then, the finite morphism Y → Q(2D) is a closed immersion.
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Proof. Since the assertion is étale local on Q and X , we may assume that Y → X
is finite and that the étale covering Y → X is split. We may further assume that
X, Y and Q are affine and that D is defined by a nonzero divisor f on X . Let
Y = Spec A, Y = Spec A, Q = Spec B, Q[2D]

= Spec B[2D], Q(2D)
= Spec B(2D)

for A = B/I , B[2D]
= B[I/ f 2

] ⊂ B[1/ f ] and the normalization B(2D) of B[2D].
Since Y → X is a split étale covering, it suffices to show that for every idempotent
e ∈ A, there exists a lifting ẽ ∈ B(2D).

Since A/A is annihilated by f , the product f e = g is an element of A. Let
g̃ ∈ B be a lifting of g. Since e2

= e, the element h = g̃2
− f g̃ ∈ B is contained

in I and hence h/ f 2
∈ B[1/ f ] is an element of B[2D]. Thus ẽ = g̃/ f ∈ B[1/ f ] is

a root of the polynomial T 2
− T − h/ f 2

∈ B[2D]
[T ] and is an element of B(2D).

Since ẽ is a lifting of e, the assertion follows. �

We study the functoriality of the construction. We consider a commutative dia-
gram

D×X X ′ �
� ⊂

//

��

D′ �
� ⊂

// X ′

��

Q′oo

��

Y ′oo

��

D �
� ⊂

// X Qoo Yoo

(2-7)

of schemes such that the both lines satisfy the condition (i) on the diagram (2-1).
Then, by the functoriality of dilatations and normalizations, we obtain a commuta-
tive diagram

Y ′ −−−→ Q′[D
′
]
←−−− Q′(D

′)
←−−− Y ′y y y y

Y −−−→ Q[D] ←−−− Q(D)
←−−− Y .

(2-8)

The diagram (2-8) induces a morphism

Q′(D
′)
×Q′[D′] Y

′
→ Q(D)

×Q[D] Y. (2-9)

Let x̄ be a geometric point of D and let x̄ ′ be a geometric point of D×X X ′ above x̄ .
Then the diagram (2-8) also induces a mapping

π0(Q′
(D′)
x̄ ′ )→ π0(Q

(D)
x̄ ) (2-10)

of the sets of connected components of the geometric fibers.
First we study the dependence on Q.

Proposition 2.1.5. Suppose X = X ′, Y = Y ′ and D = D′ and let x̄ be a geometric
point of D.
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(1) Assume that Q′ → Q is smooth and let T = T (Q′/Q) denote the relative
tangent bundle of Q′ over Q. Then Q′[D]→ Q[D] is also smooth and there
exists a cartesian diagram

T (−D)×Q′ DY

�
��

Q′[D]×X Doo

��

DY Q[D]×X D
(2-4)

oo

(2-11)

(2) Assume that Q and Q′ are smooth over X. Then, the square

Q′[D] ←−−− Q′(D)y y
Q[D] ←−−− Q(D)

(2-12)

is cartesian. The induced morphism Q′(D)×Q′[D] Y→ Q(D)
×Q[D] Y (2-9) is an

isomorphism over Y and the induced mapping π0(Q′
(D)
x̄ )→ π0(Q

(D)
x̄ ) (2-10)

is a bijection.

Proof. (1) First, we show the case where Q′ → Q admits a section Q → Q′

extending Y → Q′. The section Q→ Q′ defines a section Q[D]→ Q′×Q Q[D].
Define (Q′×Q Q[D])[DQ[D] .Q

[D]
] to be the dilatation of Q′×Q Q[D] for the section

Q[D]→ Q′×Q Q[D] and a divisor DQ[D] = D×X Q[D] over Q[D]. We show that
the canonical morphism Q′[D]→ Q′×Q Q[D] induces an isomorphism

Q′[D]→ (Q′×Q Q[D])[DQ[D] .Q
[D]
]
. (2-13)

Since the question is étale local on Q′, we may assume that Q′ = An
Q and the

section Q→ Q′ is the 0-section. Further, we may assume that Q = Spec A and
Y = Spec A/I are affine and that D ⊂ X is defined by a nonzero divisor f on
X . We set A′ = A[T1, . . . , Tn] and Q′ = Spec A′. The 0-section Q → Q′ is
defined by the ideal J = (T1, . . . , Tn) ⊂ A′. We have Q[D] = Spec A[I/ f ] and
Q′[D]=Spec A′[I ′/ f ] for I ′= I A′+ J . Since A′[I ′/ f ]= A[I/ f ][T1/ f, . . . , Tn/ f ]
as a subring of A′[1/ f ], we obtain an isomorphism (2-13).

By the isomorphism (2-13) and Example 2.1.2(1), the morphism Q′[D]→ Q[D]

is smooth. Further, by Lemma 2.1.3(3), we obtain a cartesian diagram (2-11),
depending only on D → X , DY → Q and DY → Q′ but not on the choice of
section Q→ Q′ extending Y → Q′.

We prove the general case. Since Q′ → Q has a section on Y ⊂ Q, locally
on Q, there exist a closed subscheme Q1 ⊂ Q′ étale over Q such that Y → Q′

is induced by Y → Q1. For the smoothness of Q′[D]→ Q[D], since the assertion
is étale local, we may assume that Q1 = Q is a section. Hence the smoothness
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Q′[D]→ Q[D] follows. Further since the cartesian diagram (2-11) defined étale
locally is independent of the choice of section, we obtain (2-11) for Q′ by patching.

(2) First, we show the case where Q′→ Q is smooth. Then by (1), Q′[D]→ Q[D] is
also smooth and the fibered product Q(D)

×Q[D] Q′[D] is normal. Hence the square
(2-12) is cartesian and the morphism (2-9) is an isomorphism. By the cartesian
squares (2-12) and (2-11), Q′(D)x̄ is a vector bundle over Q(D)

x̄ . Hence (2-10) is a
bijection.

We show the general case. A morphism f : Q′ → Q is decomposed as the
composition of the projection pr2 : Q

′
×X Q→ Q and a section of the projection

pr1 : Q
′
×X Q→ Q′. Hence, the cartesian squares (2-12) and the bijections (2-10)

for the projections imply those for f respectively. The cartesian square (2-12) for
f implies an isomorphism (2-9) for f . �

Corollary 2.1.6. Assume that Q and Q′ are smooth over X. Then, the morphism
Q′(D

′)
×Q′[D′] Y ′ → Q(D)

×Q[D] Y (2-9) is independent of Q′ → Q. Let x̄ be a
geometric point of D and let x̄ ′ be a geometric point of D′ above x̄. Then the
mapping π0(Q′

(D′)
x̄ ′ )→ π0(Q

(D)
x̄ ) (2-10) is independent of morphism Q′→ Q.

Proof. Decompose a morphism Q′ → Q as Q′ → Q′ ×X Q → Q. Then the
isomorphism (2-9) and the bijection (2-10) for Q′→ Q′×X Q are the inverses of
those for the projection Q′×X Q→ Q′. Hence the assertion follows. �

By the canonical isomorphism (2-9), the finite scheme Y ×Q[D] Q(D) over Y is
independent of Q. We write it as Y (D).

Lemma 2.1.7. Suppose that the squares

D′ //

��

�

X ′

��

D // X

Q′ //

��

�

Y ′

��

Q // Y
are cartesian.

(1) The morphism Q′[D
′
]
→ Q[D] ×Q Q′ is a closed immersion and Q′(D

′)
→

Q(D)
×Q Q′ is finite. Consequently, the morphism Q′(D

′)
×Q′ Y ′→ Q(D)

×Q Y
is finite if Y ′→ Y is finite. Further, if Q and Q′ are normal, then Q′(D

′) equals
the normalization of Q(D)

×Q Q′ in Q′ D′×X ′ Q′.

(2) If Q′→ Q is flat, the square

Q′[D
′
] //

��
�

Q′

��

Q[D] // Q
is cartesian.
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Proof. Since the assertion is local on a neighborhood of Y ′ ⊂ Q′, we may assume
that Q=Spec A, Y =Spec A/I , Q′=Spec A′ and Y ′=Spec A′/I A′ are affine and
that D is defined by a nonzero divisor f on X . Then, we have Q[D] = Spec A[I/ f ]
and Q′[D

′
]
= Spec A′[I A′/ f ].

(1) Since A[I/ f ] ⊗A A′ → A′[I A′/ f ] is a surjection, the morphism Q′[D
′
]
→

Q[D] ×Q Q′ is a closed immersion. The remaining assertions follow from this
immediately.

(2) If A→ A′ is flat, the injection A[I/ f ] → A[1/ f ] induces an injection

A′⊗A A[I/ f ] → A′⊗A A[1/ f ] = A′[1/ f ].

Hence the surjection A′⊗A A[I/ f ] → A′[I A′/ f ] is an isomorphism. �

The construction of Q(D) commutes with base change if Q(D)
→ X is flat and

reduced.

Lemma 2.1.8. Suppose that the diagram (2-7) is cartesian and D′ = D ×X X ′.
Assume that one of the following conditions is satisfied:

(i) X ′ is normal, Q→ X is smooth and Q(D)
→ X is flat and reduced.

(ii) X ′→ X is smooth.
Then the square

Q(D)
←−−− Q′(D

′)y y
X ←−−− X ′

(2-14)

is cartesian.

Proof. By Lemma 2.1.7(1), Q′(D
′) is the normalization of Q(D)

×X X ′. If the
condition (i) is satisfied, then Q(D)

×X X ′ is normal by Corollary 1.2.3(1). If
X ′→ X is smooth, then Q(D)

×X X ′ is smooth over Q(D) and is normal. Hence
the square (2-14) is cartesian in both cases. �

We study the dependence on D and show that the canonical morphism contracts
the closed fiber.

Lemma 2.1.9. Suppose X = X ′, Y = Y ′ and Q = Q′, and that D1 = D′ − D
is an effective Cartier divisor of X. Then, the morphism Q[D

′
]
→ Q[D] (resp.

Q(D′)
→ Q(D)) induces a morphism Q[D

′
]
×Q D1,Y → D1,Y ⊂ Y ⊂ Q[D] (resp.

Q(D′)
×Q D1,Y → Q(D)

×Q[D] D1,Y ⊂ Q(D)).

Proof. We consider the immersion Y → Q[D] lifting Y → Q. Then, the mor-
phism Q[D

′
]
→ Q[D] induces an isomorphism Q[D

′
]
→ (Q[D])[D1] to the dilatation

(Q[D])[D1] of Q[D] for Y → Q[D] and D1 ⊂ X . Hence the morphism (2-4) defines
a morphism Q[D

′
]
×Q D1,Y → D1,Y . The assertion for Q(D′) follows from this. �
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2.2. Dilatations and complete intersection. We give a condition for the right square
in (2-7) to be cartesian.

Lemma 2.2.1. Let S be a noetherian scheme and let Q → P be a quasifinite
morphism of smooth schemes of finite type over S. If Q→ P is flat on dense open
subschemes, then Q → P is flat and locally of complete intersection of relative
virtual dimension 0.

Proof. Let U ⊂ P and V ⊂ Q be dense open subschemes such that V →U is flat.
Then the relative dimension of V→ S is the same as that of U→ S. Hence, we may
assume that the relative dimensions of P→ S and Q→ S are the same integer n.

The morphism Q→ P is the composition of the graph Q→ Q×S P and the
projection Q ×S P → P . For every point x ∈ P , the fiber Q ×P x → Q ×S x
is a regular immersion of codimension n. Hence by [EGA IV3 1966, proposi-
tion (15.1.16) c)⇒b)] applied to the immersion Q→ Q×S P over P, the immersion
Q→ Q×S P is also a regular immersion of codimension n and Q→ P is flat. �

Lemma 2.2.2. Let S be a noetherian scheme and let Y → X be a morphism of
schemes of finite type over S.

(1) Suppose that there exists a cartesian diagram

Q

��
�

Yoo

��

P Xoo

(2-15)

of schemes of finite type over S satisfying the following conditions:
P and Q are smooth over S and Q → P is quasifinite and is flat
on dense open subschemes. The horizontal arrows are closed immer-
sions.

Then Y → X is quasifinite, flat and locally of complete intersection of relative
virtual dimension 0.

(2) Conversely, suppose that Y → X is finite (resp. quasifinite) and locally of
complete intersection of relative virtual dimension 0. Then Y → X is flat and,
locally on X (resp. locally on X and on Y ), there exists a cartesian diagram
(2-15) satisfying the following conditions:

P and Q are smooth of the same relative dimension over S and
Q → P is quasifinite and flat. The horizontal arrows are closed
immersions.

Proof. (1) By Lemma 2.2.1, the quasifinite morphism Q→ P is flat and locally
of complete intersection. Hence Y → X is also quasifinite, flat and locally of
complete intersection of relative virtual dimension 0.
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(2) Since the assertion is local, we may assume that S, X and Y are affine. Take a
closed immersion

Q1 = Am
X ← Y.

Since the immersion Y → Q1 is a regular immersion of codimension m and since
Y → X is finite (resp. quasifinite), after shrinking X (resp. Q1 and Y ), we may
assume that the ideal defining Y ⊂ Q1 is generated by m sections f1, . . . , fm of
OQ1 . Also take a closed immersion P1=An

S← X and an open subscheme Q ⊂Am
P1

to obtain a cartesian diagram

Q

��
�

Q1oo

��

Yoo

P1 Xoo

(2-16)

Taking sections f̃1, . . . , f̃m of OQ lifting f1, . . . , fm after shrinking Q if necessary,
define a morphism Q→ P = Am

P1
. Then, we obtain a cartesian diagram

Q

�
��

Q1oo

��
�

Yoo

��

P Am
X

oo Xoo

(2-17)

where the lower right horizontal arrow Am
X → X is the 0-section.

The schemes P = An+m
S and Q ⊂ An+m

S are smooth over S. Since Y → X is
quasifinite, after replacing Q by a neighborhood of Y if necessary, the morphism
Q→ P is quasifinite. Since Q and P are smooth of the same relative dimension
over S, the morphism Q→ P is flat on dense open subschemes. By Lemma 2.2.1,
the quasifinite morphism Q→ P is flat and hence Y → X is also flat. �

We give examples of construction of the diagram (2-15).

Example 2.2.3. Assume that X and Y are schemes of finite type over a noetherian
scheme S.

(1) Assume X = Spec A and Y = Spec B are affine. Let

A[T1, . . . , Tn]/( f1, . . . , fn)→ B

be an isomorphism and define a morphism

Q = An
X = Spec A[T1, . . . , Tn] → P = An

X

by f1, . . . , fn . Then, we obtain a cartesian diagram (2-15) by defining the section
X→ P = An

X to be the 0-section.
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(2) Assume that X and Y are smooth over a noetherian scheme S. Then, we obtain
a cartesian diagram

Y //

��
�

Q = Y ×S X

��

X // P = X ×S X
Consider a cartesian diagram (2-15) satisfying the conditions of Lemma 2.2.2(1)

and let D ⊂ X be an effective Cartier divisor. Assume that Q(D)
→ P (D) is étale

on a neighborhood of Q(D)
×X D. Let x̄ be a geometric point of D and let 0x̄

denote the geometric point above the origin of the vector space P (D)x̄ over x̄ . Then,
since Q(D)

x̄ → P (D)x̄ is finite étale, we have an action of the fundamental group
π1(P

(D)
x̄ , 0x̄) on

Y (D)x̄ = Q(D)
x̄ ×P(D)x̄

0x̄ .

The action on Y (D)x̄ is compatible with the canonical mapping Y (D)x̄ → π0(Q
(D)
x̄ )

with respect to the trivial action on π0(Q
(D)
x̄ ) and is transitive on the inverse image

of each element of π0(Q
(D)
x̄ ).

Since Q[D]→ P [D]×P Q is an isomorphism by Lemma 2.1.7(2), for a geometric
point ȳ of Yx̄ and for the geometric point 0ȳ of Q[D]ȳ above P (D)x̄ , we have canonical
isomorphisms Q[D]ȳ =Q[D]×Q ȳ→ P [D]x̄ = P (D)x̄ and π1(Q

[D]
ȳ , 0ȳ)→π1(P

(D)
x̄ , 0x̄).

The action of π1(P
(D)
x̄ , 0x̄) on Y (D)x̄ is compatible with the action of π1(Q

[D]
ȳ , 0ȳ)

on Y (D)x̄ ×Yx̄ ȳ. For a morphism Q′→ Q, the canonical morphism π1(Q′
[D]
ȳ , 0ȳ)→

π1(Q
[D]
ȳ , 0ȳ) is compatible with the actions on Y (D)x̄ ×Yx̄ ȳ.

We study the relation between the étaleness of Q(D)
→ P (D) and the annihilator

of OY (D) ⊗OY �
1
Y/X .

Lemma 2.2.4. Let
Q

��
�

Yoo

��

P Xoo

be a cartesian diagram of separated schemes of finite type over X. Assume that P
and Q are smooth over X and that the vertical arrows are quasifinite and flat.

Assume that there exists an effective Cartier divisor D1 ⊂ D = D1+ D0 of X
such that OY (D)⊗OY �

1
Y/X is annihilated by ID1 ⊂OX and that we have an equality

D0 = D of underlying sets. Then, there exists an open neighborhood W ⊂ Q[D] of
Q[D]×X D such that Q[D]→ P [D] is étale on W (Q[D]×X D).

Proof. It suffices to show that each irreducible component Z ⊂ Q[D] of the inverse
image of the support of �1

Q/P is either a subset of Q[D] ×X D or does not meet
Q[D]×X D, since Q[D]→ Q is an isomorphism on the complement of the inverse
images of D. Assume that Z is not a subset of Q[D]×X D but does meet Q[D]×X D
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and regard Z as an integral closed subscheme of Q[D]. Then, D×X Z ⊂ Z is a
nonempty effective Cartier divisor.

Since the assertion is étale local on Q and X , we may assume that Y → X is
faithfully flat and finite. Let T0 ⊂ Z ×X Y (D) be the closure of the complement
Z×X Y (D) D×X (Z×X Y (D)) and let T be its normalization. Then, since Y → X
is finite surjective, T → Z is also finite surjective. Hence DT = D×X T ⊂ T is a
nonempty effective Cartier divisor.

By the assumption that OY (D) ⊗OY �
1
Y/X is annihilated by ID1 ⊂ OX , the OT -

module OT ⊗OY �
1
Y/X is annihilated by ID1 · OT . Since DT is a scheme over

Q[D] ×X D, we have an isomorphism ODT ⊗OQ �
1
Q/P → ODT ⊗OY �

1
Y/X by

Lemma 2.1.3(1). Thus ODT ⊗OQ �
1
Q/P is also annihilated by ID1 ·ODT . Since

D= D1+D0, this means an inclusion ID1 ·OT⊗OQ�
1
Q/P ⊂ID0 ·ID1 ·OT⊗OQ�

1
Q/P .

By Nakayama’s lemma, we have ID1 ·OT ⊗OQ �
1
Q/P = 0 on a neighborhood of

D0×X T.
Since Z is a subset of the inverse image of support of �1

Q/P , the annihilator ideal
of OT ⊗OQ �

1
Q/P is 0. This contradicts to that D0×X T = DT is nonempty. �

Lemma 2.2.5. Assume X is normal and let

Q

��
�

Yoo

��

P Xoo

be a cartesian diagram of separated schemes of finite type over X. Assume that P
and Q are smooth over X and that the vertical arrows are quasifinite and flat.

Let Y0 be a closed subscheme of Y étale over X satisfying an equality DY0 = DY

of underlying sets and let J0 ⊂ODY be the nilpotent ideal defining DY0 ⊂ DY . Let
n= 1 be an integer satisfying J n

0 = 0 and let D0⊂ D be an effective Cartier divisor
on X satisfying nD0 5 D.

Assume that Y (D) = Y ×Q[D] Q(D) is étale over X. Then OY (D) ⊗OY �
1
Y/X is

annihilated by the ideal ID−D0 ⊂OX defining D− D0 ⊂ X.

Proof. Let I ⊂ I0 ⊂ OQ and ID ⊂ ID0 ⊂ OX be the ideals defining the closed
subschemes Y0 ⊂ Y ⊂ Q and D0 ⊂ D⊂ X . Let Y (n)0 ⊂ Q denote the closed scheme
defined by the ideal In

0 ⊂OQ . Let Q[D0.Y0]→ Q denote the dilatation for Y0→ Q
and D0. We also define a dilatation Q[nD0.Y

(n)
0 ]→ Q for Y (n)0 → Q and nD0.

Since Y0 is étale over X , the scheme Q[D0.Y0] is smooth over X by Example 2.1.2(1)
and equals its normalization Q(D0.Y0). The canonical morphism Q[D0.Y0]→Q[nD0.Y

(n)
0 ]

is finite and induces an isomorphism Q(D0.Y0)→ Q(nD0.Y
(n)
0 )on the normalizations.

By the assumptions J n
0 = 0 and nD0 5 D, we have In

0 ⊂ I + ID ⊂ I + InD0 .
Hence we have a morphism Q[nD0]→ Q[nD0.Y

(n)
0 ]. Further, by nD0 5 D, we obtain

a morphism Q(D)
→ Q(D0.Y0) of normalizations.
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The dilatation P [D] of P for the section X → P and D is smooth over X by
Example 2.1.2(1) and hence is equal to the normalization P (D). Since Y (D)→ X
is étale and since each square of the diagram

Y (D) −−−→ Q(D)y y
Y −−−→ Q[D] −−−→ Qy y y
X −−−→ P [D] −−−→ P

is cartesian by Lemma 2.1.7(2), the quasifinite morphism Q(D)
→ P (D) of nor-

mal schemes is étale on a neighborhood W ⊂ Q(D) of Y (D) by [EGA IV4 1967,
théorème (18.10.16)].

The commutative diagram

Q(D) //

��

Q(D0.Y0) // Q

��

P (D) // P

of schemes defines a commutative diagram

OW ⊗�
1
Q(D)/X OW ⊗�

1
Q(D0 .Y0)/X

oo OW ⊗�
1
Q/X

oo

OW ⊗�
1
P(D)/X

OO

OW ⊗�
1
P/X

OO

oo

of locally free OW -modules. Since Q(D)
→ P (D) is étale on W, the left vertical

arrow is an isomorphism.
Since X→ X and Y0→ X are étale, the lower horizontal arrow (resp. the upper

right horizontal arrow) induces an isomorphism OW ⊗�
1
P/X→ ID ·OW ⊗�

1
P(D)/X

(resp. OW ⊗ �
1
Q/X → ID0 · OW ⊗ �

1
Q(D0 .Y0)/X ). Hence ID−D0 · OW ⊗ �

1
Q/X =

ID ·OW ⊗�
1
Q(D0 .Y0)/X

is contained in the image of OW ⊗�
1
P/X . Or equivalently,

OW ⊗OQ �
1
Q/P is annihilated by ID−D0 . Hence its pull-back OY (D) ⊗OY �

1
Y/X is

also annihilated by ID−D0 . �

3. Ramification

3.1. Ramification of quasifinite schemes. Let X be a normal noetherian scheme
and let D be an effective Cartier divisor of X . Let Y be a quasifinite scheme over
X such that DY = D×X Y ⊂ Y is a Cartier divisor.
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Locally on X , there exists a smooth scheme Q over X and a closed immersion
Y → Q over X . Then, by Proposition 2.1.5 and Corollary 2.1.6, the scheme Y (D)

over Y defined as Y ×Q[D] Q(D) is canonically independent of Q. Hence a finite
scheme Y (D) over Y is defined by patching. Similarly, for a geometric point x̄
above x ∈ D, the set π0(Q

(D)
x̄ ) of connected components of the geometric fiber is

canonically independent of Q.

Definition 3.1.1. Let X be a normal noetherian scheme and let D be an effective
Cartier divisor of X . Let Y be a quasifinite scheme over X such that DY = D×X Y ⊂
Y is a Cartier divisor and let Y be the normalization of Y. Let x̄ be a geometric
point above a point x ∈ D.

By taking a closed immersion Y → Q to a smooth scheme Q over X defined
on a neighborhood of x , we define finite sets F D

x̄ (Y/X) and F D+
x̄ (Y/X) by

F D
x̄ (Y/X)= π0(Q

(D)
x̄ ), F D+

x̄ (Y/X)= Y (D)x̄ (3-1)

equipped with canonical mappings

Y x̄
ϕD+

x̄ //

ϕD
x̄
��

F D+
x̄ (Y/X)

��xx

F D
x̄ (Y/X) // Yx̄

(3-2)

induced by the morphisms in (2-2):

Y //

��

Y (D)

��||

Q(D) // Q

We consider a commutative diagram

Y ′ //

��

X ′

��

D′? _
⊃

oo D×X X ′? _
⊃

oo

��

x̄ ′oo

��

Y // X D? _
⊃

oo x̄oo

(3-3)

of noetherian schemes. We assume that X ′ is normal, D′⊂ X ′ is an effective Cartier
divisor, Y ′ is quasifinite over X ′ and that D′Y ′ ⊂ Y ′ is an effective Cartier divisor.
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Then, the commutative diagram (2-8) induces a commutative diagram

Y ′x̄ ′
ϕD′+

x̄ ′
−−−→ F D′+

x̄ ′ (Y ′/X ′) −−−→ F D′
x̄ ′ (Y

′/X ′) −−−→ Y ′x̄ ′y y y y
Y x̄

ϕD+
x̄

−−−→ F D+
x̄ (Y/X) −−−→ F D

x̄ (Y/X) −−−→ Yx̄ .

(3-4)

For effective Cartier divisors D and D′ of a scheme X defined by the ideal
sheaves ID, ID′ ⊂ OX and for x ∈ D, we write D < D′ at x if we have a strict
inclusion ID,x % ID′,x . If X = X ′, Y = Y ′, x̄ = x̄ ′ and if D < D′ at the image
x of x̄ as Cartier divisors, further we have an arrow F D′

x̄ (Y/X)→ F D+
x̄ (Y/X)

making the two triangles obtained by dividing the middle square commutative by
Lemma 2.1.9.

Proposition 3.1.2. Assume that Y → X is quasifinite, flat and locally of complete
intersection and that the normalization Y of Y is étale over X.

(1) The arrows in diagram (3-2)

Y x̄
ϕD+

x̄ //

ϕD
x̄
��

F D+
x̄ (Y/X)

��xx

F D
x̄ (Y/X) // Yx̄

are surjections.

(2) Let Y ′ → Y be a surjective morphism locally of complete intersection of
quasifinite and flat schemes over X. Assume that the normalization Y ′ of
Y ′ is étale over X. Then, the diagram

Y ′x̄
ϕD+

x̄
−−−→ F D+

x̄ (Y ′/X) −−−→ F D
x̄ (Y

′/X) −−−→ Y ′x̄y y y y
Y x̄

ϕD+
x̄

−−−→ F D+
x̄ (Y/X) −−−→ F D

x̄ (Y/X) −−−→ Yx̄

(3-5)

is a cocartesian diagram of surjections.

Proof. By replacing X by the strict localization X(x̄), we may assume that x̄→ X
is a closed immersion and that Y → X is finite.

(1) By Lemma 2.2.2(2), we may assume that there exist smooth schemes P and
Q over X and a cartesian diagram

Y //

��
�

Q

��

X // P
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of schemes over X such that the horizontal arrows are closed immersions and that
the vertical arrows are quasifinite and flat. We verify that the diagram

Q(D)
x̄ −−−→ Q(D)

←−−− Y (D) ←−−− Yy �
y y y

P (D)x̄ −−−→ P (D) ←−−− X X

(3-6)

satisfies the assumptions in Corollary 1.1.6. Since P [D]→ X is smooth, we have
P (D) = P [D]. By Lemma 2.1.7.2, the diagram

Q

��

�

Q[D]oo

��
�

Yoo

��

P P [D]oo Xoo

is cartesian. Hence the middle square in (3-6) is also cartesian.
The diagram (3-6) satisfies the finiteness assumption in Corollary 1.1.6, by

Lemma 2.1.7(1). Since X = X(x̄) is strictly local, the assumption that the canon-
ical mapping x̄ → π0(X) is a bijection is satisfied. Since P (D)x̄ is a vector space
over x̄ and is connected, the mapping x̄ → P (D)x̄ ∩ X → π0(P

(D)
x̄ ) are bijec-

tions of sets consisting of single elements. We may assume that the finite étale
morphism Y → X is surjective since if otherwise the assertion is trivial. Hence
by Corollary 1.1.6(2) (resp. (3)), the mapping Y x̄ → Y (D)x̄ = F D+

x̄ (Y/X)
(
resp.

F D+
x̄ (Y/X)= Y (D)x̄ → π0(Q

(D)
x̄ )= F D

x̄ (Y/X)
)

is surjective.
Similarly, applying Corollary 1.1.6(2) to the diagram

Yx̄ //

��

�

Y

��
�

Y

��

oo Yoo

��

x̄ // X Xoo X

we see that Y x̄ → Yx̄ is a surjection.

(2) By Lemma 2.2.2(2), we may assume that there exists smooth schemes Q and
Q′ over X and a cartesian diagram

Y ′ −−−→ Q′y y
Y −−−→ Q

of schemes over X such that the horizontal arrows are closed immersions and that
the vertical arrows are quasifinite and flat.
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We verify that the diagram

Q′(D)x̄
//

��
�

Q′(D)

��

Y ′(D)oo

��

Y ′oo

��

Q(D)
x̄

// Q(D) Y (D)oo Yoo

satisfies the assumptions in Corollary 1.1.6. The middle square is cartesian by
Lemma 2.1.7(2). The finiteness assumption in Corollary 1.1.6 is satisfied by Lemma
2.1.7(1). Since the finite étale covering Y → X is split and X is connected, the as-
sumption that the canonical mapping Y x̄→ π0(Y ) is a bijection is satisfied. By (1),
Y x̄ → Y (D)x̄ → π0(Q

(D)
x̄ ) are surjective. We may assume that Y and Y ′ are finite

over X . Since Y ′→ Y is surjective, the morphism Y ′→ Y of finite étale schemes
over X is also surjective. Hence by Corollary 1.1.6(2) (resp. (3)), the right square
(resp. the middle square) of (3-5) is a cocartesian diagram of surjections.

Similarly, applying Corollary 1.1.6(2) to the diagram

Y ′x̄ //

��

�

Y ′

��

�

Y ′oo

��

Y ′oo

��

Yx̄ // Y Yoo Yoo

we see that the big rectangle in (3-5) is a cocartesian diagram of surjections. �

Corollary 3.1.3. Assume that Y → X is locally of complete intersection and that
the normalization Y is étale over X. Let P and Q be smooth schemes over X
and let

Y //

��
�

Q

��

X // P

be a cartesian diagram of schemes over X such that the horizontal arrows are
closed immersions and that the vertical arrows are quasifinite and flat. Then, the
mapping Y x̄ → F D+

x̄ (Y/X) is an injection on the inverse image of y ∈ Y if and
only if Q(D)

→ P (D) is étale on the inverse image of y by Y (D)→ Y.

Proof. Since the assertion is étale local, we may assume that Y → X and Q→ P
are finite and that y is the unique point of the inverse image of x . Then, by
Proposition 3.1.2(1), Y x̄ → Y (D)x̄ = F D+

x̄ (Y/X) ⊂ Q(D)
x̄ is a bijection of finite

sets. Hence Q(D)
→ P (D) is étale at x by [EGA IV4 1967, théorème (18.10.16)].

�
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Definition 3.1.4. Let X be a normal noetherian scheme and let U ⊂ X be a dense
open subscheme. Let Y be a quasifinite scheme over X such that V =U×X Y→U
is étale. Let D be an effective Cartier divisor of X such that U ∩ D is empty and
that DY = D×X Y is an effective Cartier divisor.

(1) For x ∈ D, we consider the following condition on X, Y and D:

(RF) There exist an open neighborhood W of x ∈ X , a smooth scheme Q over
W and a closed immersion Y ×X W→ Q such that the normalization Y of
Y is étale over W and that the normalization Q(D) of the dilatation Q[D]

is flat and reduced over W.

If the condition (RF) is satisfied at every x ∈ D, we say that Y over X
satisfies the condition (RF) for D.

(2) Let x ∈ D and assume that Y over X satisfies the condition (RF) for D at x .
Let y be a point of Y ×X x ⊂ Y ×X D. We say that the ramification of Y → X
is bounded by D (resp. by D+) at y, if the mapping ϕD

x̄ : Y x̄ → F D
x̄ (Y/X)(

resp. ϕD+
x̄ : Y x̄ → F D+

x̄ (Y/X)
)

is an injection on the inverse image of y.
We say that the ramification of Y → X is bounded by D (resp. by D+) at

x , if the mapping ϕD
x̄ : Y x̄→ F D

x̄ (Y/X) (resp. ϕD+
x̄ : Y x̄→ F D+

x̄ (Y/X)) is an
injection.

If ramification is bounded by D, it is bounded by D+. We show that the condi-
tion (RF) is independent of the choice of Q.

Lemma 3.1.5. Let X be a normal noetherian scheme and let U ⊂ X be a dense
open subscheme. Let Y be a quasifinite scheme over X such that V =U ×X Y →U
is étale. Let D be an effective Cartier divisor of X such that U ∩ D is empty and
that DY ⊂ Y is an effective Cartier divisor. Let x ∈ D.

(1) Assume that Y over X satisfies (RF) for D at x. Let W ⊂ X be an open
neighborhood of x , let Q be a smooth scheme over W and let Y ×X W → Q
be a closed immersion. Then, there exists an open neighborhood W ′ ⊂W of x ,
such that (Q×W W ′)(D×X W ′)

→W ′ is flat and reduced.

(2) Let X ′ → X be a morphism of normal noetherian scheme such that U ′ =
U×X X ′ is a dense open subscheme and that D′Y ′ = DY ×X X ′⊂ Y ′= Y×X X ′

is an effective Cartier divisor. Let x ′ be a point of D′ = D×X X ′ above x. We
consider the following conditions:

(i) Y over X satisfies (RF) for D at x.
(ii) Y ′ over X ′ satisfies (RF) for D′ at x ′.

We have (i)⇒ (ii). Conversely, if X ′→ X is smooth at x ′, we have (ii)⇒ (i).

Proof. (1) Set DW = D×X W. After shrinking W if necessary, we may assume that
there exist a smooth scheme Q0 over W and a closed immersion Y×X W→Q0 such
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that Q(DW )
0 → W is flat and reduced. Since Q(DW )← (Q×W Q0)

(DW )→ Q(DW )
0

are smooth by Proposition 2.1.5, the assertion follows.

(2) (i)⇒(ii): This follows from Lemma 2.1.8.

(ii)⇒(i): After shrinking X ′ if necessary, we may assume that X ′→ X is smooth.
Let W be an open neighborhood of x , let Y ×X W → Q be a closed immersion to
a smooth scheme Q over W and let W ′ =W ×X X ′. Then the morphism

(Q×W W ′)(D
′
×X ′W

′)
→ Q(D×X W )

×W W ′

is an isomorphism by Lemma 2.1.8. Hence the assertion follows. �

Lemma 3.1.6. Let X be a normal noetherian scheme and let U ⊂ X be a dense
open subscheme. Let Y be a quasifinite scheme over X such that V =U ×X Y →U
is étale. Let D and D′, with D ⊂ D′, be effective Cartier divisors of X such that
U ∩ D′ is empty and that D′Y ⊂ Y is an effective Cartier divisor. Let x ∈ D and
assume that Y over X satisfies (RF) for D and D′ at x.

Let y ∈ Y be a point above x. If the ramification of Y over X is bounded by D+
at y and if D < D′ at x , then the ramification of Y over X is bounded by D′ at y.

Proof. It follows from Lemma 2.1.9. �

Lemma 3.1.7. Let X be a normal noetherian scheme and let U ⊂ X be a dense
open subscheme. Let Y be a quasifinite scheme over X such that V =U ×X Y →U
is étale. Let D be an effective Cartier divisor of X such that U ∩ D is empty and
that DY ⊂ Y is an effective Cartier divisor. Assume that Y over X satisfies the
condition (RF) for D.

Let S⊂ DY (resp. S+⊂ DY ) denote the subset consisting of points y ∈ DY where
the ramification of Y → X is bounded by D (resp. by D+).

(1) We have S ⊂ S+.

(2) The subset S ⊂ DY is closed and the subset S+ ⊂ DY is open.

Proof. (1) It follows from the commutative diagram (3-2).

(2) By Lemma 1.1.3 applied to Y → Q(D), we see that S is closed. Similarly, by
Lemma 1.1.4 applied to Y → Y (D) we see that S+ is open. �

Proposition 3.1.8. Let X be a normal noetherian scheme and let U ⊂ X be a dense
open subscheme. Let Y be a quasifinite scheme over X such that V =U ×X Y →U
is étale. Let D be an effective Cartier divisor of X such that U ∩ D is empty and
that DY ⊂ Y is an effective Cartier divisor.

Let C be a semistable curve over X such that CU = C ×X U → U is smooth.
Let x ∈ X be a point of D and let z ∈ C be a singular point of the fiber Cx . Assume
that there exist two irreducible components C1 and C2 of the fiber Cx meeting at z
and let ζ1 and ζ2 be their generic points. Let D1 ⊂ D2 be effective Cartier divisors
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on X and let D̃ ⊂ C be an effective Cartier divisor such that D1 < D2 at x and
that D̃ = Di ×X C = Di,C on a neighborhood of ζi for i = 1, 2.

Assume that YC = Y ×X C over C satisfies the condition (RF) for D̃ at z.

(1) Y over X satisfies the condition (RF) for D1 and D2 at x.

(2) We have a commutative diagram

F D2+
x̄ (Y/X)

��

// F D̃+
z̄ (YC/C)

��

// F D1+
x̄ (Y/X)

��

F D2
x̄ (Y/X)

88

// F D̃
z̄ (YC/C)

88

// F D1
x̄ (Y/X)

(3-7)

(3) The lower left horizontal arrow F D2
x̄ (Y/X)→ F D̃

z̄ (YC/C) in (3-7) is an injec-
tion. The upper right horizontal arrow F D̃+

z̄ (YC/C)→ F D1+
x̄ (Y/X) in (3-7)

is an injection on the image of Y x̄ .

Proof. (1) Since ζ1 and ζ2 are contained in any open neighborhood of z, the scheme
YC over C satisfies (RF) for D̃ at ζ1 and ζ2. Since C→ X is smooth at ζ1 and ζ2,
the scheme Y over X satisfies (RF) for D1 and D2 at x by Lemma 3.1.5(2).

(2) Let D1,C and D2,C be the pull-backs of D1 and D2 to C . Then, we have
D1,C < D̃ < D2,C at z. Hence by (3-4) with the slant arrow added, we obtain a
commutative diagram

F D2,C+

z̄ (YC/C)

��

// F D̃+
z̄ (YC/C)

��

// F D1,C+

z̄ (YC/C)

��

F D2,C
z̄ (YC/C)

77

// F D̃
z̄ (YC/C)

77

// F D1,C
z̄ (YC/C)

(3-8)

Since Y over X satisfies (RF) for D1 and D2 at x by (1), the pull-back defines
canonical isomorphisms from the left and right columns of (3-7) to those of (3-8)
by Lemma 2.1.8. Thus we obtain (3-7).

(3) By functoriality of cospecialization mappings, we obtain a commutative dia-
gram

F D2,C

ζ̄2
(YC/C)

��

F D2,C
z̄ (YC/C)

cosp.
oo

��

F D2
x̄ (Y/X)oo

xx

F D̃
ζ̄2
(YC/C) F D̃

z̄ (YC/C).
cosp.
oo

(3-9)

By Lemma 2.1.8 and by D̃= D2,C at ζ2, the composition F D2
x̄ (Y/X)→ F D̃

ζ̄2
(YC/C)

is a bijection. Hence F D2
x̄ (Y/X)→ F D̃

z̄ (YC/C) is injective.
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Since the second assertion is étale local on X , we may assume that Y → X
is finite. By functoriality of specialization mappings, we obtain a commutative
diagram

F D̃+
z̄ (YC/C)

��xx

F D̃+
ζ̄1
(YC/C)

sp.
oo

��

Y x̄

zz

oo

F D1+
x̄ (Y/X) // F D1,C+

z̄ (YC/C) F D1,C+

ζ̄1
(YC/C).

sp.
oo

The vertical arrow F D̃+
z̄ (YC/C) → F D1,C+

z̄ (YC/C) is an injection on the image
of Y x̄ , since the composition F D̃+

ζ̄1
(YC/C)→ F D1,C+

z̄ (YC/C) is a bijection. Hence
the assertion follows. �

3.2. Ramification and valuations. In the rest of the article, A denotes a valuation
ring and K denotes its fraction field. Let v : K× → 0 = K×/A× denote the
valuation.

Definition 3.2.1. Let X be a normal separated noetherian scheme, let U ⊂ X be
a dense open subscheme and let A be a valuation ring. We say that a morphism
T = Spec A→ X is U-external if T ×X U consists of a single point t .

For a morphism T = Spec A→ X and an effective Cartier divisor D ⊂ X , let
v(D) ∈ 0 denote the valuation v( f ) of a nonzero divisor f defining D ⊂ X on a
neighborhood of the image of T .

Let X̃ = lim
←−−

X ′ be the inverse limit of proper schemes X ′→ X such that U ′ =
U ×X X ′→U is an isomorphism. Then, points of X̃ U correspond bijectively to
the inverse limits of the images of the closed points by the liftings of U-external
morphisms T → X defined by valuation rings of the residue fields of points of U
by [Fujiwara and Kato 2018, Theorem E.2.11].

Lemma 3.2.2. Let X be a normal noetherian scheme, let U ⊂ X be a dense open
subscheme, let t ∈ U be a point, let A $ K = k(t) be a valuation ring and let
T = Spec A→ X be a U-external morphism.

(1) Let g ∈ 0(U ′,O×U ′) be an invertible function defined on an open neighborhood
U ′ ⊂U of t ∈U such that v(g)= γ = 0. Then, there exists a normal scheme
X ′ of finite type over X such that U ×X X ′ = U ′, g is extended to a nonzero
divisor on X ′ defining an effective Cartier divisor R′ ⊂ X ′, and U ′ = X ′ D′

is the complement of an effective Cartier divisor D′ ⊂ X ′ and a U ′-external
morphism T → X ′ lifting T → X and v(R′)= γ .

(2) Let K ′ be a finite separable extension of K = k(t) and let A′ $ K ′ be a
valuation ring such that A′ ∩ K = A. Set T ′ = Spec A′ and let γ > 0 be a
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positive element of the value group 0′ of A′. Then, there exist a commutative
diagram

U ′ //

��
�

X ′

��

T ′oo

��

U // X Too

of schemes, a point t ′ ∈U ′ above t , an isomorphism K ′→ k(t ′) over K and an
effective Cartier divisor R′ of X ′ satisfying the following conditions (i)–(iv):
(i) X ′ is a normal scheme of finite type over X.

(ii) The left square is cartesian and U ′ is a dense open subscheme of X ′ étale
over U.

(iii) T ′→ X ′ is a U ′-external morphism extending t ′→U ′.
(iv) R′ ∩U ′ =∅ and v′(R′)= γ .

(3) Let
U ′ //

��

X ′

��

T ′

��

oo x̄ ′

��

oo

U1 //

��

X1

��

T1

��

oo x̄1

��

oo

U // X Too x̄oo

be a commutative diagram, let t1 ∈U1 and t ′ ∈U ′ be points above t ∈U and
let R1 ⊂ X1 and R′ ⊂ X ′ be effective Cartier divisors satisfying the following
conditions (a)–(d):
(a) X1 and X ′ are normal noetherian schemes and X1→ X is of finite type.
(b) The left square and the left parallelogram are cartesian and U1→ U is

étale. The open subschemes U1 ⊂ X1 and U ′ ⊂ X ′ are dense.
(c) T1 = Spec A1 and T ′ = Spec A′ for valuation rings A1 $ K1 = k(t1) and

A′ $ K ′ = k(t ′) satisfying A1∩K = A′∩K = A. The morphism T1→ X1

is U1-external and T ′→ X ′ is U ′-external.
(d) R1 ∩U1 and R′ ∩U ′ are empty and we have v1(R1)5 v′(R′) in 0′

Q
.

Then, there exist a commutative diagram

U ′1 // X ′1

��

T ′1oo

��

x̄ ′1oo

��

U ′×U U1 // X ′×X X1 T ′×T T1oo x̄ ′×x̄ x̄1oo

and t ′1 ∈U ′1 above t satisfying the following conditions (i)–(iv):
(i) X ′1 is a normal scheme of finite type over X ′.
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(ii) U ′1 is U ′×X ′ X ′1 and is a dense open subscheme of X ′1.
(iii) T ′1 = Spec A′1 for a valuation ring A′1 ⊂ K ′1 = k(t ′1).
(iv) For the pull-backs R′1= R1×X1 X ′1 and R′2= R′×X ′ X ′1, we have R′15 R′2.

Proof. (1) Let Z and Z ′ be closed subschemes such that U = X Z and U ′= X Z ′.
By replacing X by the normalization of the blow-up at Z and at Z ′ and by the
valuative criterion of properness, we may assume that U = X D and U ′ = X D′

are the complements of effective Cartier divisors D, D′ ⊂ X .
Let x ∈ X be the image of the closed point of T and let W = Spec B ⊂ X

be an open neighborhood of x such that D ∩ W, D′ ∩ W are principal divisors
defined by f, f ′ ∈ B. Then we have U ′ ∩W = W D′ ∩W = Spec B[1/ f ′]. Set
g = h/ f ′n ∈ B[1/ f ′]. The function g and hence also h ∈ B are also invertible
on U ′ ∩W. Set α = v( f ), α′ = v( f ′) ∈ 0. Since T → X is U-external, we have
0+[1/α] = 0. Hence after replacing f by its power, we may assume that α′ 5 α.

Let W ′→W be the normalization of the blow-up at the ideals ( f ′n, h) and ( f, f ′).
Since f , f ′ and h are invertible on U ′ ∩W, the morphism W ′→ W induces an
isomorphism U ′×X ′W ′→U ′∩W. Since W ′→W is proper, the morphism T→W
is uniquely lifted to T →W ′. Since the generic point t ∈ T is the unique point of
U ×X T ⊃ (U ′×X ′ W ′)×W ′ T , the morphism T →W ′ is U ′-external.

Let x ′ ∈W ′ be the image of the closed point of T. Since the ideals ( f ′n, h) and
( f, f ′) of OW,x ′ are principal ideals and since v(h) = v( f ′n) and v( f ′) = v( f ),
there exists an open neighborhood X ′ of x ′ ∈ W such that U ′ ⊂ X ′, where we
have inclusions ( f ′n) ⊃ (h) and ( f ) ⊃ ( f ′). Then, g = h/ f ′n defines a Cartier
divisor R′ on X ′ satisfying R′ ∩U ′ =∅ and v(R′)= γ . We also have an inclusion
U ×X X ′ = X ′ D ×X X ′ ⊂ X ′ D′ ×X X ′ = U ′ ×X X ′ = U ′. Since the other
inclusion is obvious, we have U ′ =U ×X X ′.

(2) We may take an étale scheme U1→U such that t ′ = Spec K ′ = t ×U U1 and
a finite scheme X1→ X containing U1 as a dense open scheme. After shrinking
U1 if necessary, we may take an invertible function g ∈ 0(U1,O×U1

) such that
γ = v′(g). Since T ′ is a localization of the normalization of T×X X1, the morphism
t ′→U1 ⊂ X1 is uniquely extended to T ′→ X1.

Then, by (1) applied to the open subschemes U1 ⊂U ×X X1 ⊂ X1, to the mor-
phism T ′→ X1 and to the invertible function g ∈0(U1,O×U1

), the assertion follows.

(3) Let T(x̄), T1,(x̄1) and T ′(x̄ ′) denote the strict localizations. We take a point t̃ ′1 ∈
T ′(x̄ ′)×T(x̄) T1,(x̄1) above the generic point of T ′(x̄ ′). Then the normalization T̃ ′1 of T ′(x̄ ′)
in t̃ ′1 is T̃ ′1 = Spec A′sh

1 for a strictly local valuation ring A′sh
1 . Let t ′1 ∈ t ′ ×t t1 ⊂

T ′×T T1 be the image of t̃ ′1 and set K ′1= k(t ′1) and A′1= A′sh
1 ∩K ′1. Let T ′1=Spec A′1

and x̄ ′1 be the geometric point of T ′1 defined by a geometric closed point of T̃ ′1.
Let X ′0 be the normalization of X ′×X X1 in U ′1 = U ′×U U1. Define effective

Cartier divisors of X ′0 by R′0,1= R1×X1 X ′0 and R′0,2= R′×X ′ X ′0. Let X ′1→ X ′0 be
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the normalization of the blow-up at R′0∩R′1= R′0×X ′0 R′1 and define effective Cartier
divisors of X ′1 by R̄′1 = R1×X1 X ′1 and R̄′2 = R′×X ′ X ′1. Since X ′1→ X ′×X X1 is
proper, the morphism t ′1→ t ′×t t1 ⊂U ′×U U1 is uniquely lifted to T ′1→ X ′1 by
the valuative criterion of properness.

Let x ′1 ∈ X ′1 be the image of the closed point of T ′1. The intersection R̄′1 ∩ R̄′2 ⊂
X ′1 is the exceptional divisor and hence is an effective Cartier divisor. Since
v′1(R̄

′

1) 5 v
′

1(R̄
′

2), on an open neighborhood X ′1 ⊂ X ′1 of x ′1, we have R̄′1 ∩ R̄′2 =
R̄′1 5 R̄′2 by Nakayama’s lemma. �

Let X be a normal noetherian scheme and let U ⊂ X be a dense open subscheme.
Let t ∈U and let T =Spec A→ X be a U-external morphism defined by a valuation
ring A $ K = k(t) of the residue field at a point t ∈U . Let x̄ and t̄ be geometric
points of T supported on the closed point and on the generic point respectively.
Recall that T(x̄) denotes the strict localization and that a specialization x̄← t̄ is a
morphism T(x̄)← t̄ of schemes.

Let A′ be a valuation ring and let T ′=Spec A′→ T be a faithfully flat morphism.
We identify 0 as a subgroup of the value group 0′ of A′ by the canonical injection
0→ 0′. Let x̄ ′ and t̄ ′ be geometric points of T ′ above x̄ and t̄ respectively. We
say that a specialization x̄ ′← t̄ ′ is a lifting of x̄← t̄ if the diagram

x̄ ′ −−−→ T ′ ←−−− T ′(x̄ ′) ←−−− t̄ ′y y y y
x̄ −−−→ T ←−−− T(x̄) ←−−− t̄

is commutative.
We consider a commutative diagram

X ′ ←−−− T ′y y
X ←−−− T

(3-10)

of schemes equipped with an effective Cartier divisor R′ ⊂ X ′ and a lifting x̄ ′← t̄ ′

to T ′ of the specialization x̄← t̄ satisfying the following conditions (i)–(iii):

(i) X ′ is a normal noetherian scheme of finite type over X such that U ′ =U ×X

X ′ ⊂ X ′ is a dense open subscheme étale over U .

(ii) T ′ = Spec A′ → X ′ is a U ′-external morphism defined by a valuation ring
A′ $ K ′ = k(t ′) of the residue field at a point t ′ ∈ U ′ above t such that
A′ ∩ K = A.

(iii) R′ ∩U ′ =∅ and v′(R′)= γ in the value group 0′ of A′.

For elements α 5 β of a totally ordered group 0, let (α, β)0 ⊂ 0 denote the
subset {γ ∈ 0 | α < γ < β}. Similarly, we define (α, β]0, (α,∞)0 ⊂ 0 etc.
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Definition 3.2.3. Let X be a normal noetherian scheme and let U ⊂ X be a dense
open subscheme. Let t ∈ U , let A $ k(t) be a valuation ring of the residue field
at t and let T = Spec A→ X be a U-external morphism. Let γ ∈ (0,∞)0Q

for
0Q=0⊗Q. Let Y be a quasifinite flat scheme over X such that V = Y ×X U→U
is étale.

We define a commutative diagram

F∞T (Y/X)

ϕ
γ

T
��

ϕ
γ+

T // Fγ+T (Y/X)

��xx

FγT (Y/X) // F0+
T (Y/X)

(3-11)

as the inverse limit of

Y ′x̄ ′

ϕR′
x̄ ′

��

ϕ
R′+
x̄ ′ // F R′+

x̄ ′ (Y ′/X ′)

��ww

F R′
x̄ ′ (Y

′/X ′) // Yx̄

(3-12)

for commutative diagrams (3-10) satisfying the conditions (i)–(iii) and for Y ′ =
Y ×X X ′.

We say that the ramification of Y over X at T is bounded by γ (resp. by γ+) if
F∞T (Y/X)→ FγT (Y/X) (resp. F∞T (Y/X)→ Fγ+T (Y/X)) is an injection.

By Lemma 3.2.2, the limit is a filtered limit.

Lemma 3.2.4. (1) There exist a commutative diagram (3-10) satisfying the con-
ditions (i)–(iii), an effective Cartier divisor R′ ⊂ X ′ satisfying R′ ∩U ′ = ∅
and x ′ ∈ R′ such that Y ′ over X ′ satisfies (RF) for R′ at the image x ′ ∈ R′ of
the closed point of T ′.

(2) For x ′ ∈ R′ ⊂ X ′ satisfying the condition in (1), the canonical morphism from
(3-11) to (3-12) is an isomorphism. The diagram (3-11) is a diagram of finite
sets.

Proof. (1) By Lemma 3.2.2(1), after replacing X by a normal scheme of finite type
over X if necessary, we may assume that there exist an effective Cartier divisor
R ⊂ X such that v(R) = γ and a closed immersion Y → Q over X to a smooth
scheme Q over X . Applying Theorem 1.2.5 and the remark following it to Y → X
and to Q(R)

→ X and taking the normalizations, we obtain a morphism X ′→ X
of finite type of normal noetherian schemes satisfying the following properties:
The morphism X ′ → X is the composition of a blow-up X∗ → X with center
supported in X U and a faithfully flat morphism X ′→ X∗ of finite type such that
U ′ = X ′×X U →U is étale. The normalization of Y ×X X ′ is étale over X ′. The
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morphism Q′(R
′)
→ X ′ is flat and reduced. Hence Y ′ over X ′ satisfies the condition

(RF) for R′. The morphism T → X is lifted to T ′→ X ′ by Lemma 1.2.6.

(2) By (1) and Lemma 3.2.2, among commutative diagrams (3-10) those such that
the base change Y ′ = Y ×X X ′ over X ′ satisfies the condition (RF) for R′ at x ′ are
cofinal. Hence the assertion follows from Lemma 2.1.8. �

We study functoriality of the construction of FγT (Y/X) and Fγ+T (Y/X). We
consider a commutative diagram

Y ′ −−−→ X ′ ←−−− T ′ ←−−− x̄ ′ ←−−− t̄ ′y y y y y
Y −−−→ X ←−−− T ←−−− x̄ ←−−− t̄

(3-13)

together with dense open subschemes U ⊂ X and U ′ ⊂ U ×X X ′ ⊂ X ′ and γ ∈
(0,∞)0Q

and γ ′ ∈ (0,∞)0′
Q

satisfying the following properties:

(i) X ′→ X is a morphism of normal noetherian schemes.

(ii) T = Spec A → X and T ′ = Spec A′ → X ′ are U-external and U ′-external
morphisms for valuation rings A $ K = k(t) and A′ $ K ′ = k(t ′) of the
residue fields at t ∈U and t ′ ∈U ′. The morphism T ′→ T is faithfully flat.

(iii) Y→ X and Y ′→ X ′ are quasifinite and flat morphisms such that Y×X U→U
and Y ′×X ′ U ′→U ′ are étale.

(iv) γ 5 γ ′.

(v) x̄ ′← t̄ ′ is a lifting of x̄← t̄ .

Lemma 3.2.5. We keep the notation above.

(1) We have a commutative diagram

F∞T ′ (Y
′/X ′) //

��

Fγ ′+

T ′ (Y
′/X ′) //

��

Fγ ′

T ′ (Y
′/X ′) //

��

F0+
T ′ (Y

′/X ′)

��

F∞T (Y/X) // Fγ+

T (Y/X) // Fγ

T (Y/X) // F0+
T (Y/X)

(3-14)

of finite sets. Further if γ < γ ′, we have an arrow

Fγ
′

T (Y
′/X ′)→ Fγ+T (Y/X)

making the two triangles obtained by dividing the middle square commutative.

(2) If the left square in (3-13) is cartesian and if γ = γ ′, the vertical arrows in
(3-14) are bijections.
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Proof. By Lemma 3.2.4(1), we may assume that there exists an effective Cartier
divisor R ⊂ X such that R ∩U =∅ and v(R)= γ and that Y over X satisfies the
condition (RF) for R. Further by Lemma 3.2.4(1) and Lemma 3.2.2(3), we may
assume that there exists an effective Cartier divisor R′ ⊂ X ′ such that R′ ∩U ′ =∅,
v′(R′)= γ and R′= R×X X ′ and that Y ′ over X ′ satisfies the condition (RF) for R′.
Then, by Lemma 3.2.4(2), we may identify FγT (Y/X)= F R

x̄ (Y/X), Fγ+T (Y/X)=
F R+

x̄ (Y/X) and Fγ
′

T ′ (Y
′/X ′)= F R′

x̄ ′ (Y
′/X ′), Fγ

′
+

T ′ (Y
′/X ′)= F R′+

x̄ ′ (Y ′/X ′).

(1) The assertion now follows from the functoriality of dilatation (3-4).

(2) In the notation above, we may further assume that R′ = R×X X ′. Hence the
assertion follows from Lemma 2.1.8. �

Let T h be the henselization at the closed point x ∈ T and let th
∈ T h denote

the generic point. Then, the absolute Galois group DT = Gal(t̄/th) acts on the
specialization x̄ ← t̄ of geometric points of T . Hence the commutative diagram
(3-11) admits a canonical action of DT .

Theorem 3.2.6. Let the notation be as in Definition 3.2.3. Then, there exist an ele-
ment β0 ∈ (0,∞)0Q

and finite pairs (αi , βi )i∈I of elements of [0, β0]0Q
satisfying

the following properties (i)–(iii):

(i) [0, β0]0Q
=
⋃

i∈I [αi , βi ]0Q
.

(ii) For γ > β0 (resp. γ = β0), FγT (Y/X)← F∞T (Y/X) (resp. Fγ+T (Y/X)←
F∞T (Y/X)) is an injection.

(iii) Let i ∈ I and γ ∈ (αi , βi )0Q
. Then, FγT (Y/X)← Fβi

T (Y/X) is an injection
and Fαi+

T (Y/X)← Fγ+T (Y/X) is an injection on the image of F∞T (Y/X).

Proof. Since we may take base change, we may assume that Y → X is finite and
that the normalization Y → X is finite étale. Hence by Lemma 2.1.4, we may
assume that there exists an effective Cartier divisor R ⊂ X such that R ∩U =∅
and Y → Y (R) is a closed immersion.

Set β0 = v(R) ∈ 0. Then, by Lemma 3.2.4, after replacing X if necessary, we
may assume that Y over X satisfies the condition (RF) for R. Since Y → Y (R) is a
closed immersion and F∞T (Y/X)→ Y x̄ is a bijection, Y x̄ = F∞T (Y/X)→ Y (R)x̄ =

Fβ0+
T (Y/X) is an injection. For γ > β0, the composition

Fβ0+
T (Y/X)← FγT (Y/X)← Fγ+T (Y/X)← F∞T (Y/X)

is an injection. Hence the condition (ii) is satisfied.
Let Q be a smooth scheme over X and let Y → Q be a closed immersion. As

in Example 1.3.1, we define a semistable curve CR→ X by the effective Cartier
divisor R ⊂ X . Define an effective Cartier divisor R̃ ⊂ CR to be the exceptional
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divisor. Applying Corollary 1.3.6 to (Q ×X CR)
[R̃]
→ CR → X and taking the

normalizations, we obtain a commutative diagram

CR ←−−− C ′y y
X ←−−− X ′

where YC ′ = Y ×X C ′ over C ′ satisfies the condition (RF) for R′ = R̃×CR C ′ and
C ′→ X ′ is a semistable curve.

By Lemma 1.2.6, there exist a finite extension K ′ of K and a valuation ring
A′ such that A = A′ ∩ K and that T → X is lifted to T ′ = Spec A′ → X ′. Let
x ′ ∈ X ′ denote the image of the closed point of T ′. Further, for γ ∈ [0, β0]0Q

, after
replacing K ′ by a finite extension if necessary, we may assume that γ is an element
of [0, β0]0′ .

Let I1 be the set of irreducible components of the fiber C ′×X ′ x ′. For i ∈ I1, let
Ci ⊂ C ′×X ′ x ′ denote the corresponding connected component. Let I2 denote the
set of singular points of the fiber C ′×X ′ x ′. For i ∈ I2, let zi ⊂ C ′×X ′ x ′ denote
the corresponding singular point. Set I = I1q I2.

Since the assertion is étale local on X ′, we may assume that for each i ∈ I1,
there exists a section si : X ′→ C ′. For i ∈ I1, set αi = βi = v

′(s∗i R′) ∈ 0′+. Since
αi = v

′(R̃) for the composition T ′ → X ′ → C ′ → CR , we have αi ∈ [0, β0]0Q
.

For i ∈ I2, if zi is contained in two irreducible components Ci1 and Ci2 such that
αi1 5 αi2 ∈ 0

′+, we define αi = αi1 5 βi = αi2 ∈ [0, β0]0Q
. If zi is contained in a

unique irreducible component Ci1 , we define αi = βi = αi1 ∈ [0, β0]0Q
.

We show that the condition (i) is satisfied. Since αi , βi ∈ [0, β0]0Q
for i ∈ I , we

have the inclusion
[0, β0]0Q

⊃
⋃

i∈I [αi , βi ]0Q
.

Let γ be an element of [0, β0]0Q
. Then, we may assume γ ∈ [0, β0]0′ . Then, since

T ′→ X has a lifting to T ′→ CR such that v′(R̃)= γ and since C ′→ CR ×X X ′

is proper and birational, there exists a unique lifting T ′→ C ′ of T ′→ CR by the
valuative criterion. If the image of the closed point by T ′→ C ′ is contained in the
smooth part Ci ∩C ′sm

x of an irreducible component Ci ⊂C ′x for i ∈ I1, then we have
γ = αi . If the image of the closed point by T → C ′ is the singular point zi ∈ C ′x
for i ∈ I2, then we have γ ∈ [αi , βi ]0Q

by Corollary 1.3.4. Thus, the condition (i)
is also satisfied.

We show that the condition (iii) is satisfied. For i ∈ I1 or i ∈ I2 such that αi = βi ,
there is nothing to prove. Assume that i ∈ I2 and zi is contained in two irreducible
components Ci1 and Ci2 such that αi = αi1 < βi = αi2 ∈ 0

′+ and let γ ∈ (αi , βi )0Q
.

Then, we may assume γ ∈ (αi , βi )0′ . By Corollary 1.3.4, after replacing T ′ by
an extension if necessary, we may take a morphism T ′→ C ′ such that the image
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of the closed point x ′ ∈ T ′ is zi and v′(R′) = γ . Since FγT (Y/X) = F R′
z̄i
(YC ′/C ′)

and Fγ+T (Y/X)= F R′+
z̄i

(YC ′/C ′) by Lemmas 3.2.5(2) and 3.2.4(2), the assertion
follows from Proposition 3.1.8. �

We study some variants.
Let X be a normal noetherian scheme, let U be a dense open subscheme and let

V →U be a finite étale morphism. We consider a cartesian diagram

Y ′

��
�

Voo

��

X ′ Uoo

(3-15)

of schemes of finite type over X satisfying the following conditions: the horizontal
arrows are dense open immersions, X ′ is normal, X ′→ X is a proper birational
morphism inducing the identity on U and Y ′ is finite flat over X ′.

Let A ⊂ K = k(t) be a valuation ring of the residue field at a point t ∈ U and
let T = Spec A→ X be a U-external morphism. Let x ∈ T denote the closed point
and let x̄ be a geometric point above x . For γ ∈ 0Q,>0, we define

F∞T (V/U )

��

// Fγ+T (V/U )

xx ��

FγT (V/U ) // F0+
T (V/U )

(3-16)

to be the inverse limit of

F∞T (Y
′/X ′)

��

// Fγ+T (Y ′/X ′)

ww ��

FγT (Y
′/X ′) // F0+

T (Y ′/X ′).

(3-17)

Let TV denote the normalization of T in V ×X T. For X ′ in (3-15), let X ′T ⊂ X ′

denote the reduced closed subscheme supported on the closure of t ∈U ⊂ X ′ and
let x ′ ∈ X ′T denote the image of the unique morphism T → X ′ lifting T → X .
Then, since A = lim

−−→X ′→X OX ′T ,x , we have F0+
T (V/U )= TV ×T x̄ .

Lemma 3.2.7. Suppose that the normalization TV of T in V ×X T is finite and flat
over T. Then, there exists a finite and flat Y ′→ X ′ such that TV = Y ′×X ′ T. For
such Y ′→ X ′, the diagram (3-16) is isomorphic to (3-17).

Proof. Since A = lim
−−→X ′→X OX ′T ,x in the notation above, the existence of finite flat

Y ′→ X ′ such that TV = Y ′ ×X ′ T follows. By the flattening theorem [Raynaud
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and Gruson 1971, théorème (5.2.2)], such Y ′→ X ′ are cofinal among commutative
diagrams (3-15). Hence the assertion follows from Lemma 3.2.5(2). �

For a normal noetherian scheme X , a formal Q-linear combination R =
∑

i ri Di

with positive coefficients ri = 0 of irreducible closed subsets Di of codimension 1
is called an effective Q-Cartier divisor if a nonzero multiple is an effective Cartier
divisor. The union

⋃
i Di for ri > 0 is called the support of R. For an open subset

U ⊂ X , if U does not meet the support of R, we write R ∩U = ∅ by abuse of
notation. For a U-external morphism T = Spec A → X , the valuation v(R) is
defined as an element of [0,∞)0Q

.

Definition 3.2.8. Let X be a normal noetherian scheme and let U ⊂ X be a dense
open subscheme. Let Y be a quasifinite flat scheme over X such that V =Y×X U→
U is finite étale. Let R be an effective Q-Cartier divisor of X such that U ∩ R is
empty and let x ∈ X be a point contained in the support of R.

We say that the ramification of Y over X is bounded by R (resp. by R+) at x ,
if for every U-external morphism T → X , the ramification of Y → X is bounded
by v(R) (resp. by v(R)+) in the sense of Definition 3.2.3.

Lemma 3.2.9. Let the notation be as in Definition 3.2.8. Then, the following con-
ditions (1), (1′) and (2) are equivalent:

(1) The ramification of Y → X is bounded by R (resp. by R+) in the sense of
Definition 3.2.8.

(1′) The condition in Definition 3.2.8 with T restricted to be a discrete valuation
ring is satisfied.

(2) For every morphism f : X ′→ X of finite type, of normal noetherian schemes
such that U ′=U×X X ′→U is étale, that R′= f ∗R is an effective Cartier divi-
sor and that Y ′= Y ×X X ′→ X ′ satisfies the condition (RF) in Definition 3.1.4
for R′, the ramification of Y ′→ X ′ is bounded by R′ (resp. by R′+) at every
point of R′ in the sense of Definition 3.1.4.

Proof. (1′)⇒(2): Let X ′→ X be as in (2) and let x ′ ∈ R′ be a point. Let X ′1→ X ′

be the normalization of the blow-up at the closure of x ′. Then, the local ring
A′ = OX ′1,x

′

1
at the generic point x ′1 of an irreducible component of the inverse

image of x ′ is a discrete valuation ring. The morphism T ′ = Spec A′→ X ′1→ X ′

is U ′-external and the image of the closed point is x ′.
For γ ′ = v′(R′), by Lemma 3.2.4(2), the commutative diagram (3-12) is canon-

ically identified with

F∞T ′ (Y
′/X ′)

ϕ
γ ′

T ′
��

ϕ
γ ′+
T ′ // Fγ ′+

T ′ (Y
′/X ′)

��
xx

Fγ ′

T ′ (Y
′/X ′) // Y ′x̄ ′
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Further, this commutative diagram is canonically identified with (3-11) for γ =
v(R) by Lemma 3.2.5(2). Hence the assertion follows.

(2)⇒(1): Let T → X be a U-external morphism and let γ = v(R). Then by
Lemma 3.2.4(2), the commutative diagram (3-11) is canonically identified with
(3-12). Hence the assertion follows.

(1)⇒ (1′): This implication is obvious. �

Proposition 3.2.10. Let the notation be as in Definition 3.2.8 and assume that the
ramification of Y over X is bounded by R+. Assume that Y is locally of complete
intersection over X and let

Q

��
�

Yoo

��

P Xoo

be a cartesian diagram of schemes over X such that P and Q are smooth over X ,
the vertical arrows are quasifinite and flat and the horizontal arrows are closed
immersions.

Let X ′ be a normal noetherian scheme over X such that R′ = R×X X ′ is an ef-
fective Cartier divisor and Y ′ = Y ×X X ′ over X ′ satisfies the condition (RF) for R′.

Then, the morphism Q′(R
′)
→ P ′(R

′) is étale on a neighborhood of Q′(R
′)
×X ′ R′.

This implies [Saito 2009, Lemma 1.13 6)⇒4)] since Q′(R
′)
×X ′ R′→ P ′(R

′)
×X ′ R′

is finite by Lemma 2.1.7(1).

Proof. First, we show that we may assume that there exist a closed subscheme
Y ′0 ⊂ Y ′ étale over X ′, an integer n = 1 and an effective Cartier divisor D′0 ⊂ R′

satisfying the following conditions: We have an equality R′Y ′0 = R′Y ′ of underlying
sets. Let J ′0 ⊂ OR′Y ′

be the nilpotent ideal defining R′Y ′0 ⊂ R′Y ′ . Then, we have
J ′n0 = 0 and (n+ 1)D′0 = R′.

Under the condition (RF), the formation of Q′(R
′)
→ P ′(R

′) commutes with base
change by Lemma 2.1.8 and Example 2.1.2(1). Since Q′(R

′) and P ′(R
′) are flat

over X ′, the étaleness of Q′(R
′)
→ P ′(R

′) is checked fiberwise. Hence, we may take
base change. Let x ′ ∈ R′ be a point and let X ′′→ X ′ be the normalization of the
blow-up at the closure of x ′. Then, there exists a point x ′′ ∈ X ′′ above x ′ such
that the local ring OX ′′,x ′′ is a discrete valuation ring. Hence, by replacing X ′ by
SpecOX ′′,x ′′ , we may assume that X ′ is the spectrum of a discrete valuation ring.

Then, we may assume that Y ′ ⊂ Q′ is a union of sections X ′→ Q′. There exists
a disjoint union Y ′0 ⊂ Y ′ of sections such that we have an equality R′Y ′0 = R′Y ′ of
underlying sets. Let n = 1 be an integer satisfying J ′n0 = 0 in the notation above.
After replacing X ′ by a ramified covering if necessary, there exists an effective
Cartier divisor D′0 of X ′ satisfying (n+ 1)D′0 = R′.
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The finite morphism Y ′(R
′)
→ X ′ is étale by Corollary 3.1.3. Hence by the

existence of Y ′0, D′0 and n and by Lemma 2.2.5, the OY ′(R′)-module OY ′(R′)⊗OY �
1
Y/X

is annihilated by InD′0 . Hence by Lemma 2.2.4, there exists an open neighborhood
W1⊂Q′(R

′) of Q′(R
′)
×X ′ R′ such that Q′(R

′)
→ P ′(R

′) is étale on W1 (Q′(R
′)
×X ′ R′).

The morphism Q′(R
′)
→P ′(R

′) is étale also on a neighborhood W2 of Y ′(R
′)
⊂Q′(R

′).
Since the vector bundle P ′(R

′)
×X ′ R′→ R′ has irreducible fibers, W2 ⊂ Q′(R

′) is
dense in the fiber of every point of R′ by Proposition 1.1.5(1). Hence the assertion
follows from Lemma 1.2.4. �

3.3. Ramification groups.

Theorem 3.3.1. Let X be a connected normal noetherian scheme and let U ⊂ X be
a dense open subscheme. Let G be a finite group, W →U be a connected G-torsor
and let C be the category of finite étale schemes over U trivialized by W. Assume
that for every morphism V1→ V2 of C , the morphism Y1→ Y2 of normalizations
of X in V1 and in V2 is locally of complete intersection.

Let t ∈ U and let T = Spec A→ X be a U-external morphism for a valuation
ring A $ K = k(t). Let x̄ (resp. t̄) be a geometric point above the closed point x
(resp. the generic point t) of T and let x̄← t̄ be a specialization. Fix a lifting of x̄
to the normalization TW of T in W ×X T and let Ix̄ ⊂ G be the inertia group at the
image of the lifting of x̄ to the normalization YW of X in W by TW → YW .

For an object V of C , let Y denote the normalization of X in V and consider the
fiber functor sending V to F∞T (Y/X).

(1) There exist decreasing filtrations Gγ

T ⊃ Gγ+

T of G indexed by γ ∈ (0,∞)0Q

such that, for every object V of C , the canonical surjections F∞T (Y/X)→
Fγ+T (Y/X)→ FγT (Y/X) induce bijections

Gγ+

T \F
∞

T (Y/X)→ Fγ+T (Y/X), Gγ

T \F
∞

T (Y/X)→ FγT (Y/X). (3-18)

For Ix̄ = G0+
T , the mapping

G0+
T \F

∞

T (Y/X)→ F0+
T (Y/X) (3-19)

is a bijection.

(2) There exists a finite increasing sequence 0= α0 < α1 < · · ·< αn of elements
of [0,∞)0Q

such that we have

Gαi−1+ = Gγ
= Gγ+

= Gαi for γ ∈ (αi−1, αi )0Q
, 15 i 5 n,

Gαn+ = Gγ
= Gγ+

= 1 for γ ∈ (αn,∞)0Q
.

(3-20)

(3) Let DT ⊂G be the decomposition group of T in W×X T. Then, DT normalizes
Gγ and Gγ+.
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Proof. (1) Let V ′→ V be a morphism in the category C and let Y ′→ Y be the
morphism of normalizations of X . By Proposition 3.1.2 and Lemma 3.2.4(2), the
diagram

F∞T (Y
′/X) −−−→ Fγ+T (Y ′/X) −−−→ FγT (Y

′/X) −−−→ F0+
T (Y ′/X)y y y y

F∞T (Y/X) −−−→ Fγ+T (Y/X) −−−→ FγT (Y/X) −−−→ F0+
T (Y/X)

(3-21)

is a cocartesian diagram of surjections. Further, the functors FγT and Fγ+T pre-
serve disjoint unions. Hence by Proposition 1.4.2, we obtain filtrations (Gγ

T )γ and
(Gγ+

T )γ indexed by γ ∈ (0,∞)0Q
characterized by the bijections (3-18). For γ = 0,

the bijection (3-19) follows from F0+
T (Y/X)= Yx̄ .

(2) Since C has only finitely many connected objects and

F∞T (Y/X)→ Fγ+T (Y/X)→ FγT (Y/X)

are surjections, the claim follows from Theorem 3.2.6.

(3) Since the surjections F∞T (Y/X)→ Fγ+T (Y/X)→ FγT (Y/X) are compatible
with the actions of DT ⊂ G, the subgroup DT ⊂ Dx̄ normalizes Gγ and Gγ+ by
Corollary 1.4.4. �

By the definition of the filtrations, the ramification of Y/X at T is bounded by γ
(resp. by γ+) if and only if the action of Gγ

T (resp. of Gγ+

T ) on F∞T (Y/X) is trivial.
By Corollary 1.4.3, the filtrations (Gγ ) and (Gγ+) are compatible with quotients.
We have the following functoriality. Let

X ′ ←−−− T ′y y
X ←−−− T

be a commutative diagram of schemes. Assume that X ′→ X is a morphism of
normal connected noetherian schemes and let U ′ ⊂U ×X X ′ ⊂ X ′ be a dense open
subscheme. The horizontal arrows T → X and T ′→ X ′ are U-external and U ′-
external and the vertical arrow T ′→ T is faithfully flat. Let W ′ be a connected
G ′-torsor over U ′ for a finite group G ′ and let W ′ → W be a morphism over
U ′ → U compatible with a morphism G ′ → G of finite groups. Assume that
W ′→U ′ satisfies the complete intersection property as in Theorem 3.3.1 and let
(G ′γ

′

) and (G ′γ
′
+) be the filtrations of G ′ indexed by γ ′ ∈ (0,∞)0′

Q
. Then, for

γ ∈ (0,∞)0Q
, the morphism G ′→ G induces

G ′γ → Gγ , G ′γ+→ Gγ+ (3-22)

by the functoriality Lemma 3.2.5(1).
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We consider a variant. Let A $ K be a valuation ring and let L be a finite
Galois extension of K of Galois group G. We define a filtration of G by ramifi-
cation groups under the following assumptions: For every intermediate extension
K ⊂ M ⊂ L , the normalization AM of A in M is a valuation ring finite flat and
of complete intersection over A. There exist an irreducible normal noetherian
scheme X such that K is the residue field at the generic point t and a morphism
T = Spec A→ X extending t→ X .

Let T → X be as above and let M be an intermediate extension. Then by
Lemma 3.2.2(1), Spec AM is the limit of T ×X ′ Y ′ for normal schemes X ′ of finite
type over X equipped with a lifting T → X ′ of T → X and finite flat schemes
Y ′ → X ′ such that U ′ = U ×X X ′ → U is an isomorphism for a dense open
subscheme U ⊂ X and U ′ ×X ′ Y ′→ U ′ is a finite étale covering corresponding
to M . Since AM is assumed to be finite flat locally of complete intersection over A,
there exists a finite flat scheme Y ′M → X ′ locally of complete intersection such that
U ′×X ′ Y ′M →U ′ is finite étale and T ×X ′ Y ′M = Spec AM .

Thus, there exist a dense open subscheme U ⊂ X and a normal scheme X ′ of fi-
nite type over X satisfying the following conditions: The morphism U ′=U×X X ′→
U is an isomorphism. The morphism T → X is lifted to T → X ′. For every inter-
mediate extension M , there exists a finite flat scheme Y ′M→ X ′ locally of complete
intersection such that U ′×X ′ Y ′M →U ′ is finite étale and T ×X ′ Y ′M = Spec AM .

Then applying Theorem 3.3.1, we obtain filtrations (Gγ

T ) and (Gγ+

T ) by normal
subgroups of G = DT indexed by (0,∞)0Q

.

In the rest of the article, we consider the case where X = T = SpecOK for a
complete discrete valuation ring OK . For a finite Galois extension of the fraction
field K of the Galois group G, the decreasing filtrations (Gr )r>0 and (Gr+)r=0 by
normal subgroups indexed by rational numbers are defined.

Lemma 3.3.2. Let K be a complete discrete valuation field and let L be a finite Ga-
lois extension of the Galois group G = Gal(L/K ). Then, the filtration by ramifica-
tion groups of G defined in [Abbes and Saito 2002] is the same as that defined here.

Proof. Let M be an intermediate extension and let Y = SpecOM → Q = An
OK

be
a closed immersion defined by taking a system of generators of OM over OK as in
Example 2.1.1(1). Then, the affinoid varieties used in the definition in [Abbes and
Saito 2002] are the generic fibers of the formal completions of dilatations of Q(r).
Since the geometric connected components of the affinoid varieties are canonically
identified with those of the closed fibers as in Remark 1.1.2, the assertion follows.

�

Let L be a finite separable extension of degree n of K and let Y = SpecOL for
the integer ring OL . We recall the classical case where OL is generated by one
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element over OK , using the Herbrand function. Take a closed immersion

Y = SpecOL → Q = A1
X = SpecOK [T ],

and let P ∈ OK [T ] be the monic polynomial such that we have an isomorphism
OK [T ]/(P)→OL .

Let K ′ be a finite separable extension containing the Galois closure of L and let
X ′ = SpecOK ′ . Let v′ : K ′→Q∪ {∞} be the valuation extending the normalized
valuation of K . Let r > 0 be a rational number in the image of v′ and let R′⊂ X ′ be
the effective Cartier divisor such that v′(R′)= r . Let Q′ ⊃ Y ′ be the base change
of Q ⊃ Y by X ′→ X and let Q′(r) = Q′(R

′) denote the dilatation. We compute
Q′(r) using the Herbrand function, whose definition we briefly recall.

Decompose P as P =
∏n

i=1(T − ai ) in OK ′[T ] and set bi = ai − an ∈OK ′ . Set
P(T1+an)=

∏n
i=1(T1−bi )= T n

1 + c1T n−1
1 +· · ·+ cn−1T1 in OK ′[T1]. Changing

the numbering if necessary, we assume that the valuations si = v
′(bi ) ∈ Q are

increasing in i . Note that the increasing sequence s0= 05 s15 · · ·5 sn−1< sn =∞

is independent of the choice of an . The valuation v′(cn−1) =
∑n−1

k=1 sk equals the
valuation v′(DL/K ) of the different DL/K . It is further equal to the length of the OL -
module �1

OL/OK
divided by the ramification index eL/K by [Serre 1968, Chapter III

§6 corollaire 2 à la proposition 11].
The largest piecewise linear convex continuous function

p : [0, n− 1] → [0, v′(DL/K )]

such that the graph is below the points (0, 0) and (k, v(ck)) for k = 1, . . . , n− 1 is
defined by

p(x)=
k−1∑
i=1

si + sk(x − k+ 1) (3-23)

on [k − 1, k] for k = 1, . . . , n− 1. The graph of p is the Newton polygon of the
polynomial P(T1+an). The Herbrand function ϕ : [0,∞)→[0,∞) is a piecewise
linear concave continuous function defined by

ϕ(s)=
n−1∑
i=1

min(si , s)+ s. (3-24)

We have

ϕ(s)=
k−1∑
i=1

(n− i + 1) · (si − si−1)+ (n− k+ 1) · (s− sk−1) (3-25)

on [sk−1, sk) for k = 1, . . . , n.



RAMIFICATION GROUPS OF COVERINGS AND VALUATIONS 423

Example 3.3.3. Let s ∈ (sk−1, sk]Q, r = ϕ(s) and let t be an element of a finite
separable extension K ′ of K such that v(t) = s. By (3-25) and Example 2.1.2,
Q′(r) is obtained as an iterated dilatation defined inductively by Q′0 = Q′,

Q′i =Q′((n−(i−1))·(si−si−1))

i−1 for 0< i < k and Q′(r)=Q′((n−(k−1))·(s−sk−1))

k−1 .

Hence Q′(r) → X ′ is smooth. Let C ⊂ Q′(r) ×X ′ x ′ be the connected compo-
nent meeting the section s ′n : X ′→ Q′(r) lifting sn : X → Q defined by T = an .
Then, SpecOK ′[T ′] for T ′ = T1/t is a neighborhood of C ⊂ Q′(r). Further, on
SpecOK ′[T ′], the closed subscheme Y ′(r) ⊂ Q′(r) is defined by

∏n
i=k(T

′
− bi/t).

Consequently, the surjections

Y x̄ = {a1, . . . , an} → Fr
X (Y/X)

and
Y x̄ → Fr+

X (Y/X)

are given by the equivalence relations v′(ai − a j ) = s and v′(ai − a j ) > s, re-
spectively. In particular, rL/K = ϕ(sn−1)= v

′(DL/K )+ sn−1 is the unique rational
number r such that the ramification of Y over X is bounded by r+ but not by r .

We give a slightly simplified proof of the proposition below giving characteri-
zations of unramified extensions and tamely ramified extensions.

Lemma 3.3.4 [Serre 1968, chapitre III §7 proposition 13; Abbes and Saito 2002,
Proposition A.3]. Let L be a finite separable extension of a complete discrete val-
uation field K . Assume that OL is generated by one element over OK and let
rL/K = ϕ(sn−1)= v

′(DL/K )+ sn−1 be as in Example 3.3.3.

(1) The following conditions are equivalent:
(i) L is an unramified extension of K .

(ii) rL/K = 0.
(iii) rL/K < 1.

(2) The following conditions are equivalent:
(i) L is a tamely ramified extension of K .

(ii) rL/K = 0 or 1.
(iii) rL/K 5 1.

Proof. By [Abbes and Saito 2002, Proposition A.3], we have v′(DL/K )=1−1/eL/K

and equality holds if and only if L/K is tamely ramified. We have sn−1 = 0
and equality holds if and only if L is unramified. If L is ramified, we have
sn−1= 1/eL/K and equality holds if and only if L is tamely ramified. The assertions
follows from these observations. �

Proposition 3.3.5 [Abbes and Saito 2002, Proposition 6.8]. Let L be a finite sepa-
rable extension of a complete discrete valuation field K .
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(1) The following conditions are equivalent:
(i) L is an unramified extension of K .

(ii) The ramification of L over K is bounded by 1.

(2) The following conditions are equivalent:
(i) L is a tamely ramified extension of K .

(ii) The ramification of L over K is bounded by 1+.

Proof. For both (1) and (2), (i)⇒(ii) follows from Example 3.3.3 and Lemma 3.3.4,
since OL is generated by one element over OK .

We show (ii)⇒(i).

(1) Let L be a finite separable extension such that the ramification over K is
bounded by 1 and assume that L was ramified over K .

Let G be the Galois group of a Galois closure of L over K and let 1 $ I ⊂
G=Gal(L/K ) be the inertia subgroup. By replacing K and L by the subextensions
corresponding to I and to a maximal subgroup H $ I , we may assume that L is a
cyclic extension of prime degree since I is solvable.

Then, either the ramification index eL/K is 1 and the residue extension is a
purely inseparable extension of degree p or L is totally ramified extension. Hence
OL is generated by one element and the assertion follows from Example 3.3.3 and
Lemma 3.3.4.

(2) If the integer ring OL is generated by one element over OK , the assertion
follows from Example 3.3.3 and Lemma 3.3.4. We prove the general case by
reducing to this case by contradiction.

Let L be a finite separable extension such that the ramification over K is bounded
by 1+ and assume that L was wildly ramified over K .

Let G be the Galois group of a Galois closure of L over K and let 1 $ P ⊂
I ⊂ G = Gal(L/K ) be the wild inertia subgroup and the inertia subgroup. By
replacing K and L by the subextensions corresponding to I and to a maximal
subgroup H $ P , we may assume that [L : K ] = mp for an integer m prime to p.

Since an algebraic closure F̃ of the residue field F of K is a perfect closure of
the separable closure, we may construct a henselian separable algebraic extension
K̃ of ramification index 1 of residue field F̃ as a limit lim

−−→
Kλ of finite separable

extensions of ramification index 1. Since the composition L K̃ is a totally ramified
extension of K̃ , there exists a finite separable extension K ′ = Kλ of ramification
index 1 such that L ′ = L Kλ is a totally ramified extension of K ′.

By the functoriality (3-22), the ramification of L ′ over K ′ is bounded by 1+.
Since L ′ is totally ramified over K ′, the integer ring OL ′ is generated by one element
over OK ′ . Hence, L ′ is tamely ramified over K ′ and we have [L ′ : K ′] = m.

By construction, there exists a sequence K ⊂ K0 ⊂ K1 ⊂ · · · ⊂ Kn = K ′ such
that K0 is an unramified extension of K and that Ki is an extension of Ki−1 of
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degree p of ramification index 1 with inseparable residue field extension for each
i = 1, . . . , n. Since [L K0 : K0] = mp, we have n > 0. By taking the smallest
such n, we may assume [L Kn−1 : Kn−1] = mp.

Further, by the functoriality (3-22), we may replace K and L by Kn−1 and L Kn−1.
Hence, we may assume that [K ′ :K ]= p and K ′⊂ L . Since [K ′ :K ]= p, the integer
ring OK ′ is generated by one element over OK . Since K ′ ⊂ L , the ramification of
K ′ over K is bounded by 1+. Hence K ′ is tamely ramified over K . This contradicts
the assumption that the residue field extension of K ′ over K is inseparable. �
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Almost sure local well-posedness
for the supercritical quintic NLS

Justin T. Brereton

This paper studies the quintic nonlinear Schrödinger equation on Rd with ran-
domized initial data below the critical regularity H .d�1/=2 for d � 3. The main
result is a proof of almost sure local well-posedness given a Wiener randomiza-
tion of the data in H s for s 2

�
1
2
.d � 2/; 1

2
.d � 1/

�
. The argument further devel-

ops the techniques introduced in the work of Á. Bényi, T. Oh and O. Pocovnicu
on the cubic problem. The paper concludes with a condition for almost sure
global well-posedness.

1. Introduction

Consider the Cauchy problem for the nonlinear Schrödinger equation. Given initial
data � 2H s.Rd /, for .t; x/ 2 R�Rd the solution u.t; x/ 2 C satisfies

iut C�uD˙juj
p�1u;

ujtD0 D �;
(1)

where C and � correspond to the defocusing and focusing cases, respectively. This
equation has conserved mass and energy

M.t/D
1

2

Z
Rd
ju.t; x/j2 dx;

E.t/D
1

2

Z
Rd
jru.t; x/j2 dx˙

1

pC1

Z
Rd
ju.t; x/jpC1 dx:

The NLS equation is also invariant under a dilation symmetry. Given u.t; x/ that
solves (1), the function u�.t; x/D �2=.p�1/u.�2t; �x/ is a solution with rescaled
initial data for every �. Furthermore there is a Sobolev index sc D d

2
�

2
p�1

such
that the homogeneous Sobolev norm ku�k PH sc is constant under this scaling. This
index sc is known as the scaling critical index, and when d

2
�

2
p�1
D sc D 1

the problem is known as energy critical, since the energy scales like PH sc D PH 1.
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Given initial data � 2H s.Rd /, the problem is called subcritical when s > sc and
supercritical when s < sc .

In addition, special pairs of exponents .q; r/ satisfying the bounds 2� q, r �1
and .q; r; d/¤ .2;1; 2/ are called Schrödinger-admissible if

2

q
C
d

r
D
d

2
: (2)

For such a pair we have the well known Strichartz estimate

kS.t/�k
L
q
t L
r
x.R�Rd /

� Ck�k
L2.Rd /

; (3)

where S.t/ denotes the linear Schrödinger semigroup operator eit� that corre-
sponds to solving the linear Schrödinger equation for time t ; see [Strichartz 1977;
Yajima 1987].

It is known that the NLS equation is ill-posed in the supercritical case; for such s
one can construct special initial data � 2H s.Rd / such that for every T > 0, (1)
has no solution on .�T; T / that stays in H s.Rd /, as demonstrated in [Alazard and
Carles 2009; Christ et al. 2003]. Though local well-posedness is not guaranteed, it
is important to determine if there are solutions for most supercritical initial data �.
This leads one to investigate the problem of almost sure well-posedness for initial
data chosen for supercritical randomized initial data. Pocovnicu, Bényi and Oh
have proven almost sure local well-posedness for the energy critical R4 problem
using Xs;b spaces in [Bényi et al. 2015a]. They then proved a separate result for
the cubic equation for all d � 3 using Up and Vp spaces and their adaptations for
the Schrödinger equation in [Bényi et al. 2015b].

In this paper we adapt the techniques of [Bényi et al. 2015a; 2015b] in order
to prove local well-posedness in the quintic case for dimension d � 3. Follow-
ing [Bényi et al. 2015a], we apply a Wiener randomization to the initial data
� 2 H s.Rd /. This randomization method takes a function � 2 H s.Rd / and for
each ! in a probability space � produces a randomized function

�! D
X
n2Zd

gn.!/�.D�n/� (4)

that is in H s.Rd / with probability 1 but gains regularity with probability 0. The
gn.!/ are mean zero, i.i.d. complex random variables that are required to satisfy a
decay condition, the Gaussian being such a random variable. The term �.D�n/

is a Fourier multiplier whose symbol approximates the characteristic function of
the unit cube centered at n in frequency space.

In Section 2 we present several previously known probabilistic bounds on the
Wiener randomization �! of � 2H s.Rd / as well as its linear Schrödinger evolu-
tion S.t/�! . One of these is a probabilistic bound on khrisS.t/�!kLqLr .I�Rd /
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for arbitrarily large values of q; r . For large enough values of q; r this is a norm
that scales subcritically, which means we can approach almost sure local well-
posedness as if it is a subcritical problem.

Our main result is the almost sure local well-posedness of (1) with initial data
�! chosen via the Wiener randomization of any � 2H s.Rd /:

Theorem 1.1. Fix d � 3 and s 2
�
1
2
.d � 2/; 1

2
.d � 1/

�
. Given � 2 H s.Rd / with

Wiener randomization �! , ! 2�, the quintic nonlinear Schrödinger equation is
almost surely locally well-posed. More specifically, there exist c1; c2; � > 0 such
that for sufficiently small T � 1, there is a set �T �� such that

P.�T /� 1� c1e
�c2=T

�k�kHs

and for each ! 2�T , the initial value problem

iut C�uD˙juj
4u;

u.0/D �!

has a unique solution in the function class C..�T; T /!H s.Rd //.

We now provide a brief outline of the proof. In Section 3 we define the Littlewood–
Paley projection operator, as well as the U 2 and V 2 spaces and their Schrödinger
analogues developed by Koch, Tataru and others in [Hadac et al. 2009; Herr et al.
2011]. In Section 4 we present Strichartz estimates as well as a bilinear estimate
for these spaces. The next step is to split the NLS solution u into its linear part
z.t/D S.t/�! and nonlinear part

v.t/D˙

Z t

0

�iS.t � t 0/
�
jvC zj4.vC z/

�
.t 0/ dt 0; (5)

the integral term of Duhamel’s formula. Our probabilistic bounds tells us that z
almost surely has the same regularity as the initial data �! . Therefore the linear part
of the solution is almost surely in the supercritical space H s.Rd /, and it remains to
prove existence of the nonlinear part v.t/. As mentioned earlier, z.t/ is bounded in
subcritical norms, which means we can treat our linear solution z.t/ as a subcritical
perturbative term in the Cauchy problem

ivt C�v D˙.vC z/jvC zj
4;

v.0/D 0
(6)

that is satisfied by the nonlinear part v.
This means almost sure local well-posedness of v.t/ is essentially a subcritical

problem. We prove local existence of the nonlinear part v.t/ using a fixed point
argument based on doing a frequency decomposition of v.t/ and bounding it at
each frequency.
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Global well-posedness is a much harder problem. There is yet to be a proof
of almost sure global well-posedness of any supercritical NLS problem. Pocov-
nicu, Bényi and Oh proved almost sure global well-posedness of v 2 H 1.R4/

for the cubic problem under the assumption that there is a probabilistic bound on
kvkL1H1.R�R4/ in [Bényi et al. 2015b]. It seems difficult to prove such a bound.

One could probably prove a similar result for the 3-dimensional quintic problem,
the energy critical dimension for the quintic problem. Instead we prove almost
sure global well-posedness of v in the subcritical space S1Cc.R�R3/ assuming
the norm kvkL10L10.Œ�T;T ��R3/ does not blow up in finite time. This means that a
probabilistic a priori estimate for kvkL10L10.Œ�T;T ��R3/ implies almost sure global
well-posedness as expressed in the following result:

Theorem 1.2. Assume 7
8
< s < 1 and 0 < c < 1

8
. Suppose we have a probabilistic

a priori estimate for kvkL10L10.Œ�T;T ��R3/, meaning for every T;R > 0 there is a
function ˛.T;R/ and a set �0T;R such that

� for any ! 2�0T;R, if the solution v.t/ to (6) exists on .�T; T / then we have
the bound

kvk
L10L10.Œ�T;T ��R3/

<RI

� P.�0T;R/� 1�˛.T;R/;

� for all T > 0, limR!1 ˛.T;R/D 0.

Then given � 2H s.R3/ with Wiener randomization �! , the initial value problem

iut C�uD˙juj
4u;

u.0/D �!

is almost surely globally well-posed, meaning there is a set �T;R � � and con-
stants c1; c2; c3 > 0 such that

P.�T;R/� 1� c1e
�c2R

2

� c3˛.T;R/

and for any ! 2�T;R the above equation has a unique solution in the function
class C..�T; T /!H s.Rd // with v.t/ 2H 1Cc.R3/ for any time t 2 .�T; T /.

2. Randomization of initial data and probabilistic estimates

Our method of randomization is the Wiener decomposition of the frequency space
that was used in [Bényi et al. 2015a] and first introduced in [Zhang and Fang 2012].
Consider a Schwartz class function  2 S.Rd / that approximates the cube of unit
length centered at the origin in Rd , meaning that  is supported on Œ�1; 1�d andP
n2Zd  .� �n/ is identically 1. Then for each n, define the Fourier multiplier �

as
�.D�n/u.x/D F�1Œ .� �n/Fu�: (7)
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Note that this satisfies
P
n2Zd �.D�n/u.x/D u.x/. This provides a decomposi-

tion of the function u into pieces whose frequencies are localized to cubes.
The idea is then to consider a function � 2H s.Rd / and for each ! from a prob-

ability space � create a randomized function
P
n2Zd gn.!/�.D�n/� for some

random variables gn. For each n 2 Zd , let �n and �n be probability distributions
on R, symmetric about 0, such that for some constant c we haveˇ̌̌̌Z

Rd
e�x d�n.x/

ˇ̌̌̌
� ec�

2

and
ˇ̌̌̌Z

Rd
e�x d�n.x/

ˇ̌̌̌
� ec�

2

(8)

for all n 2 Zd , � 2 R. A Gaussian random variable would be an example of a
random variable with these properties. Then define each gn to be an independent,
mean zero, complex random variable on � such that Re.gn/ and Im.gn/ have
distributions �n and �n. We define the Wiener randomization �! of � 2H s.Rd /

to be
�! D

X
n2Zd

gn.!/�.D�n/�: (9)

The main advantage derived from the Wiener randomization is improvedLp.Rd /
estimates on the randomized initial data �! off a small set, as a result of a stronger
Bernstein’s inequality. Despite only requiring that � be in H s , the randomized �!

is in Lp.Rd / with probability 1. In addition, we have a probabilistic bound on
k�!kH s.Rd /, which implies that �! 2H s.Rd / almost surely.

We have the following key bounds on �! and its linear Schrödinger evolution
with proofs from [Bényi et al. 2015a]. We prove the first estimate while omitting
the proofs of the second and third estimates. For all R > 0; s > 0 and � 2H s.Rd /,
we have

P
�
k�!kH s.Rd / >R

�
� c1e

�c2R
2=k�k2

Hs.Rd / ;

P
�
kS.t/�!k

L
q
t L
r
x.Œ0;T ��Rd /

>R
�
� c1e

�c2R
2=T 2=qk�k2

L2.Rd / ;

P
�
k�!k

Lp.Rd /
>R

�
� c1e

�c2R
2=k�k

L2.Rd / :

Lemma 2.1. Given � 2 H s with randomization �! , for all R > 0 there exist
positive constants c1; c2 such that

P
�
k�!kH s.Rd / >R

�
� c1e

�c2R
2=k�k2

Hs.Rd / : (10)

Proof. The proof is taken from [Bényi et al. 2015a]. By Minkowski’s inequality,
we have for p � 2,

E
�
k�!k

p

H s.Rd /

�
�
�khris�!kLp.�/L2.Rd /�p
D

�X
n2Zd

gn.!/hri
s�.D�n/�


Lp.�/


L2.Rd /

�p
: (11)
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By a well known lemma on sums of random variables, stated as Lemma 2.1 in
[Bényi et al. 2015a] and proven in [Burq and Tzvetkov 2008], and the fact that
Fourier multipliers commute, we have

E
�
k�!k

p

H s.Rd /

�
� C

�ppkgnhris�.D�n/�kl2.n2Zd /


L2.Rd /

�p
;

E
�
k�!k

p

H s.Rd /

�
� C

�p
pk�kH s.Rd /

�p
:

(12)

So by Markov’s inequality,

RpP
�
k�!kH s.Rd / >R

�
� C

�p
pk�kH s.Rd /

�p
;

P
�
k�!kH s.Rd / >R

�
�

�
C0
p
pk�kH s.Rd /

�p
Rp

:
(13)

Now let p D
�
R=
�
C0ek�kH s

��2 with C0 taken from above. There are two cases.

� p <2: In this case we cannot use the above work because it assumes p� 2 for
Minkowski’s inequality. Letting c2D 1=.C 20 e

2/ we have e�c2R
2=k�kHs � e�2.

Now choosing c1 � e2 we have

P
�
k�!kH s.Rd / >R

�
� 1� c1e

�2
� c1e

�c2R
2=k�k2

Hs ; (14)

since every probabilistic outcome has probability less than 1.

� p � 2: From the definition of p above and (13), we have

P
�
k�!kH s.Rd / >R

�
� e�p � e�c2R

2=k�k2
Hs : (15)

In both cases the lemma is proven. �

Lemma 2.2. Given � 2 H s with randomization �! , for all R > 0 there exist
positive constants c1; c2 such that

P
�
kS.t/�!k

L
q
t L
r
x.Œ0;T ��Rd /

>R
�
� c1e

�c2R
2=T 2=qk�k2

L2 : (16)

After multiplying R by a small power of T we have the following corollary.

Corollary 2.3. For small � 2
�
0; 1
q

�
and R > 0 there exist c1; c2 such that

P
�
kS.t/�!k

L
q
t L
r
x.Œ0;T ��Rd /

> T �R
�
� c1e

�c2R
2=T 2=q�2�k�k2

L2

� c1e
�c2R

2=k�k2
L2 : (17)

Placing derivatives inside the norm and noting that derivatives commute with
Fourier multipliers such as S.t/ and the map �! �! , we have our main bound:
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Theorem 2.4. Given small � 2
�
0; 1
q

�
and �! chosen according to a Wiener ran-

domization, for all R > 0 there exist c1; c2 such that

P
�
khri

sS.t/�!k
L
q
t L
r
x.Œ0;T ��Rd /

> T �R
�
� c1e

�c2R
2=T 2=q�2�k�k2

Hs

� c1e
�c2R

2=k�k2
Hs : (18)

This bound will be crucial in the proof of local well-posedness. This gives us as
much integrability as we want in bounding a linear solution, which means the linear
solution is bounded in subcritical norms, allowing us to treat local well-posedness
like a subcritical problem.

Lemma 2.5. Given � 2 H s with randomization �! , for all R > 0 there exist
positive constants c1; c2 such that:

P
�
k�!k

Lp.Rd /
>R

�
� c1e

�c2R
2=k�k2

L2 : (19)

Proof. The proofs of Theorem 2.4 and Lemma 2.5 can be found in [Bényi et al.
2015a]. They utilize the same basic argument as above, with some extra steps.
Each proof exploits an improvement of Bernstein’s inequality that results from
the Wiener randomization. Note that gn.!/�.D�n/� has Fourier transform sup-
ported on the unit cube centered at n. Therefore, einxgn.!/�.D�n/� has Fourier
transform supported on the unit cube centered at the origin. Bernstein’s inequality
implies that

keinxgn.!/�.D�n/�kLp . ke
inxgn.!/�.D�n/�kL2 (20)

with no loss of regularity, since multiplying by einx does not affect the Lp norm.
So we obtain the bound kgn.!/�.D � n/�kLp . kgn.!/�.D � n/�kL2 . This is
the key ingredient in the proof that allows one to bound the higher Lp norm of �!

with high probability while only assuming that � 2 L2. �

3. Littlewood–Paley theory and function spaces

3A. Littlewood–Paley theory and dyadic decompositions. In the fixed point proof
we will take the linear and nonlinear parts of our solution and dyadically decom-
pose each into a sum of Littlewood–Paley projections. Given a smooth bump
function  such that  .�/ D 1 for j�j � 1 and  .�/ D 0 for j�j � 2, we have
the following definition from the Littlewood–Paley theory.

Definition 3.1. Given dyadic N and a function f 2 L2 we define its projection
P�Nf to be the Fourier multiplier such that

2P�Nf .�/D  
� �
N

�
Of .�/:
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Of course the definition applies to a much wider range of distributions, but in
this paper we need only consider functions in L2 or H s for some s > 0.

Note that 2P�Nf is supported on the set j�j � 2N . Now we define the projection
PN that localizes to frequencies in the interval ŒN=2; 2N �.

Definition 3.2. We define P1 D P�1 and for dyadic N > 1,

PNf D P�Nf �P�N=2f:

This defines the projection PNf with frequencies between N=2 and 2N . Also,
we have

P
N PNf D f , so this is indeed a decomposition.

The above info and other results on Littlewood–Paley theory can be found in
the appendix of [Tao 2006].

3B. Strichartz spaces. In this and the following section we introduce the func-
tion spaces needed to prove well-posedness. We start with the standard Strichartz
spaces: Ss.I �Rd / and N s.I �Rd /. Let q; r be a Schrödinger-admissible pair.
Given an interval I D Œt0; t1� we define Ss.I �Rd / to be the set of measurable
functions bounded in the norm

kukSs.I�Rd / D sup
.q;r/ admissible

khri
suk

LqLr .I�Rd /
:

We also define N�s.I �Rd / to be the dual space of Ss.I �Rd /, which satisfies
the bound

kukN s.I�Rd / � inf
.q;r/ admissible

khri
suk

Lq
0
Lr
0
.I�Rd /

:

The key relation between the Strichartz norms is the Strichartz estimate for solu-
tions to the nonlinear Schrödinger equation. Suppose u is a solution to iutC�uDF .
Then

kukSs.Œt0;t1��Rd / . ku.t0/kH s.Rd /CkF kN s.Œt0;t1��Rd /: (21)

3C. Up and V p spaces. Our analysis requires a norm that measures how close
a function is to a linear solution to the Schrödinger equation, so we use the Up

and Vp spaces of Koch and Tataru introduced in [Hadac et al. 2009; Herr et al.
2011]. We start by defining a Up atom, and then the Up and Vp spaces. Suppose
1 � p <1 and �1 < t0 < t1 < � � � < tn �1 is a partition of the real line. We
denote the characteristic function of the k-th interval of this partition by �Œtk�1;tk/.

Definition 3.3. AUp atom is a step function into a Sobolev space a.t/WR!H s.Rd/

of the form
aD

nX
kD1

�k�Œtk�1;tk/; (22)

where
Pn
kD1 k�kk

p

H s.Rd /
D 1.
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The definition applies to any Hilbert space H , but we will only need it for
Sobolev spaces in this paper.

Definition 3.4. The space Up.RIH s/ is the set of measurable functions bounded
in the associated norm:

kukUp.RIH s/ D inf
Up atoms aj

�X
j

j�j j W uD
X
j

�jaj

�
: (23)

For the Vp spaces we continue to partition the real line, and take our norm to
be the p-variation of the given function.

Definition 3.5. The space Vp.RIH s/ is the set of functions bounded under the
Vp norm:

kukVp.RIH s/ D sup
partitions tk

� nX
kD1

ku.tk/�u.tk�1/k
p

H s.Rd /

�1=p
: (24)

In addition, given an interval I , the norms kukUp.I IH s/; kukVp.I IH s/ and any
of the following norms are defined as the restriction norms. For example,

kukUp.I IH s/ D inf
w.t/Du.t/; t2I
w.1/D0Dw.�1/

kwkUp.RIH s/: (25)

Now we want to create a norm that measures how close our function is to a
linear solution to the Schrödinger equation, much like in the definition of the Xs;b

spaces. If u is a linear solution then S.�t /u is a function that is constant in time
with kS.�t /ukU 2.I IH s/ and kS.�t /ukV 2.I IH s/ norms bounded by kukH s . We
define the Up�H

s and Vp�H
s norms as

kukUp�H s.RIH s/ D kS.�t /ukUp.RIH s/;

kukVp�H s.RIH s/ D kS.�t /ukVp.RIH s/;

and the spaces Up�H
s and Vp�H

s are defined as the set of measurable functions
u W R! H s.Rd / bounded in the Up�H

s and Vp�H
s norms, respectively. These

are useful spaces; however, in our proof we will rely on dyadic decomposition and
will need to apply these norms at specific frequencies, so it is more useful to do
computations in a slightly different norm adapted to dyadic decompositions.

Definition 3.6. We define the Xs and Y s norms, and associated spaces, as follows:

kukXs.R/ D

�X
N

N 2s
kPNuk

2
U 2�L

2

�1=2
;

kukY s.R/ D

�X
N

N 2s
kPNuk

2
V 2�L

2

�1=2
:

(26)
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Note that these norms are a little stronger than those above. They bound the
closeness of the function u to a solution to the linear equation at each frequency,
not just generally. Note that we immediately have the embedding Xs ,! Y s as
well as the bound kS.t/�kXs.RIH s/ � k�kH s.Rd /. This bound means that these
spaces are well suited to studying the linear problem.

In addition, we define the following norm for the nonhomogeneous term that
will allow us to exploit duality:

kF kM s.I / D

Z t

t0

S.t � t 0/F.t 0/ dt 0

Xs.I /

: (27)

This is equivalent to the dual norm of Y s, and we have the bound

kF kM s.I / � sup
kvkYs.I/D1

Z
I

Z
Rd
F.t; x/v.t; x/ dx dt (28)

as Lemma 3.5 in [Bényi et al. 2015b]. This is equivalent to

kF kM s.I / � sup
kvk

Y0.I/
D1

Z
I

Z
Rd
hri

sF.t; x/v.x; t/ dx dt: (29)

In addition, we have a bound analogous to the Strichartz estimate (21) for the
M s norm. Suppose u.t; x/ is a solution to the Cauchy problem

iut C�uD F;

ujtD0 D u.0/
(30)

on the interval I . Then we have the bound

kukXs.I / . ku.0/kH s.Rd /CkF kM s.I /: (31)

4. Strichartz estimates

Lemma 4.1. Let q; r be a Schrödinger-admissible pair.

(i) Given an interval I , for any u 2 Y 0.I / we have

kuk
L
q
t L
r
x.I�Rd /

. kukY 0.I /: (32)

(ii) Given an interval I and p � 2.dC2/
d

, for any u 2 Y d=2�.dC2/=p.I / we have

kuk
L
p
t L

p
x .I�Rd /

.
jrjd=2�.dC2/=pu

Y 0.I /

. kukY d=2�.dC2/=p.I /: (33)

Proof. The proof of the first statement is in [Bényi et al. 2015b, Lemma 3.5]. To
prove the second statement note that for 1

p
D

1
r
�
k
d

, Sobolev embedding implies
that
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kuk
Lp.Rd /

.
jrjku

Lr .Rd /
: (34)

Then taking the Lpt .I / norm of both sides we have

kuk
L
p
t;x.I�Rd /

.
jrjku

L
p
t L

r
x.I�Rd /

: (35)

Then by part (i) we have, for 2
p
C
d
r
D

d
2

,jrjku
L
p
t L

r
x.I�Rd /

.
jrjku

Y 0.I /
: (36)

This proves the desired inequality in Rd with exponents that satisfy 2
p
C
d
r
D

d
2

and 1
p
D

1
r
�
k
d

. Substituting, we get k D d
2
�
dC2
p

. �

By selecting q D r D 2.dC2/
d

and p D 2.d C 2/, we obtain the following
corollaries:

Corollary 4.2. For all u 2 Y 0.I / we have

kuk
L
2.dC2/=d
t;x .I�Rd /

. kukY 0.I /: (37)

Corollary 4.3. For all u 2 Y .d�1/=2.I / we have

kuk
L
2.dC2/
t;x .I�Rd /

.
jrj.d�1/=2u

Y 0.I /
. kukY .d�1/=2.I /: (38)

Lastly, the following is a bilinear projection lemma that gives an L2 bound
on the bilinear L2 norm of projections at different frequencies from [Bourgain
1998; Ozawa and Tsutsumi 1998]. In addition there is a version adapted to the
Schrödinger equation from [Visan 2006].

Lemma 4.4. For dyadic N1 �N2 and �1; �2 2 L2 we have

kPN1S.t/�1PN2S.t/�2kL2.I�Rd /

.N .d�1/=2
1 N

�1=2
2 kPN1�1kL2.Rd /kPN2�2kL2.Rd /: (39)

Corollary 4.5. For N1 �N2 and u1; u2 2 Y 0.I / we have

kPN1u1PN2u2kL2.I�Rd /

.N .d�1/=2�
1 N

�1=2C
2 kPN1u1kY 0.I /kPN2u2kY 0.I /: (40)

Proof. The proof is found in [Bényi et al. 2015b] as Lemma 3.5. �

This will be a key ingredient in the proof of local well-posedness because it
allows us to gain half a derivative from higher frequency terms. In addition, we
use the following 3-dimensional bilinear estimate that solely consists of Strichartz
norms.
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Theorem 4.6. For dyadic N1 �N2 and any small ı > 0 we have

kPN1u1PN2u2kL2.I�R3/

.N .d�1/=2�ı
1 N

�1=2Cı
2

�
kPN1u1.0/kL2.R3/

Ck.i@t C�/PN2u2kL3=2L18=13.I�R3/

�
�
�
kPN2u2.0/kL2.R3/

Ck.i@t C�/PN2u2kL3=2L18=13.I�R3/

�
: (41)

Proof. The proof is found in [Visan 2006] as Lemma 2.5. �
This will be a key ingredient in the proof of Theorem 1.2 in Section 6.

5. Almost sure local well-posedness

We now begin the proof of Theorem 1.1. Given some � 2H s.Rd /, let �! be its
Wiener randomization, and recall that z.t/D S.t/�! denotes the linear part of the
NLS solution and v.t/ is the solution to (6).

Even though we do not have long term bounds on the H s norm of v, we know
that v.0/ D 0. Exploiting our probabilistic bound on z.t/ in subcritical norms,
we show that for � 2

�
d�1
2
; sC 1

2

�
the norm kvkX�..�T;T // is bounded for small

enough time T .
Our method is a fixed point argument. We define

�v.t/D˙

Z t

0

�iS.t � t 0/
�
jvC zj4.vC z/

�
.t 0/ dt 0 (42)

and note that v is a solution if and only if �v D v. We now prove the following
proposition, which is the bulk of our fixed point argument.

Proposition 5.1. Assume s and � satisfy the bounds

d

2
> sC

1

2
> � >

d�1

2
: (43)

Given � 2H s.Rd / with randomization �! , there exists small � > 0 such that for
every R > 0 and sufficiently small T � 1 depending on R, we have

� k�vkX�.Œ0;T //.T �
�
kvk5X�.Œ0;T //CR

5
�

off a set of measure c1e�c2R
2=k�k2

Hs ,

� k�v1��v2kX�.Œ0;T //

. T �
�
R4Ckv1k

4
X
�
.Œ0;T //Ckv2k

4
X
�
.Œ0;T //

�
kv1� v2kX�.Œ0;T //

off a set of measure c1e�c2R
2=k�k2

Hs .

This stems from Theorem 2.4, which tells us that for � < 1
q

we have

P
�
khri

szkLqt L
r
x.Œ0;T /�Rd / � T

�R
�
� 1� c1e

�c2R
2=k�k2

Hs ; (44)

allowing us to gain a factor of T .
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Proof. We only prove the bound on k�vkX�.Œ0;T //, as the proof of the bound on
k�v1��v2kX�.Œ0;T // is similar. For dyadic N � 1 define

�N .v/D P�N�.v/

D P�N

�
˙

Z t

0

�iS.t � t 0/
�
jvC zj4.vC z/

�
.t 0/ dt 0

�
D˙

Z t

0

�iS.t � t 0/P�N
�
jvC zj4.vC z/.t 0/

�
dt 0:

By (29) we have

k�N vkX� D
P�N �.vC z/jvC zj4�M�

� sup
kv6kY0�1

Z T

0

Z
Rd
hr
�
ijvC zj4.vC z/P�N v6 dx dt:

Now, noting that

k�vkX� D lim
N!1

k�N vkX�

D sup
kv6kY0�1

Z T

0

Z
Rd
hr
�
ijvC zj4.vC z/v6 dx dt;

it suffices to show that for small � > 0 this integral is � CT � .R5Ckvk5
X
�/kv6kY 0

off a set of measure c1e�c2R
2=k�k2

Hs . We do this by proving the boundZ T

0

Z
Rd
hri

�
jvC zj4.vC z/v6 dx dt � CT

� .R5Ckvk5
X
�/kv6kY 0 (45)

via case by case analysis of terms of the form hri�Œw1w2w3w4w5�v6, where each
wi is either vi D v or zi D z (or its complex conjugate), and each is dyadically
decomposed into

P
Ni�1; dyadic PNivi and

P
Nj�1; dyadic PNj zj . Dyadic decom-

position allows us to assume the derivatives are placed on the highest frequency
term, or split them between two comparably high frequency terms. Also, we just
write wi instead of PNiwi as we sum over dyadic integers Ni � 1.

We consider four main cases based on whether each wi is a vi or zi , and which
two terms have the highest frequencies:

� Case 1: All five terms are v.

� Case 2: At least one term is a v and it has one of the two highest frequencies.

� Case 3: The two highest frequencies are on z terms.

� Case 4: The two highest frequencies are on a z term and the v6 term.

These four cases are then divided into smaller subcases:



440 JUSTIN T. BRERETON

� Case 1: v1v2v3v4v5v6.
In this case all terms are v. We do not do dyadic decompositions; instead we cut

the frequency space into 5 pieces based on which frequency is largest, and assume
without loss of generality that �1 is. We split into two cases, based on the value
of �, which determines which exponents we can use in Hölder’s inequality.

(1a) � < d
2
�
1
4

.
Noting that � < d

2
�
1
4

, we apply Hölder’s inequality with t exponents

�1 D
2.dC2/

d.2d�4��1/
; �2 D � � � D �5 D

4.dC2/

dC2�d.d�2�/
; �6 D

2.dC2/

d

and x exponents

�1 D
2.dC2/

8�C4�3d
; �2 D � � � D �5 D

2.dC2/

d�2�
; �6 D

2.dC2/

d

and Lemma 4.1:

I D

Z T

0

Z
Rd
hri

�v1v2v3v4v5v6 dx dt

� khri
�v1kL�1L�1kv2kL�2L�2kv3kL�3L�3kv4kL�4L�4kv5kL�5L�5kv6kL�6

� kv1kY �T
�
kv2kL�2L�2kv3kL�3L�3kv4kL�4L�4kv5kL�5L�5kv6kY 0

� T �
5Y
iD1

kvikY �kv6kY 0

for some � > 0.

(1b) d
2
�
1
4
� � < sC 1

2
.

Noting that � � d
2
�
1
4

we apply Hölder’s inequality with t exponents �1 D1,
�2 D � � � D �5 D 8.d C 2/=.d C 4/, �6 D 2.d C 2/=d and x exponents �1 D 2,
�2 D � � � D �5 D 4.d C 2/, �6 D 2.d C 2/=d and Lemma 4.1:

I D

Z T

0

Z
Rd
hri

�v1v2v3v4v5v6 dx dt

� khri
�v1kL�1L�1kv2kL�2L�2kv3kL�3L�3kv4kL�4L�4kv5kL�5L�5kv6kL�6

� kv1kY �T
�
kv2kL�2kv3kL�3kv4kL�4kv5kL�5kv6kY 0

� T �kv1kY �

5Y
iD2

kvikY .d=2/�.1=4/kv6kY 0

for some � > 0.
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� Case 2: v1w2w3w4z5v6, N1 &N2; N3; N4; N5.
In this case there is at least one v term and the highest frequency term is a v.

Therefore we can assume the derivatives fall on the v1 term with the highest fre-
quency.

(2a) w2; w3; w4 are all z terms, N5 �N4 �N3 �N2 �N
1=2.d�1/
1 .

We have assumed that v1 has the highest frequency: N1 �N2; N3; N4; N5. Now
we apply Hölder’s inequality, Lemma 4.1 and our probabilistic bound on the linear
term, Theorem 2.4, and note that s > 1

2
. Setting � D 2.dC2/=d and � D 2.dC2/,

we have

I D

Z T

0

Z
Rd
hri

�v1z2z3z4z5v6 dx dt

� khri
�v1kL�kz2kL�kz3kL�kz4kL�kz5kL�kv6kL�

� kv1kY �.N2N3N4N5/
�s

5Y
iD2

khri
szikL�kv6kY 0

� kv1kY �.N2N3N4N5/
�1=2

5Y
iD2

khri
szikL�kv6kY 0

� kv1kY �.N2/
�2

5Y
iD2

khri
szikL�kv6kY 0

� kv1kY �.N1/
�1=.d�1/

5Y
iD2

khri
szikL�kv6kY 0 :

Noting that N1 is the highest frequency, the sum over all frequencies is bounded
by kvkY �T

�R4kv6kY 0 off a set of measure c1e�c2R
2=k�k2

Hs .

(2b) w2; w3; w4 are all z terms, N2 �N
1=2.d�1/
1 .

We apply Hölder’s inequality, Theorem 2.4, Lemma 4.1 and our bilinear esti-
mate Corollary 4.5, utilizing the assumption that N2 �N

1=2.d�1/
1 . This time with

� D 2.d C 2/=d and � D 3.d C 2/, we have

I D

Z T

0

Z
Rd
hri

�v1z2z3z4z5v6 dx dt

� khri
�v1z2kL2kz3kL�kz4kL�kz5kL�kv6kL�

�N
�1
2
C

1 kv1kY �N
1
2
.d�1/�

2 kz2kY 0kz3kL�kz4kL�kz5kL�kv6kL�

�N
�1
2
C

1 kv1kY �N
1
4

1 kz2kY 0T
0CR3kv6kY 0

�N
�1
4
C

1 kv1kY �T
0CR4kv6kY 0 ;

which is � kvkY �T
0CR4 off a set of small measure.
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(2c) w2 D v2 is a v term, and the others can be anything.
In this case we still have N1 �Ni ; i D 2; : : : ; 6. Applying Hölder’s inequality,

Lemma 4.1, Theorem 2.4 and Corollary 4.5 with � D 2.d C 2/ and � D 4.d C 2/,
we have

I D

Z T

0

Z
Rd
hri

�v1w2w3w4z5v6 dx dt

� khri
�v1v2kL2kw3kL�kw4kL�kz5kL�kv6kL�=d

�N
�1
2
C

1 kv1kY �N
1
2
.d�1/�

2 kv2kY 0kw3kL�kw4kL�kz5kL�kv6kY 0

�N
�1
2
C

1 kv1kY �kv2kY
1
2
.d�1/
kw3kL�kw4kL�kz5kL�kv6kY 0 :

Now if w3 is a v term, then kw3kL� . kv3kY .d�1/=2 as required. If w3 is a z
term, then kw3kL� � T 0CR off a set of small measure. So either way this term is
bounded.

If w4 is a z term then, again, kw4kL� � T 0CR off a set of small measure. The
only trouble is if w4 is a v term, in which case our inequality only gives us

kw4kL� .
jrj.d=2/�.1=4/v4Y 0
.N 1=4

4 kv4kY .d�1/=2 :

There is an extra quarter derivative; however, since N1 is the biggest frequency
we have N 1=4

4 �N
1=4
1 , which is absorbed by the N�1=2C1 term.

Therefore each term in this case is bounded by T 0C.kvk5
X
� CR

5/kv6kY 0 off a
set of measure c1e�c2R

2=k�k2
Hs .

� Case 3: w1w2w3z4z5v6, N4 �N5 &N1; N2; N3; N6.
In this case the two biggest frequencies are on z terms, z4 and z5. The first three

terms are denoted wi , i D 1; 2; 3 and represent either v or z. Assume without loss
of generality that N1 �N2 � � � � �N4 �N5 �N6. Applying Hölder’s inequality
for exponents

�1 D � � � D �3 D 2.d C 2/; �4 D �5 D
4.dC2/

dC1
; �6 D

2.dC2/

d
;

Lemma 4.1 and Theorem 2.4 we haveZ T

0

Z
Rd
w1w2w3z4hri

�z5v6 dx dt

� kw1kL�1kw2kL�2kw3kL�3khri
�=2z4kL�4khri

�=2z5kL�5kv6kL�6 :

For 1
2
� < s this term is bounded by

T 0CR2.kvk3
Y .d�1/=2

CT 0CR3/kv6kY 0
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off a set of measure c1e�c2R
2=k�k2

Hs . Note that � < sC 1
2
< 2s so � satisfies the

requirements.

� Case 4: w1w2w3w4z5v6, N5 �N6 &N1; N2; N3; N4.
This is the biggest case by far and we divide it into several subcases based on

how many v terms there are.

(4a) z1z2z3z4z5v6, N5 �N6 &N1; N2; N3; N4.
Assume without loss of generalityN1�N2�N3�N4.N5�N6. By Hölder’s

inequality with exponents .2; 8; 8; 8; 8/, Corollary 4.5 and Theorem 2.4, we have

I D

Z T

0

Z
Rd
z1z2z3z4hri

�z5v6 dx dt

� kz1v6kL2kz2kL8kz3kL8kz4kL8khri
�z5kL8

.N
1
2
.d�1/�sC

1 N
�1
2
C

5 khri
sz1kY 0kv6kY 0kz2kL8kz3kL8kz4kL8khri

�z5kL8

.N
1
2
.d�1/C

1 .N1N2N3N4/
�sN

�C�1
2
�sC

5

5Y
iD2

khri
szikY 0khri

szikL8kv6kY 0 :

When sC 1
2
> � and s > 1

8
.d � 1/ the powers of the frequencies are negative and

the sum is bounded by T 0CR5kv6kY 0 . We have assumed sC 1
2
> � � 1

2
.d �1/ in

the statement of the theorem, and note that for d � 3, 1
2
.d � 2/ > 1

8
.d � 1/ and

therefore we only require s > 1
2
.d � 2/; however,

s > �� 1
2
�
1
2
.d � 2/:

Thus, this term is bounded by T 0CR5kv6kY 0 off a set of measure c1e�c2R
2=k�k2

Hs .
In all following cases, we can assume there is at least one v, at least one z and

that N5 and N6 are the highest frequencies.

(4b) v1z2z3z4z5v6, N5 �N6 &N1; N2; N3; N4.
Assume without loss of generality that N2 �N3 �N4 �N5 �N6 �N1.
Noting that N2 � N3; N4, we set � D 6.d C 2/=.d C 1/ and apply Hölder’s

inequality, Corollary 4.5 and Theorem 2.4 to obtain

I D

Z T

0

Z
Rd
v1z2z3z4hri

�z5v6 dx dt

� kz2v6kL2kv1kL2.dC2/kz3kL�kz4kL�khri
�z5kL�

.N
�1
2
C

6 N
1
2
.d�1/�

2 kz2kY 0kv6kY 0kv1k
Y
1
2
.d�1/

.N3N4/
�sN

��s
5 R3

.N ��s� 1
2
C

6 N
1
2
.d�1/�s�

2 .N3N4/
�sT 0CR4kv1k

Y
1
2
.d�1/
kv6kY 0

.N ��s� 1
2
C

6 .N2N3N4/
1
6
.d�1/�s

kv1k
Y
1
2
.d�1/

T 0CR4kv6kY 0 :
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When s > 1
6
.d � 1/ the powers of the frequencies are negative, and the sum is

bounded by kvkY .d�1/=2T
0CR4kv6kY 0 . And indeed, s > 1

6
.d � 1/, since we have

s > 1
2
.d � 2/ and d � 3.

(4c) v1v2z3z4z5v6, N5 �N6 &N1; N2; N3; N4.
Assume without loss of generality that N1 � N2; N3 � N4 � N5 � N6. With

� D 6.d C 2/=.d C 1/, by Hölder’s inequality, Corollary 4.5 and Theorem 2.4 we
have

I D

Z T

0

Z
Rd
v1v2z3z4hri

�z5v6 dx dt;

� kv1v6kL2kv2kL2.dC2/kz3kL�kz4kL�khri
�z5kL�

.N
�1
2
C

6 N
1
2
.d�1/�

1 kv1kY 0kv6kY 0kv2k
Y
1
2
.d�1/

.N3N4/
�s.N5/

�T 0CR3

.N 0�
1 .N3N4/

�sN
��s� 1

2
C

5 kv1k
Y
1
2
.d�1/
kv2k

Y
1
2
.d�1/

T 0CR3kv6kY 0

.N 0�
1 N 0�

2 .N3N4/
�sN

��s� 1
2
C

5 kv1k
Y
1
2
.d�1/
kv2k

Y
1
2
.d�1/

T 0CR3kv6kY 0 :

Since sC 1
2
> �, all powers of the frequencies are negative and the sum is bounded

by kvk2
Y .d�1/=2

T 0CR3kv6kY 0 .

(4d) v1v2v3z4z5v6, N5 �N6 &N1; N2; N3; N4.
Assume without loss of generality that N1 � N2 � N3; N4 � N5. Setting

� D 2.d C 2/ and � D 4.d C 2/=d , by Hölder’s inequality, Corollary 4.5 and
Theorem 2.4 we have

I D

Z T

0

Z
Rd
v1v2v3z4hri

�z5v6 dx dt;

� kv1v6kL2kv2kL�kv3kL�kz4kL�khri
�z5kL�

.N
�1
2
C

6 N
1
2
.d�1/�

1 kv1kY 0kv6kY 0kv2k
Y
1
2
.d�1/
kv3k

Y
1
2
.d�1/

N�s4 N
��s
5 T 0CR2

.N 0�
1 N�s4 N

��s� 1
2
C

5 kv1k
Y
1
2
.d�1/
kv2k

Y
1
2
.d�1/
kv3k

Y
1
2
.d�1/

T 0CR2kv6kY 0 :

Since sC 1
2
> �, all powers of the frequencies are negative and the sum is bounded

by kvk3
Y .d�1/=2

T 0CR2kv6kY 0 .

(4e) v1v2v3v4z5v6, N5 �N6 &N1; N2; N3; N4.
Assume without loss of generality that N1 �N2 �N3 �N4 �N5. Again with

� D 2.d C 2/ and � D 4.d C 2/=d , by Hölder’s inequality, Corollary 4.5 and
Theorem 2.4 we have
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I D

Z T

0

Z
Rd
v1v2v3v4hri

�z5v6 dx dt;

� kv1v6kL2kv2kL�kv3kL�kv4kL�khri
�z5kL�

.N
�1
2
C

6 N
1
2
.d�1/�

1

�kv1kY 0kv6kY 0kv2k
Y
1
2
.d�1/
kv3k

Y
1
2
.d�1/
kv4k

Y
1
4
d
N
��s
5 T 0CR

.N 0�
1 N

� 1
4
.d�2/

4 N
��s� 1

2
C

5

�kv1k
Y
1
2
.d�1/
kv2k

Y
1
2
.d�1/
kv3k

Y
1
2
.d�1/
kv4k

Y
1
2
.d�1/

T 0CRkv6kY 0 :

Since sC 1
2
> �, all powers of the frequencies are negative and the sum is bounded

by kvk4
Y .d�1/=2

T 0CRkv6kY 0 off a set of small measure.

In each case the term is bounded by CT � .R5Ckvk5
Y
�/kv6kY 0 , for some � > 0.

This completes the proof of the first part of the proposition. The proof of

k�v1��v2kX� � CT
� .R4Ckv1k

4
X
� Ckv2k

4
X
�/kv1� v2kX�

off a set of measure c1e�c2R
2=k�k2

Hs is similar and is omitted. �

Using this key proposition we can close the fixed point argument in the final
theorem.

Proof of Theorem 1.1. Let Br denote the ball of radius r in X�.Œ0; T // with
1
2
d > s C 1

2
> � � 1

2
.d � 1/ as in the previous proposition. We claim that for

small enough T and small but fixed r the map � is a contraction on Br outside a
set of measure c1e�c2R

2=k�k2
Hs . See Section 1.6 of [Tao 2006] for an overview of

contraction based fixed point arguments.
To apply the theory for fix point arguments we require, off a small set, the

contraction conditions

� k�vkX�.Œ0;T // � r for v 2 Br ,

� k�v1��v2kX�.Œ0;T // �
1
2
kv1� v2kX�.Œ0;T //.

By the bounds from the proposition, we have, for all R and some fixed constant C ,
k�vkX� � CT

� .R5C r5/ and k�v1 � �v2kX� � Ckv1 � v2kX�T
� .2r4CR4/

off a set of measure c1e�c2R
2=k�kHs .

The contraction conditions are satisfied if we select r; R; T such that

r �R;

CT �R5 �
r

8
:

(46)

We can fix a value of r to satisfy the first bound. Selecting T such that T �R�5=�
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the second bound of a contraction is satisfied, and we conclude that the map � has
a fixed point in Br .

Therefore, for sufficiently small T , the equation �v D v has a solution in B
for every �! off this set of measure c1e�c2R

2=k�k2
Hs . Setting ˛ D �2�=5, there

exists a set �T �� of measure � 1� c1e�c2=T
˛k�k2

Hs such that for t 2 Œ0; T / the
Duhamel equation

v.t/D˙

Z t

0

�iS.t � t 0/
�
jvC zj4.vC z/

�
.t 0/ dt 0 (47)

has a unique solution in X�.Œ0; T //. The same argument proves the existence of a
solution in X�..�T; 0�/ on a set of the same measure. Taking u.t/D S.t/�Cv.t/
we have a solution on the interval .�T; T / in the class

H s.Rd /CC..�T; T /!H �.R3//�H s.Rd /: �

6. A condition for global well-posedness

We now present the proof of Theorem 1.2. The proof relies upon the following
proposition.

Proposition 6.1. Suppose 0 < c < 1
8

, 7
8
< s < 1 and k�!kH s.R3/ <R. There exists

a small positive constant �� 1
R

such that for any interval Œt1; t2� satisfying

jt1� t2j � 1; kvkL10L10.Œt1;t2��R3/
< � and khri

szk
LqLr .Œt1;t2��R3/

< �

for the pairs .q; r/ 2
˚
.10; 10/;

�
15
2
; 15
7

�
;
�
30
7
; 15

�	
, we have

kvkS1Cc.Œt1;t2��R3/ . kv.t1/kH1Cc.R3/CC.�/:

We first give the proof of Theorem 1.2 given that Proposition 6.1 is true. The
rest of the paper is devoted to proving Proposition 6.1.

Proof of Theorem 1.2. Assume Proposition 6.1 and the hypothesis of Theorem 1.2,
that there exists such a function ˛. Fix values T;R and a set �0T;R satisfying the
properties outlined in Theorem 1.2. By Theorem 2.4 and Lemma 2.1 there is a set
�T;R � �

0
T;R of measure at least 1� c1e�c2R

2=T k�kHs �˛.T;R/ such that for
any ! 2�T;R and .q; r/ 2

˚
.1; 2/; .10; 10/;

�
15
2
; 15
7

�
;
�
30
7
; 15

�	
we have

khri
szk

LqLr .Œ�T;T ��R3/
<R; (48)

and for any solution v to (6) we have

kvk
L10L10.Œ�T;T ��R3/

<R: (49)

Now assume that ! is indeed in the set �T;R. Note that by the local well-
posedness theory a solution exists on some short time interval .�t; t /. Suppose for
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sake of contradiction there is a pair of times �T < Tmin < 0 < Tmax < T such that
the solution v.t/ cannot be extended in H 1Cc past .Tmin; Tmax/.

We know that kvkL10L10..Tmin;Tmax/�R3/ <R and we have

khri
szk

LqLr .Œ�T;T ��R3/
<R

for each necessary pair .q; r/. Therefore, we can split ŒTmin; Tmax� into a finite num-
ber of subintervals I on which kvkL10L10.I�R3/ < � and khriszkLqLr .I�R3/ < �

for .q; r/ 2
˚
.10; 10/;

�
15
2
; 15
7

�
;
�
30
7
; 15

�	
.

This means that on each subinterval Œti ; tiC1�, the conditions of Proposition 6.1
are met, and therefore the kvkS1Cc.Œti ;tiC1��R3/ norm is finite. Therefore, there
exists a solution in the space S1Cc.Œti ; tiC1��R3/ on each successive interval
Œti ; tiC1�, which implies that the kvkL1H1Cc norm is bounded at each endpoint.
This means the S1Cc norm is bounded on the next interval. Iterating this argument
over each subinterval, this implies the S1Cc norm of the nonlinear solution v.t/
is bounded on the whole interval ŒTmin; Tmax�. In addition, kv.Tmin/kH1Cc and
kv.Tmax/kH1Cc are both finite. Therefore, one can apply the local well-posedness
theory to extend the solution beyond ŒTmin; Tmax�, which is a contradiction. �

This concludes the proof of Theorem 1.2. It remains to prove Proposition 6.1.

Proof of Proposition 6.1. The nonlinear part of the solution v satisfies the differen-
tial equation

ivt C�v D .vC z/jvC zj
4
D vjvj4Cf .v; z/ (50)

for the function f .v; z/D .vC z/jvC zj4� vjvj4 . jzj5Cjzj � jvj4.
By the Strichartz estimates (21), we have the bound

kvkS1Cc.Œt1;t2��R3/

. kv.t1/kH1Cc C
vjvj4

N 1Cc.Œt1;t2��R3/
Ckf .v; z/kN 1Cc.Œt1;t2��R3/: (51)

So we need to bound the two remaining terms.

Lemma 6.2. If v is a solution to (50), thenvjvj4
N 1Cc.Œt1;t2��R3/

. �4kvkS1Cc.Œt1;t2��R3/:

Proof. Note that the pair
�
10
3
; 10
3

�
is Schrödinger-admissible and has Hölder con-

jugate
�
10
7
; 10
7

�
. Therefore, by (21) we havev � jvj4

N 1Cc.Œt1;t2��R3/
.
hri1Ccv � jvj4

L10=7L10=7.Œt1;t2��R3/

. khri1Ccvk
L10=3L10=3.Œt1;t2��R3/

kvk4
L10L10.Œt1;t2��R3/

. kvkS1Cc.Œt1;t2��R3/kvk
4
L10L10.Œt1;t2��R3/

. �4kvkS1Cc.Œt1;t2��R3/: �
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Proposition 6.3. Assume 0 < c < 1
8

, f .v; z/D .vC z/jvC zj4� vjvj4 and that z
and v satisfy the R and � bounds in the proposition, where z is the linear solution
and v is the solution to (6). Then we have

kf kN 1Cc.Œt1;t2��R3/ . khri1Ccf kL3=2L18=13.Œt1;t2��R3/

.
p

�7R
�p
�RCkv1.t1/kH1.R3/

Ckhriu5k
L3=2L18=13.Œt1;t2��R3/

�
: (52)

Proof. Observing that
�
3; 18

5

�
is Schrödinger-admissible, we have

kf kN 1Cc.Œt1;t2��R3/ � kf kL3=2W 1Cc;18=13.Œt1;t2��R3/

. sup
kw6k

L3L18=5.Œt1;t2��R3/
�1

Z t2

t1

Z
x

hri
1CcŒf �w6 dw: (53)

The function f .v; z/ is a sum of terms of the form w1w2w3w4z5, where each
wi is either a v or z term. We dyadically decompose these first five terms (not w6),
refer to PNiwi as wi , and sum over all frequencies N1–N5 and combinations of
v; z in integrals of the form

khri
1Ccf k

L3=2L18=13.Œt1;t2��R3/

. sup
kw6k

L3L18=5.Œt1;t2��R3/
�1

Z t2

t1

Z
x

hri
1CcŒw1w2w3w4v5�w6 dw: (54)

We can assume that the 1C c derivatives fall on the term with highest frequency.
Before going through cases, we prove the following lemmas that combine interpo-
lation with the bilinear estimate, Theorem 4.6.

Lemma 6.4. If N1 � N2, then for any pair of dyadic components v1 D PN1v,
z2 D PN2z we have the bound

kv1z5kL30=11L15=8.Œt1;t2��R3/

.N�1=4�sCı=22 kv1k
1=2

L10L10.Œt1;t2��R3/

�
�
kv1.t1/kH1.R3/Ckhriu

5
k
L3=2L18=13.Œt1;t2��R3/

�1=2p
�R: (55)

Proof. First note that for N1 �N2 we have the bilinear estimate Theorem 4.6:

kv1z2kL2L2.Œt1;t2��R3/

.N�1=2Cı2 N 1�ı
1

�
kv1.t1/kL2.R3/Cku

5
k
L3=2L18=13.Œt1;t2��R3/

�
kz.t1/kL2.R3/;
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kv1z2kL2L2.Œt1;t2��R3/

.N�1=2�sCı2

�
kv1.t1/kH1.R3/Ckhriu

5
k
L3=2L18=13.Œt1;t2��R3/

�
R: (56)

Also, by Hölder’s inequality

kv1z2kL30=7L30=17.Œt1;t2��R3/
� kv1kL10L10.Œt1;t2��R3/

kz2kL30=4L30=14.Œt1;t2��R3/

�N�s2 kv1kL10L10.Œt1;t2��R3/
�: (57)

Now note that

1

30=11
D
1=2

2
C
1=2

30=7
;

1

15=8
D
1=2

2
C

1=2

30=17
: (58)

Interpolating with exponents 1
2
; 1
2

yields

kv1z5kL30=11L15=8.Œt1;t2��R3/

.N�1=4�sCı=22 kv1k
1=2

L10L10.Œt1;t2��R3/

�
�
kv1.t1/kH1.R3/Ckhriu

5
k
L3=2L18=13.Œt1;t2��R3/

�1=2p
�R: (59)

This completes the proof. �

Lemma 6.5. If N2 � N1, then for any pair of dyadic components v1 D PN1v,
z2 D Pn2z we have the bound

kv1z2kL30=11L15=8.Œt1;t2��R3/

.N�3=4Cı=21 N
1=2�s
2

�
�
kv1.t1/kH1.R3/Ckhriu

5
k
L3=2L18=13.Œt1;t2��R3/

�p
�R: (60)

Proof. The bilinear estimate Theorem 4.6 tells us that

kv1z2kL2L2.Œt1;t2��R3/

.N�1=2Cı1 N 1�ı
2

�
�
kv1.t1/kL2.R3/Ckhriu

5
k
L3=2L18=13.Œt1;t2��R3/

�
kz.t1/kL2.R3/

kv1z2kL2L2.Œt1;t2��R3/

�N
�3=2Cı
1 N 1�s

2

�
kv1kH1.R3/Ckhriu

5
k
L3=2L18=13.Œt1;t2��R3/

�
R: (61)

Also, by Hölder’s inequality we have

kv1z2kL30=7L30=17.Œt1;t2��R3/
. kv1kL1L2.Œt1;t2��R3/

kz2kL30=7L15.Œt1;t2��R3/

.N�11 N�s2 kv1kS1.Œt1;t2��R3/�: (62)
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So with exponents 1
2
; 1
2

we interpolate between the L2L2 and L30=7L30=17

bounds, and apply the Strichartz estimate to get

kv1z2kL30=11L15=8.Œt1;t2��R3/

.N�3=4Cı=21 N
1=2�s
2

�
�
kv1.t1/kH1.R3/Ckhriu

5
k
L3=2L18=13.Œt1;t2��R3/

�p
�R; (63)

completing the proof. �

Lemma 6.6. If N1 �N2 then for z1 D PN1z, z2 D Pn2z we have

kz1z2kL30=11L15=8.Œt1;t2��R3/
�N

�1=4�sCı=2
2 N

1=2�s
1 R�: (64)

Proof. The proof is identical to that of Lemma 6.4 except that v1 has been replaced
with z1, which is put in an L10L10 norm. �

In analyzing terms of the form w1w2w3w4v5, there are two cases for where the
highest frequencies occur:

� Case 1: The highest frequency is on a z term.

� Case 2: The highest frequency is on a v term.

Throughout these cases we utilize the facts that kvkLqLr . kvkS1 for 2
q
C
3
r
D
1
2

and kvkLqLr . kvkS0 for .q; r/ Schrödinger admissible. We also use the above
three lemmas. Now we begin the analysis of cases.

Case 1: In this case the highest frequency is on z5. We have all the derivatives
falling on z5.

(1a) v1w2w3w4z5 case.
Applying Hölder’s inequality, Lemma 6.4 and our assumptions about � we have

I D

Z t2

t1

Z
x

v1w2w3w4hri
1Ccz5w6 dw

�N 1Cc
5 kw2kL10L10.Œt1;t2��R3/

kw3kL10L10.Œt1;t2��R3/
kw4kL10L10.Œt1;t2��R3/

�kv1z5kL30=11L15=8.Œt1;t2��R3/
kw6kL3L18=5

�N
3=4Cc�sCı=2
5 kw2kL10L10.Œt1;t2��R3/

kw3kL10L10.Œt1;t2��R3/

�kw4kL10L10.Œt1;t2��R3/
kv1k

1=2

L10L10.Œt1;t2��R3/

�
�
kv1.t1/kH1.R3/Ckhriu

5
k
L3=2L18=13.Œt1;t2��R3/

�1=2
�
p
�Rkw6kL3L18=5 : (65)
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For c < 1
8

, s > 7
8

and ıD 0C, the power ofN5 is negative, and the sum converges.
The wi terms are all bounded by kvikL10L10.Œt1;t2��R3/ or �. So this is bounded by
�4R1=2

�
kv1.t1/kH1.R3/Ckhriu

5kL3=2L18=13.Œt1;t2��R3/

�
1=2.

(1b) z1z2z3z4z5 case.
Applying Hölder’s inequality, Lemma 6.6, and our � bounds we have

I D

Z t2

t1

Z
x

z1z2z3z4hri
1Ccz5w6 dw

�N 1Cc
5 kz2kL10L10.Œt1;t2��R3/

kz3kL10L10.Œt1;t2��R3/

�kz4kL10L10.Œt1;t2��R3/
kz1z5kL30=11L15=8.Œt1;t2��R3/

kw6kL3L18=5

�N
1=2�s
1 N

3=4�sCcCı
5 kz2kL10L10kz3kL10L10

�kz4kL10L10�Rkw6kL3L18=5 : (66)

For s > 7
8

and c < 1
8

and ı D 0C, both powers are negative and this is bounded
by �4R.

Case 2: In this case the highest frequency falls on v, meaning N1 �N2; : : : ; N5.
Applying Hölder’s inequality, Lemma 6.5, and our � bounds, for N5 �N1 we have

I D

Z t2

t1

Z
x

hri
1Ccv1w2w3w4z5w6 dw

�N 1Cc
1 kw2kL10L10.Œt1;t2��R3/

kw3kL10L10.Œt1;t2��R3/

�kw4kL10L10.Œt1;t2��R3/
kv1z5kL30=11L15=8.Œt1;t2��R3/

kw6kL3L18=5

�N
�1=4CcCı=2
1 N

1=2�s
5 kw2kL10L10.Œt1;t2��R3/

kw3kL10L10.Œt1;t2��R3/

�kw4kL10L10.Œt1;t2��R3/

�
kv1.t1/kH1.R3/Ckhriu

5
k
L3=2L18=13.Œt1;t2��R3/

�
�
p
�Rkw6kL3L18=5 : (67)

As in case (1a), the kwikL10L10.Œt1;t2��R3/ terms are all bounded by either �
or kvkL10L10.Œt1;t2��R3/. Thus, for c < 1

8
the sum over frequencies is bounded by

p

�7R
�
kv1.t1/kH1.R3/Ckhriu

5
kL3=2L18=13.Œt1;t2��R3/

�
:

So in all cases the integral is bounded by
p

�7R
�p
�RCkv1.t1/kH1.R3/Ckhriu

5
k
L3=2L18=13.Œt1;t2��R3/

�
:

This completes the proof of Proposition 6.3. �

So combining Lemma 6.2, Proposition 6.3 and the fact that �� 1 we arrive at
the following pair of inequalities:
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kvkS1Cc.Œt1;t2��R3/

. kv.t1/kH1Cc Ckhri
1Ccf k

L3=2L18=13.Œt1;t2��R3/
,

khri
1Ccf k

L3=2L18=13.Œt1;t2��R3/

.
p

�7R
�p
�RCkv1.t1/kH1.R3/Ckhriu

5
k
L3=2L18=13.Œt1;t2��R3/

�
:

So all that remains is to bound

khriu5k
L3=2L18=13.Œt1;t2��R3/

� khriv5k
L3=2L18=13.Œt1;t2��R3/

Ckhrif k
L3=2L18=13.Œt1;t2��R3/

: (68)

First observe that

khriv5k
L3=2L18=13.Œt1;t2��R3/

� khriv � v4k
L3=2L18=13.Œt1;t2��R3/

� khrivk
L15=4L90=29.Œt1;t2��R3/

kvk4
L10L10.Œt1;t2��R3/

� kvkS1.Œt1;t2��R3/kvk
4
L10L10.Œt1;t2��R3/

. khriv5k
L3=2L18=13.Œt1;t2��R3/

kvk4
L10L10.Œt1;t2��R3/

C
�
kv.t1/kH1.R3/Ckf kN 1.Œt1;t2��R3/

�
kvk4

L10L10.Œt1;t2��R3/

and for kvkL10L10.Œt1;t2��R3/ less than � we have

khriv5k
L3=2L18=13.Œt1;t2��R3/

. �4
�
kv.t1/kH1.R3/Ckf kN 1.Œt1;t2��R3/

�
: (69)

Noting that kvkL10L10.Œt1;t2��R3/ is small and combining Proposition 6.3, (68)
and (69), we have

khri
1Ccf k

L3=2L18=13.Œt1;t2��R3/

.
p

�7R
�p
�RCkv.t1/kH1.R3/Ckhrif kL3=2L18=13.Œt1;t2��R3/

�
.
p

�7R
�p
�RCkv.t1/kH1.R3/Ckhri

1Ccf k
L3=2L18=13.Œt1;t2��R3/

�
: (70)

For �� 1
R

this implies that

khri
1Ccf k

L3=2L18=13.Œt1;t2��R3/
.
p

�7R
�p
�RCkv.t1/kH1.R3/

�
:

This gives us the necessary bound on f .
Combining this result with Lemma 6.2, we have

kvkS1Cc.Œt1;t2��R3/ . kv.t1/kH1Cc.R3/CC.�/ (71)

for sufficiently small �� 1
R

, which completes the proof of Proposition 6.1. �



ALMOST SURE LOCAL WELL-POSEDNESS FOR THE SUPERCRITICAL QUINTIC NLS 453

References

[Alazard and Carles 2009] T. Alazard and R. Carles, “Loss of regularity for supercritical nonlinear
Schrödinger equations”, Math. Ann. 343:2 (2009), 397–420. MR Zbl

[Bényi et al. 2015a] Á. Bényi, T. Oh, and O. Pocovnicu, “Wiener randomization on unbounded
domains and an application to almost sure well-posedness of NLS”, pp. 3–25 in Excursions in
harmonic analysis (College Park, MD, 2013), vol. 4, edited by R. Balan et al., Springer, 2015. MR
Zbl

[Bényi et al. 2015b] Á. Bényi, T. Oh, and O. Pocovnicu, “On the probabilistic Cauchy theory of the
cubic nonlinear Schrödinger equation on Rd , d � 3”, Trans. Amer. Math. Soc. Ser. B 2 (2015), 1–50.
MR Zbl

[Bourgain 1998] J. Bourgain, “Refinements of Strichartz’ inequality and applications to 2D-NLS
with critical nonlinearity”, Internat. Math. Res. Notices 1998:5 (1998), 253–283. MR Zbl

[Burq and Tzvetkov 2008] N. Burq and N. Tzvetkov, “Random data Cauchy theory for supercritical
wave equations, I: Local theory”, Invent. Math. 173:3 (2008), 449–475. MR Zbl

[Christ et al. 2003] M. Christ, J. Colliander, and T. Tao, “Ill-posedness for nonlinear Schrödinger
and wave equations”, preprint, 2003. arXiv

[Hadac et al. 2009] M. Hadac, S. Herr, and H. Koch, “Well-posedness and scattering for the KP-II
equation in a critical space”, Ann. Inst. H. Poincaré Anal. Non Linéaire 26:3 (2009), 917–941. MR
Zbl

[Herr et al. 2011] S. Herr, D. Tataru, and N. Tzvetkov, “Global well-posedness of the energy-critical
nonlinear Schrödinger equation with small initial data in H1.T3/”, Duke Math. J. 159:2 (2011),
329–349. MR Zbl

[Ozawa and Tsutsumi 1998] T. Ozawa and Y. Tsutsumi, “Space-time estimates for null gauge forms
and nonlinear Schrödinger equations”, Differential Integral Equations 11:2 (1998), 201–222. MR
Zbl

[Strichartz 1977] R. S. Strichartz, “Restrictions of Fourier transforms to quadratic surfaces and decay
of solutions of wave equations”, Duke Math. J. 44:3 (1977), 705–714. MR Zbl

[Tao 2006] T. Tao, Nonlinear dispersive equations: Local and global analysis, CBMS Regional
Conference Series in Mathematics 106, American Mathematical Society, Providence, RI, 2006.
MR Zbl

[Visan 2006] M. Visan, The defocusing energy-critical nonlinear Schrödinger equation in dimen-
sions five and higher, Ph.D. thesis, University of California, Los Angeles, 2006, available at https://
search.proquest.com/docview/305342414/.

[Yajima 1987] K. Yajima, “Existence of solutions for Schrödinger evolution equations”, Comm.
Math. Phys. 110:3 (1987), 415–426. MR Zbl

[Zhang and Fang 2012] T. Zhang and D. Fang, “Random data Cauchy theory for the generalized
incompressible Navier–Stokes equations”, J. Math. Fluid Mech. 14:2 (2012), 311–324. MR Zbl

Received 9 Apr 2018.

JUSTIN T. BRERETON:

jbrere@berkeley.edu
Department of Mathematics, University of California, Berkeley, CA, United States

msp

http://dx.doi.org/10.1007/s00208-008-0276-6
http://dx.doi.org/10.1007/s00208-008-0276-6
http://msp.org/idx/mr/2461259
http://msp.org/idx/zbl/1161.35047
http://msp.org/idx/mr/3411090
http://msp.org/idx/zbl/1375.42040
http://dx.doi.org/10.1090/btran/6
http://dx.doi.org/10.1090/btran/6
http://msp.org/idx/mr/3350022
http://msp.org/idx/zbl/1339.35281
http://dx.doi.org/10.1155/S1073792898000191
http://dx.doi.org/10.1155/S1073792898000191
http://msp.org/idx/mr/1616917
http://msp.org/idx/zbl/0917.35126
http://dx.doi.org/10.1007/s00222-008-0124-z
http://dx.doi.org/10.1007/s00222-008-0124-z
http://msp.org/idx/mr/2425133
http://msp.org/idx/zbl/1156.35062
http://msp.org/idx/arx/math/0311048
http://dx.doi.org/10.1016/j.anihpc.2008.04.002
http://dx.doi.org/10.1016/j.anihpc.2008.04.002
http://msp.org/idx/mr/2526409
http://msp.org/idx/zbl/1169.35372
http://dx.doi.org/10.1215/00127094-1415889
http://dx.doi.org/10.1215/00127094-1415889
http://msp.org/idx/mr/2824485
http://msp.org/idx/zbl/1230.35130
http://msp.org/idx/mr/1741843
http://msp.org/idx/zbl/1008.35070
http://dx.doi.org/10.1215/S0012-7094-77-04430-1
http://dx.doi.org/10.1215/S0012-7094-77-04430-1
http://msp.org/idx/mr/0512086
http://msp.org/idx/zbl/0372.35001
http://dx.doi.org/10.1090/cbms/106
http://msp.org/idx/mr/2233925
http://msp.org/idx/zbl/1106.35001
https://search.proquest.com/docview/305342414/
https://search.proquest.com/docview/305342414/
http://dx.doi.org/10.1007/BF01212420
http://msp.org/idx/mr/891945
http://msp.org/idx/zbl/0638.35036
http://dx.doi.org/10.1007/s00021-011-0069-7
http://dx.doi.org/10.1007/s00021-011-0069-7
http://msp.org/idx/mr/2925111
http://msp.org/idx/zbl/1294.35076
mailto:jbrere@berkeley.edu
http://msp.org




Guidelines for Authors

Authors may submit manuscripts in PDF format on-line at the submission page.

Originality. Submission of a manuscript acknowledges that the manuscript is original and and is not,
in whole or in part, published or under consideration for publication elsewhere. It is understood also
that the manuscript will not be submitted elsewhere while under consideration for publication in this
journal.

Language. Articles are usually in English or French, but articles written in other languages are
welcome.

Required items. A brief abstract of about 150 words or less must be included. It should be self-
contained and not refer to bibliography keys. If the article is not in English, two versions of the
abstract must be included, one in the language of the article and one in English. Also required are
keywords and a Mathematics Subject Classification for the article, and, for each author, affiliation (if
appropriate) and email address.

Format. Authors are encouraged to use LATEX and the standard amsart class, but submissions in other
varieties of TEX, and exceptionally in other formats, are acceptable. Initial uploads should normally
be in PDF format; after the refereeing process we will ask you to submit all source material.

References. Bibliographical references should be complete, including article titles and page ranges.
All references in the bibliography should be cited in the text. The use of BIBTEX is preferred but
not required. Tags will be converted to the house format, however, for submission you may use the
format of your choice. Links will be provided to all literature with known web locations and authors
are encouraged to provide their own links in addition to those supplied in the editorial process.

Figures. Figures must be of publication quality. After acceptance, you will need to submit the
original source files in vector graphics format for all diagrams in your manuscript: vector EPS or
vector PDF files are the most useful.

Most drawing and graphing packages — Mathematica, Adobe Illustrator, Corel Draw, MATLAB,
etc. — allow the user to save files in one of these formats. Make sure that what you are saving is
vector graphics and not a bitmap. If you need help, please write to graphics@msp.org with as many
details as you can about how your graphics were generated.

Bundle your figure files into a single archive (using zip, tar, rar or other format of your choice)
and upload on the link you been provided at acceptance time. Each figure should be captioned and
numbered so that it can float. Small figures occupying no more than three lines of vertical space
can be kept in the text (“the curve looks like this:”). It is acceptable to submit a manuscript with all
figures at the end, if their placement is specified in the text by means of comments such as “Place
Figure 1 here”. The same considerations apply to tables.

White Space. Forced line breaks or page breaks should not be inserted in the document. There is no
point in your trying to optimize line and page breaks in the original manuscript. The manuscript will
be reformatted to use the journal’s preferred fonts and layout.

Proofs. Page proofs will be made available to authors (or to the designated corresponding author) at
a Web site in PDF format. Failure to acknowledge the receipt of proofs or to return corrections within
the requested deadline may cause publication to be postponed.



Tunisian Journal of Mathematics
2019 vol. 1 no. 3

295Rigid local systems and alternating groups
ROBERT M. GURALNICK, NICHOLAS M. KATZ and PHAM
HUU TIEP

321Local estimates for Hörmander’s operators with Gevrey coefficients
and application to the regularity of their Gevrey vectors

MAKHLOUF DERRIDJ

347Generic colourful tori and inverse spectral transform for Hankel
operators

PATRICK GÉRARD and SANDRINE GRELLIER

373Ramification groups of coverings and valuations
TAKESHI SAITO

427Almost sure local well-posedness for the supercritical quintic NLS
JUSTIN T. BRERETON

Tunisian
Journalof

M
athem

atics
2019

vol.1
no.3


	 vol. 1, no. 3, 2019
	Masthead and Copyright
	Robert M. Guralnick and Nicholas M. Katz and Pham Huu Tiep
	1. Introduction
	2. The local systems in general
	3. The candidate local systems for Alt(2q)
	4. Basic facts about Hn
	5. Basic facts about H2q-1
	6. Basic facts about the group G``geom for F(k,2q-1,)
	7. The third moment of F(k,2q-1,) and of G(k,2q-1,)
	8. Exact determination of G``arith
	9. Identifying the group
	References

	Makhlouf Derridj
	1. Introduction
	2. Some notation and definitions
	3. Preliminary lemmas and propositions
	4. Local relations of domination by powers of P
	5. Gevrey regularity for Gevrey vectors
	Acknowledgements
	References

	Patrick Gérard and Sandrine Grellier
	1. Introduction
	1.1. The cubic Szego equation
	1.2. The spectral transform
	1.3. Overview of the results
	1.4. Open problems
	1.5. Organisation of the paper

	2. The melting pot property
	3. Example of bounded analytic tori
	3.1. Proof of 0=theorem.211=Lemma 9

	4. The totally geometric spectral data
	4.1. Background on Toeplitz operators
	4.2. Totally geometric spectral data and Toeplitz operators
	4.3. Ruling out the zeroes on the unit circle
	4.4. Studying the index

	Appendix: A formula for the C1 norm
	References

	Takeshi Saito
	1. Preliminaries
	1.1. Connected components
	1.2. Flat and reduced morphisms
	1.3. Semistable curves
	1.4. Subgroups and fiber functor

	2. Dilatations
	2.1. Functoriality of dilatations
	2.2. Dilatations and complete intersection

	3. Ramification
	3.1. Ramification of quasifinite schemes
	3.2. Ramification and valuations
	3.3. Ramification groups

	Acknowledgements
	References

	Justin T. Brereton
	1. Introduction
	2. Randomization of initial data and probabilistic estimates
	3. Littlewood–Paley theory and function spaces
	3A. Littlewood–Paley theory and dyadic decompositions
	3B. Strichartz spaces
	3C. Up and Vp spaces

	4. Strichartz estimates
	5. Almost sure local well-posedness
	6. A condition for global well-posedness
	References

	Guidelines for Authors
	Table of Contents

