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Given a general Hörmander’s operator P =
∑m

j=1 X2
j + Y + b in an open set

� ⊂ Rn , where Y, X1, . . . , Xm are smooth real vector fields in �, b ∈ C∞(�),
and given also an open, relatively compact set �0 with �0 ⊂ �, and s ∈ R,
s ≥ 1, such that the coefficients of P are in Gs(�0) and P satisfies a 1

p -Sobolev
estimate in �0, our aim is to establish local estimates reflecting local domination
of ordinary derivatives by powers of P , in �0. As an application, we give a
direct proof of the G2ps(�0)-regularity of any Gs(�0)-vector of P .
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1. Introduction

The study of the regularity of analytic vectors of partial differential operators goes
back to the work of T. Kotake and N. S. Narasimhan [1962] who proved the (local)
analyticity of (local) analytic vectors of elliptic operators with analytic coefficients
(see also [Nelson 1959] for another related context). This property, called the “iter-
ation property” or even the “Kotake–Narasimhan property” was further studied in
the following decades in more general situations (such as systems, or nonelliptic
operators) and also in the Gevrey categories Gs , s ≥ 1 (s = 1 corresponds to
the analytic case). This was in particular the case for the class of differential
operators of principal type with analytic coefficients and also, after the famous
article by L. Hörmander on hypoelliptic operators of second order, the systems of
real-analytic real vector fields satisfying the so-called Hörmander condition, and
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also for the Hörmander’s operators themselves. A result of G. Métivier [1978]
shows that the “iteration property” is not true for nonelliptic operators in the Gevrey
category Gs , s > 1, and another one by M.S. Baouendi and Métivier [1982] gave
the “iteration property” for hypoelliptic operators of principal type in the analytic
setting. Concerning analytic real vector fields, satisfying Hörmander’s condition,
that property was shown by M. Damlakhi and B. Helffer [1980], followed by a
more precise version by Helffer and C. Mattera [1980].

More recently, a series of papers studying the case of involutive systems of ana-
lytic complex vector fields, concerning analytic or more generally Gevrey vectors,
have been published [Barostichi et al. 2011; Castellanos et al. 2013]. Even knowing
that the “iteration property” is not true for nonelliptic operators, one can ask about
the Gevrey regularity Gs′ of an s-Gevrey vector (s ≥ 1) and even give the best
s ′ one may obtain. Such a study is contained in the above mentioned papers. A
more recent paper by N. Braun Rodrigues, G. Chinni, P. Cordaro and M. Jahnke
[Braun Rodrigues et al. 2016] was partly devoted to the study of global analytic
vectors for some sums of squares on a product of two tori. A little later, we studied
in [Derridj ≥ 2019] the case of Gk(�)-vectors of Hörmander’s operators of the
first kind (or degenerate elliptic) with Gk(�) coefficients, � an open set in Rn (see
the definitions in Section 2), and k ∈N∗ (in particular analytic vectors for k = 1),
in which we proved an optimal result (the optimality following from the work in
the global case by the authors of [Braun Rodrigues et al. 2016]).

In this paper, we consider general Hörmander’s operators P (of the second kind
or degenerate elliptic parabolic) for which we study the existence of local estimates
giving local domination of the ordinary derivatives by powers of P , when the co-
efficients of P are in Gs(�0), �0 ⊂ �, and P satisfies a “ 1

p -Sobolev estimate”
on �0 (see Section 2). This, with our main result Theorem 4.2, is used to obtain
G2ps(�0)-regularity for Gs(�0)-vectors of P (s ≥ 1), providing therefore, first a
direct proof, without using the method of addition of an extra variable, and second
the result, with any s ∈ R, s ≥ 1. Let us remark that, in our preceding result, as we
used the above method, our result was obtained there for s = k ∈ N∗.

In a forthcoming paper, we will consider operators of the first kind, for which the
integer p (giving the 1

p -Sobolev estimate in �0) is intimately related to the vector
fields (X1, . . . , Xm) and prove finer local estimates of domination by powers of P ,
giving, as an application, the optimal G ps(�0) regularity for any Gs(�0)-vector
of P . A complete survey on results in this field until 1987 may be found in [Bolley
et al. 1987] and a more very recent short one may be found in [Derridj 2017].

We recall in Section 2 some definitions and elementary facts about the opera-
tors P , Gevrey functions and Gevrey vectors. Section 3 will be devoted to prelim-
inary lemmas and propositions as a preparation for the proof of our main theorem.
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Our main theorem will be proved in Section 4 and the last section is devoted to the
application of the main result to the regularity of Gevrey vectors of P .

2. Some notation and definitions

We consider a system (Y, X1, . . . , Xm) of real vector fields with smooth coefficients
on an open set �⊂ Rn , and

P =
m∑

j=1

X2
j + Y + b, b ∈ C∞(�), (2-1)

see [Hörmander 1967; Kohn 1978; Rothschild and Stein 1976]. Let us just recall
Hörmander’s condition for hypoellipticity in � of the operator (2-1):

The Lie algebra, Lie(Y, X1, . . . , Xm), generated by the
vector fields Y, X1, . . . , Xm , is of maximal rank in �.

(2-2)

Concretely, the family of brackets of all lengths of the vector fields Y, X1, . . . , Xm

span at any point x ∈� the tangent space at x .
Under the condition (2-2), Hörmander proved the following a priori subellip-

tic estimate which we briefly describe. The L2-norm and Sobolev Hσ-norm are
denoted by ‖ · ‖ and ‖ · ‖σ .

Let us recall, below, some norms introduced by Hörmander [1967]:

|||v||| = ‖v‖+
∑m

j=1 ‖X jv‖, v ∈ D(�),

‖v‖′ = sup
{
‖(v,w)‖ : |||w|||< 1, w ∈ D(�)

}
≤ ‖v‖.

(2-3)

Theorem 2.1 [Hörmander 1967]. Let �0 b� and assume (2-2). Then there exist
σ > 0 and C > 0 such that

‖v‖σ ≤ C(|||v||| + ‖Yv‖′), for all v ∈ D(�0). (2-4)

We call (2-4) a subelliptic estimate for P.

The constants σ and C depend on �0 and Y, X1, . . . , Xm . More specifically, σ
depends on the length of the brackets needed in order to span the tangent space at
every point of �0.

Now, elementary technical manipulations give, with C0 > 0,

‖v‖σ ≤ C0(‖Pv‖′+‖v‖), for all v ∈ D(�0). (2-5)

A particular ingredient in order to get (2-5) and which we need in the sequel is the
set of obvious inequalities:

‖X jv‖
′
≤ C‖v‖, ∀v ∈ D(�), for some C > 0, j = 1, . . . ,m. (2-6)
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We want to say a word on the case Y = 0, or more generally the case where
in (2-2) one considers the Lie algebra Lie(X1, . . . , Xm) generated by X1, . . . , Xm ;
in that case, one has a more precise estimate. We considered that case in our
preceding work, obtaining an optimal result for the Gevrey regularity of k-Gevrey
vectors of P (named in that case Hörmander’s operator of the first kind), k ∈ N∗.

Coming back to our general case (named operator of the second kind), we need
to write a more precise a priori estimate than (2-5) which we need to consider in
the sequel:

‖v‖σ +

m∑
j=1

‖X jv‖ ≤ C0(‖Pv‖′+‖v‖), for all v ∈ D(�0). (2-7)

Again this is easily obtained, using (2-4).
Let us recall, in order to be complete, definitions of Gevrey functions and Gevrey

vectors of a differential operator of order m (here it will be m = 2).

Definition 2.2. Let s ≥ 1. The space of Gevrey functions of order s, Gs(�), is
defined as

Gs(�) :=
{

u ∈ C∞(�) : ∀K b�, ∃CK > 0 s. t. |∂αu|K ≤ C |α|+1
K |α|!s

∀α ∈ Nn, |α| =
∑n

j=1 α j , ∂
α
= ∂α1

x1
· · · ∂

αn
xn

}
. (2-8)

Remark 2.3. It is known that for s > 1, one has the property of partition of unity in
Gs(�): in particular, given two open sets �1, �2, with �1 compact and �1 ⊂�2,
there exists a function ϕ ∈ D(�2), ϕ ≡ 1 on �1, ϕ ∈ Gs(�2).

Definition 2.4. Let P be a differential operator of order m in �. The space
Gs(�, P) of s-Gevrey vectors of P in �, s ≥ 1, is defined as

Gs(�, P) :=
{

u ∈ L2
loc(�) : ∀K b�, ∃CK > 0 s. t. ∀k ∈ N,

Pku ∈ L2(K ) and ‖Pku‖L2(K ) ≤ Ck+1
K (mk)!s

}
. (2-9)

As in our case, P is of order 2 and hypoelliptic, with a subelliptic estimate (2-5)
or (2-7), (2-9) reduces to

Gs(�, P) :=
{

u ∈ C∞(�) : ∀K b�, ∃CK > 0

s. t. ∀k ∈ N, ‖Pku‖L2(K ) ≤ Ck+1
K (2k)!s

}
. (2-10)

Remark 2.5. We used in our definitions (2-9), (2-10), the commonly used L2-
norm, but in some specific situations, such as for systems of complex vectors,
other norms are used [Barostichi et al. 2011; Castellanos et al. 2013].



LOCAL ESTIMATES FOR HÖRMANDER’S OPERATORS WITH GEVREY COEFFICIENTS 325

3. Preliminary lemmas and propositions

When trying to get estimates for derivatives ∂αu of a function u, knowing Pu, we
are faced in particular with the study of commutators [P, ∂α], α ∈ Nn , so, to the
study of commutators [X2

j , ∂
α
], [Y + b, ∂α]. Now, one has the following equality:

[X2
j , ∂

α
] = 2X j [X j , ∂

α
] − [X j , [X j , ∂

α
]]. (3-1)

So we have to look closely at the commutators [X j , ∂
α
], [Y + b, ∂α] and the dou-

ble commutators [X j , [X j , ∂
α
]]. In order to get an estimate for the coefficients

of the differential operators above, it is sufficient to consider the following basic
commutators

[a`∂`, ∂α], `= 1, . . . , n, a` ∈ Gs(�),

[a`∂`, [ak∂k, ∂
α
]], `, k = 1, . . . , n, a`, ak ∈ Gs(�),

(3-2)

as Y and X j are linear combinations of the basic vector fields a`∂`, a` ∈ Gs(�).
Of course, the commutator [b, ∂α] is elementary. Then

[b, ∂α] = −
∑

β<α

(
α
β

)
b(α−β)∂β =

∑
β<α bαβ∂β,(

α
β

)
=
∏

j

(
α j
β j

)
, β < α ⇔ β j ≤ α j , β 6= α,

[a`∂`, ∂α] = −
∑

β<α

(
α
β

)
a(α−β)` ∂β+`,

β + `=
{
(β + `)i = βi , i 6= `, (β + `)` = β`+ 1

}
.

(3-3)

Let us, now, give the expression of [a`∂`, [ak∂k, ∂
α
]] or, in view of (3-3),∑

β<α

(
α

β

)
[a(α−β)k , ∂β+k, a`∂`].

But for β < α,

[a(α−β)k ∂β+k, a`∂`] =
∑

γ<β+k

(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+`− a`a
(α−β+`)

k ∂β+k .

Hence we get

[a`∂`, [ak∂k, ∂
α
]]

=

∑
γ<β+k,
β<α

(
α

β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+`−
∑
β<α

(
α

β

)
a`a

(α−β+`)

k ∂β+k . (3-4)

In the first sum in the second member of (3-4), we distinguish two families of
γ ’s such that γ < β + k:
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(i) If γk = 0, then γ ≤ β, so γ < α (as β < α). Hence in that case∑
β<α, γ<β+k, γk=0

(
α
β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+` is a part of∑
β<α, γ≤β

(
α
β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+`.
(3-5)

(ii) If γk 6= 0, we set δ = (δ1, . . . , δn) with δρ = γρ if ρ 6= k and δk = γk − 1. So
δ < β < α, in particular |δ| ≤ |α| − 2 (easy to see) and γ = δ+ k. Hence∑

β<α, γ<β+k,γk 6=0
(
α
β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ∂γ+` is a part of∑
β<α, δ≤β

(
α
β

)(
β+k
δ+k

)
a(α−β)k a(β−δ)` ∂δ+`+k .

(3-6)

Setting I(`,k) = (I1, . . . , In) with Iρ = 0 if ρ 6∈ (`, k) and Iρ = 1 if ρ ∈ {`, k},
the sum in the second line of (3-6) can be written as∑

β<α
δ<β

(
α

β

)(
β+k
δ+k

)
a(α−β)k ∂δ+I(`,k) (3-7)

So, looking at (3-4) and in view of (3-5), (3-6) and taking as 0 the other coefficients
in
∑

β<α, γ≤β (in (3-5)) and
∑

β<α, δ<β (in (3-6)) which are not in (3-4), we may
write

[a`∂`, [ak∂k, ∂
α
]]

= −

∑
β<α

a`kαβ∂β+k
+

∑
γ<α

b`kαγ ∂γ+`+
∑
δ<α

|δ|≤|α|−2

c`kαδ∂δ+I(`,k),

where a`kαβ =
(
α
β

)
a`a

(α−β+`)

k ,

b`kαγ =
∑

γ≤β<α

(
α
β

)(
β+k
γ

)
a(α−β)k a(β+k−γ )

` ,

c`kαδ =
∑

δ<β<δ

(
α
β

)(
β+k
δ+k

)
a(α−β)k a(β−δ)` .

(3-8)

Now considering a vector field X j with smooth coefficients a j`, i.e.,

X j =

n∑
`=1

a j`∂` =

n∑
`=1

Z j`,

we obtain from (3-3)

[X j , ∂
α
] =

n∑
`=1

[Z j`, ∂
α
] = −

∑
β<α

`=1,...,n

(
α

β

)
a(α−β)j` ∂β+` =

∑
β<α

`=1,...,n

a jαβ`∂
β+`,

[Y, ∂α] =
n∑
`=1

[b`∂`, ∂α] = −
∑
β<α

`=1,...,n

(
α

β

)
b(α−β)` ∂β+` =

∑
β<α

`=1,...,n

bαβ`∂β`.

(3-9)
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Concerning the double brackets, we obtain:

[X j , [X j∂
α
]] =

∑
`,k[Z j`, [Z jk, ∂

α
]], with [Z j`, [Zk`, ∂

α
]] given in (3-8),

where a`kαβ is replaced by a j`kαβ , and so on. (3-10)

Now we assume that the coefficients of P are in Gs(�). So a j`, b` and b are
in Gs(�). So we have that for any compact K in �, there exists CK > 0 such that

for all ν ∈ Nn,

|a(ν)j` |K+|b
(ν)
` |K+|b

(ν)
|K ≤C |ν|+1

K |ν|!s, `∈ {1, . . . , n}, j ∈ {1, . . . ,m}. (3-11)

Writing (3-10) more concretely, we get using (3-8)

[X j , [X j , ∂
α
]] =

∑
β<α

k=1,...,n

d jkαβ∂
β+k
+

∑
β<α

k,`=1,...,n

c j`kαβ∂
β+`+k,

where d jkαβ =−
∑n

`=1 a j`kαβ +
∑n

`=1 b jk`αβ . (3-12)

We want now to get estimates for the coefficients of the brackets and double brack-
ets in (3-9) and (3-12) and the operators associated to these brackets, when the
coefficients are in Gs(�).

Proposition 3.1. Assume the coefficients of P are in Gs(�). Given any compact
set K in �, there exists B = BK > 0 such that the coefficients of the operators
[b, ∂α] (given in (3-3)), [X j , ∂

α
], [Y, ∂α] (given in (3-9)), [X j , [X j , ∂

α
]] (given in

(3-12)) satisfy the following estimates:

|bαβ |K + |bαβ`|K + |a jαβ`|K + |∇bαβ |K
+ |∇bαβ`|K + |∇a jαβ`|K ≤ B |α−β|

(
α!
β!

)s
,

|c j`αβ |K + |∇c j`kαβ |K ≤ B |α−β|
(
(α+k)!
(β+k)!

)s
,

|d jkαβ |K + |∇d jkαβ |K ≤ B |α−β|
(
(|α| + 1)α!

β!

)s
.

(3-13)

Proof. We recall first that β < α and (α+ k)` = α` for ` 6= k and (α+ k)k = αk+1.
The first line comes easily from the expression of the functions bαβ , bαβ`, a jαβ`,
and their derivatives. Note that we took B |α−β| in place of B |α−β|+1 as |α−β| ≥ 1
and used (3-11). The proof for the other functions needs more work. We first use
the following estimate for a(α−β)jk a(β−δ)j` , which is in the expression of c j`kαδ (see
last line in (3-8)):∣∣∣a(α−β)jk a(β−δ)`

(
α

β

)(
β+k
δ+k

)∣∣∣≤ B |α−β|(λB)|β−δ|
(
(α+k)!
(δ+k)!

)s
, λ≥ 1. (3-14)

For that we used
α!

β!

(β+k)!
(δ+k)!

=
α!(βk+1)
(δ+k)!

≤
(α+k)!
(δ+k)!

.
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Hence

|c j`kαδ|K ≤

( ∑
δ<β<α

B |α−β|(λB)|β−δ|
)(

(α+ k)!
(δ+ k)!

)s

, λ≥ 1.

As (λB)|β−δ| = (λB)|α−δ|(λB)−|α−β|, (δ < β < α), we get:

|c j`kαδ|K ≤

(
(α+k)!
(δ+k)!

)s
(λB)|α−δ|

∑
β<α

λ−|α−β|.

Now we use the following easy lemma:

Lemma 3.2. There exists ε0 > 0 (independent from α) such that if 0< ε ≤ ε0 then∑
β<α ε

|α−β|
≤ 1.

This comes from the fact that if β j ≤α j , j =1, . . . , n, and α 6=β then
∑n

j=1 β j <∑n
j=1 α j . In fact, setting λ j = α j −β j ∈ N,

∑n
j=1 λ j ≥ 1,∑

ε
∑
λ j ≤

∑
λ1≥1

ε
∑
λ j + · · ·+

∑
λn≥1

ε
∑
λ j

≤ ε

( ∑
(λ2,...,λn)∈Nn−1

ελ2+...+λn + · · ·+

∑
(λ1,...,λn−1)∈Nn−1

ελ1+...+λn−1

)
≤ εn2n−1 if ε ≤ 1

2 .

The lemma follows by taking ε0 = (n2n−1)−1.
Coming back to our proof, we consider λ0 = n2n−1

= ε−1
0 and replace B by

λ0 B. We get the estimate for c jkαβ . As d jkαβ =−
∑n

`=1(a j`kαβ − b jk`αβ), we just
need to bound on K the functions a j`kαβ and b jk`αβ for ` = 1, . . . , n. The worst
term is b jk`αγ . As we did above, we use, with λ≥ 1,∣∣∣(α

β

)(
β+`

γ

)
a(α−β)` a(β+`−γ )k

∣∣∣≤ B |α−β|+1(λB)|β−γ |
(
α!

γ !
(β`+ 1)

)s
.

So,

|b jk`αγ | ≤

( ∑
γ≤β<α

B |α−β|+1(λB)|β−γ |
)(
(α+ `)!

γ !

)s

≤

(
(α+`)!

γ !

)s
B(λB)|α−γ |

∑
β<α

λ−|α−β|

≤ B
(
α!

γ !

)s
(|α| + 1)s(λB)|α−γ |

∑
β<α

λ−|α−β|.

Now taking λ≥ λ0, B large enough, we obtain what we want (more precisely we
take B̃ such that (as |α− γ | ≥ 1), B(λB)|α−γ | ≤ (λB̃)|α−γ |, and then choose the
final B as λB̃). Concerning the derivatives of first order, we just have to apply what
we did, using bounds on K , not only for the coefficients of P , but also bounds of
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their derivatives of first order. In order to be rigorous and complete, let us bound a
derivative of b j`kαγ , which we denote by b′j`kαγ . Then we have (see (3-8))

b′j`kαβ =
∑

γ≤β<α

(
α

β

)(
β+k
γ

)(
(a(α−β)jk )′a(β+k−γ )

j` + a(α−β)jk (a(β+k−γ )
j` )′

)
.

So we just have to do the same as before to get the bounds on K for the functions
a′jk , a j`, a jk and a′j`. Hence taking B, greater if necessary, we obtain (3-13). �

As a consequence, we obtain the following:

Proposition 3.3. Assume that the coefficients of P are in Gs(�). Then for every
relatively compact open set �0 in � (�0 b�), there exists B = B(�0, P) > 0 such
that, for every τ , 0≤ τ ≤ 1, one has for j = 1, . . . ,m, β < α, `, k ∈ {1, . . . , n},
‖bαβv‖τ +‖bαβ`v‖τ +‖a jαβ`v‖τ

≤ B |α−β|
(
α!

β!

)s
‖v‖τ , β < α, `= 1, . . . , n,

‖c j`kαβv‖τ ≤ B |α−β|
(
(α+k)!
(β+k)!

)s
‖v‖τ ,

‖d jkαβv‖τ ≤ B |α−β|
(
α!(|α|+1)

β!

)s
‖v‖τ , ∀v ∈ D(�0).

(3-15)

Proof. From inequalities (3-13), one obtains estimates (3-15) for τ = 0 and τ = 1.
Then (3-15) follows from the cases τ = 0 and τ = 1 by interpolation between
Sobolev spaces L2 and H 1. �

Remark 3.4. Our Proposition 3.1 is a refinement of our Lemma 5.3 in [Derridj
≥ 2019]. We need this refinement in order to prove our local estimates of ordinary
derivatives in terms of powers of P .

In order to begin to state what we need for our results, we make the following
assumption:

Estimate (2-4) is true with σ =
1
p
, p ∈ N∗. (3-16)

Then our local estimates will use the equality σ = 1
p . In this section, we want to

give and prove the basic ones which we will use in another section in order to give
a sequence of local estimates for P , assuming (2-7), (3-16) and P with coefficients
in Gs(�), for some s ≥ 1.

Proposition 3.5. Assume (2-4), (3-16) and that P has smooth coefficients. Let
�1 be a relatively compact open subset of �0. Then there exists a constant C =
C(�0, P) > 0 such that for all (u, ϕ) ∈ C∞(�1)∩D(�1),

‖ϕu‖σ ≤ C
(
‖ϕPu‖′+

∑
|β|≤2

‖ϕ(β)u‖
)
. (3-17)
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Proof. This proposition has a simple proof. Taking v = ϕu in (2-7), we get

‖ϕu‖σ +
m∑

j=1

‖X jϕu‖ ≤ C0(‖Pϕu‖′+‖ϕu‖),

taking �0 =�1 and C0 as in (2-7) related to �0 b�, we have

‖Pϕu‖′ ≤ ‖ϕPu‖′+‖[P, ϕ]u‖′, (3-18)
with

‖[P, ϕ]u‖′ ≤ 2
m∑

j=1

(
‖X j [X j , ϕ]u‖′+‖X2

j (ϕ)u‖
′
)
+‖Y (ϕ)u‖′

≤ 2
m∑

j=1

(
‖X j (ϕ)u‖+‖X2

j (ϕ)u‖
)
+‖Y (ϕ)u‖, from (2-3), (2-6).

Now as the X j , Y are smooth in � and �0 ⊂�,

‖X j (ϕ)u‖ ≤ C1
∑
|β|≤1

‖ϕ(β)u‖, ‖X2
j (ϕ)u‖ ≤ C1

∑
|β|≤2

‖ϕ(β)u‖. (3-19)

So, with a suitable C , (3-17) is obtained from (3-18), (3-19). �

In order to reach estimates for ordinary derivatives, one way is to try to obtain
estimates for ϕu in the Sobolev spaces H `σ , `= 1, . . . , p, (3-17) corresponding
to ` = 1. As the basic estimate (2-6) is with Hσ (i.e., ` = 1), it is natural to use
the following, recalling some notation and definitions in [Derridj ≥ 2019, Section
2]: let �0, be such that �1 ⊂�0 ⊂�0 b�. So we consider ψ ∈D(�0), ψ = 1 on
�1; one way to estimate ‖v‖`σ , knowing (2-7) is to consider ψT`σv, v ∈D(�1);
in fact, for all v ∈ D(�1),

‖v‖(`+1)σ = ‖ψv‖(`+1)σ = ‖T(`+1)σψv‖ = ‖T`σψv‖σ ,

(see [Derridj ≥ 2019, 2.11-2.13]),

where T̂ρw(ξ)= (1+‖ξ‖2)ρ/2ŵ(ξ), for all w ∈ D(Rn). Hence

‖v‖(`+1)σ ≤ ‖[T`σ , ψ]v‖σ +‖ψT`σv‖σ ≤ C2‖v‖(`+1)σ−1+‖ψT`σv‖σ .

Now for `= 1, . . . , p− 1, (`+ 1)σ − 1≤ 0. So

‖v‖(`+1)σ ≤ C̃‖v‖+‖ψT`σv‖σ , for all v ∈ D(�1). (3-20)

So this boils down to applying (2-7) to ψT`σv ∈ D(�0) using the constant C0.
Then we have

‖v‖(`+1)σ ≤ C̃(‖v‖+‖ψT`σv‖σ )≤ C̃
(
‖ψT`σv‖+

∑
j

‖X jψT`σv‖+‖v‖
)
.
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So, we get:

‖ϕu‖(`+1)σ ≤ C0C̃
(
‖PψT`σϕu‖′+‖ψT`σϕu‖+‖ϕu‖

)
,

yielding

‖ϕu‖(`+1)σ ≤ C3
(
‖PψT`σϕu‖′+‖ϕu‖`σ

)
,

for all (u, ϕ) ∈ C∞(�1)×D(�1). (3-21)

Now we provide a suitable bound for ‖PψT`σϕu‖′ as follows:

‖PψT`σϕu‖′

≤ ‖[P, ψT`σ ]ϕu‖′+‖ψT`σ [P, ϕ]u‖′+‖ψT`σϕPu‖′

≤

m∑
j=1

(
2‖X j [X j , ψT`σ ]ϕu‖′+‖[X j , [X j , ψT`σ ]]ϕu‖

)
+‖[Y +b, ψT`σ ]ϕu‖

+

m∑
j=1

(
2‖ψT`σ X j [X j , ϕ]u‖′+‖ψT`σ [X j [X j , ϕ]]u‖′

)
+‖ψT`σ [Y, ϕ]u‖′+‖ψT`σϕPu‖′.

Using again inequalities in (2-3), (2-6), we get, with some constant C which may
vary from line to another,

‖PψT`σϕu‖′

≤C
(
‖ϕu‖`σ +

m∑
j=1

(
2‖[ψT`σ , X j ][X j , ϕ]u‖′+‖X jψT`σ [X j , ϕ]u‖′

+‖X2
j (ϕ)u‖`σ

)
+‖Y (ϕ)u‖`σ

)
+‖ψT`σϕPu‖′

≤ C
(
‖ψT`σϕPu‖′+

m∑
j=1

(
‖X j (ϕ)u‖`σ +‖X2

j (ϕ)u‖`σ +‖ϕu‖`σ

+‖Y (ϕ)u‖`σ
))
. (3-22)

Hence, in fact, we proved the following with �0 as above:

Proposition 3.6. Under the hypotheses in Proposition 3.5, there exists a constant
C = C(�0, P) > 0 such that

‖ϕu‖(`+1)σ ≤ C
(
‖ϕPu‖`σ +

∑
|β|≤2

‖ϕ(β)u‖`σ

)
, `= 0, . . . , p− 1. (3-23)

The next step is to obtain such estimates for couples (∂αu, ϕ) for (u, ϕ) ∈
C∞(�1)×D(�1), α ∈ Nn . In order to get such an estimate, let us first consider
the case `= 0. We use (3-17). So

‖ϕ∂αu‖σ ≤ C‖ϕP∂αu‖′+
∑
|β|≤2

‖ϕ(β)∂αu‖.
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Here, what is new is to use ϕP∂αu = ϕ[P, ∂α]u+ϕ∂αPu:

‖ϕP∂αu‖′ ≤ ‖ϕ[P, ∂α]u‖′+‖ϕ∂αPu‖′

≤

m∑
j=1

(
2‖ϕX j [X j , ∂

α
]u‖′+‖ϕ[X j , [X j , ∂

α
]]u‖′

)
+‖ϕ[Y + b, ∂α]u‖′+‖ϕ∂αPu‖′. (3-24)

Writing ϕX j [X j , ∂
α
]u = [ϕ, X j ][X j , ∂

α
]u+ X jϕ[X j , ∂

α
]u and using again (2-3)

and (2-6), we get

‖ϕP∂αu‖ ≤
m∑

j=1

(
2‖X j (ϕ)[X j , ∂

α
]u‖+‖ϕ[X j , [X j , ∂

α
]]u‖

)
+‖ϕ[Y + b, ∂α]u‖+‖ϕ∂αPu‖,

and then we have to use expressions in (3-9) and (3-12). As we have to do that in
order to bound ‖ϕ∂αu‖(`+1)σ , we will write the step after the use of (3-9), (3-12)
just in this general case; replacing u by ∂αu in (3-22), we get, with some constant
C > 0, which may vary from line to line,

‖ϕ∂αu‖(`+1)σ ≤ C
(
‖ψT`σϕP∂αu‖′+

∑
|β|≤2

‖ϕ(β)∂αu‖`σ

)
. (3-25)

Now, as we did above with (3-24), we get

‖ϕ∂αu‖(`+1)σ

≤ C
(
‖ψT`σϕ∂αPu‖′+

m∑
j=1

(
‖X j (ϕ)[X j , ∂

α
]u‖`σ +‖ϕ[X j [X j , ∂

α
]]u‖`σ

)
+‖ϕ[Y + b, ∂α]u‖`σ +

∑
|β|≤2

‖ϕ(β)∂αu‖`σ

)
.

As `σ ≤ 1, (`= 0, . . . , p− 1), we finally obtain:

Proposition 3.7. There exists a constant C > 0 such that

for all (u, ϕ) ∈ C∞(�1)×D(�1), and all α ∈ Nn,

‖ϕ∂αu‖(`+1)σ

≤ C

(
‖ϕ∂αPu‖`σ +

∑
|β|≤2

‖ϕ(β)∂αu‖`σ

+

m∑
j=1

(∑
|β|=1

‖ϕ(β)[X j , ∂
α
]u‖`σ +‖ϕ[X j , [X j , ∂

α
]]u‖`σ

)
+‖ϕ[Y + b, ∂α]u‖`σ

)
. (3-26)

In what follows, s is given and s ≥ 1.
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4. Local relations of domination by powers of P

We need to introduce, in this section, further notation:

For ε > 0, j ∈ N, γ ∈ Nn, and (u, ϕ) ∈ C∞(�1)×D(�1), we set
N ε

j,γ (u, ϕ)= ε
|γ |+2 j

|γ |!−s(2 j)!−s
‖ϕ(γ )P j u‖. (4-1)

Once ε is fixed, we often delete ε and write N ε
j,γ = N j,γ .

Before stating our main theorem, we give a simple useful lemma, which we will
apply many times.

Lemma 4.1. Let (k, β) ∈ N×Nn , and ρ ∈ N. Then

ρ!s N ε
j,γ (P

ku, ϕ(β))≤ ε−(|β|+2k)(ρ+ |β| + 2k)!s N ε
j+k,γ+β(u, ϕ),

if |γ | + 2 j ≤ ρ. (4-2)

Proof. From the definition in (4-1), we see that

N ε
j,γ (P

ku, ϕ(β))

= ε−(|β|+2k)(|γ | + 1)s · · · (|γ | + |β|)s
(
(2 j + 1) · · · (2 j + 2k)

)s N j+k,γ+β(u, ϕ).

Then, observe that, for |γ | + 2 j ≤ ρ,

ρ!(|γ | + 1) · · · (|γ | + |β|)(2 j + 1) · · · (2( j + k))≤ (ρ+ |β| + 2k)!. (4-3)

The proof is then finished by taking (4-3) to the power s ≥ 1. �

Theorem 4.2. Let s ≥ 1 be given. Assume that the coefficients of P are in Gs(�)

and properties (2-4) and (3-16) hold on �0, �0 ⊂�. Let �1 be an open set with
�1 ⊂�0. For every 0< ε ≤ 1, there exists M = M(ε,�0, P)≥ 1 such that for all
α ∈ Nn , `= 0, . . . , p, (u, ϕ) ∈ C∞(�1)×D(�1),

‖ϕ∂αu‖`σ ≤ M2p|α|+`+1(2(p|α| + `))!s
∑

|β|+2 j≤2(p|α|+`)

N j,β(u, ϕ). (4-4)

Proof. It consists of a double induction on |α| = r and on `. More precisely, in a
first step, we prove the estimates (4-2) for α = 0. In all the proof, we will specify
(4-4)α,` for (4-4) when we consider the couple (α, `)∈N×{0, . . . , p}. So we want,
in this first step, to prove (4-4)0,`, ` ∈ {0, . . . , p}.

(A) Proof of (4-4)0,`, ` ∈ {0, . . . , p}: As (4-4)0,0 is trivial, all we have to do is to
make an induction on `. So assume that (4-4)0,i is true for i ≤ `, ` ∈ {0, . . . , p−1}.
Then we want to prove (4-4)0,`+1. For that we use (3-23) in Proposition 3.6 for
(u, ϕ) ∈ C∞(�1)×D(�1). So in order to bound ‖ϕu‖(`+1)σ , we just have to suit-
ably bound ‖ϕPu‖`σ and

∑
|β|≤2 ‖ϕ

(β)u‖. Hence this reduces to applying (4-4)0,`
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respectively to the couples (Pu, ϕ) and (u, ϕ(β)) in C∞(�1)×D(�1). So

‖ϕPu‖`σ ≤ M`+1(2`)!s
∑

|β|+2 j≤2`

N j,β(Pu, ϕ), (u, ϕ) ∈ C∞(�1)×D(�1).

(4-5)
Now we apply Lemma 4.1 with ρ = 2` in (4-2). Then

‖ϕPu‖`σ ≤ ε−2(2(`+ 1))!s M`+1
∑

|β|+2 j≤2(`+1)

N j,β(u, ϕ)

≤ ε−2 M−1 M (`+1)+1(2(`+ 1))!s
∑

|β|+2 j≤2(`+1)

N j,β(u, ϕ).

We do exactly the same for ‖ϕ(β)u‖`σ , as |β| ≤ 2:

‖ϕ(β)u‖`σ ≤ ε−2 M−1 M (`+1)+1(2(`+ 1))!s
∑

|γ |+2 j≤2(`+1)

N j,γ (u, ϕ). (4-6)

So from (3-23), (4-5) and (4-6), we get

‖ϕu‖(`+1)σ

≤ C(2+ n+ n2)ε−2 M−1 M (`+1)+1(2(`+ 1))!s
∑

|β|+2 j≤2(`+1)

N j,β(u, ϕ). (4-7)

So we see that under the condition

C(2+ n+ n2)ε−2 M−1
≤ 1

(
equivalently, M ≥ C(2+ n+ n2)ε−2), (4-8)

Equation (4-4)0,`+1 is satisfied for all (u, ϕ) ∈ C∞(�1)×D(�1).

(B) Proof of (4-4)α,` for all (α, `)∈Nn
×{0, . . . , p}: All we have to do, as (4-4)0,`

is true for ` = 0, . . . , p, is to make an induction on |α| = r . More precisely, if
(4-4)α,` is true for |α| ≤ r , `∈ {0, . . . , p}, then it is true for |α|= r+1, `= 0, . . . , p.
We use the same kind of proof as before: given α+ i , with |α| = r , i ∈ {1, . . . , n},
we want to suitably bound ‖ϕ∂i∂

αu‖`σ for ` ∈ {0, . . . , p}.

(1) ` = 0: We use ‖ϕ∂i∂
αu‖ ≤ ‖∂i (ϕ)∂

αu‖ + ‖ϕ∂αu‖1. Hence we just have to
apply (4-4)α,0 with (u, ϕ(i)) and (4-4)α,p with (u, ϕ). We will obtain, directly, or
applying also Lemma 4.1,

‖ϕ(i)∂αu‖

≤ ε−1 M−2p M2p(|α|+1)+1(2p(|α| + 1))!s
∑

|β|+2 j≤2p(|α|+1)

N j,β(u, ϕ), (4-9)

‖ϕ∂αu‖pσ ≤ M−p M2p(|α|+1)+1(2p(|α|+1))!s
∑

|β|+2 j≤2p(|α|+1)

N j,β(u, ϕ). (4-10)
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So, summing (4-9) and (4-10), we get that if

M−p(1+ ε−1 M−p)≤ 1, (4-11)

then (4-4)α+i,0 is satisfied, for i = 1, . . . , n.

(2) Proof of (4-4)α,`, for |α| = r + 1, ` > 0, i.e., ` ∈ {1, . . . , p}: So assuming
that (4-4)α,` is true for |α| = r , ` = 0, . . . , p, and (4-4)α,ρ is true for |α| = r + 1,
ρ ∈ {1, . . . , `}, then, if ` < p, we want to prove that (4-4)α,`+1 is true, |α| = r + 1.
Now we have to use (3-26) in Proposition 3.7. So in order to suitably bound
‖ϕ∂αu‖(`+1)σ , we are led to bound ‖ϕ∂αPu‖`σ , ‖ϕ(β)∂αu‖`σ , |β| ≤ 2, but also
much more terms like simple brackets of X j ’s and Y with ∂α and double brackets
of X j ’s with ∂α.

The proof will follow the lines of our proof for α = 0, but here with more
terms, and some are more difficult to handle than others, namely those coming
from the brackets of the X j ’s with ∂α (simple and double brackets). The term
‖ϕ[Y + b, ∂α]u‖`σ is similar to the terms ‖ϕ(β)[X j , ∂

α
]u‖, β = 0.

(a) A bound on ‖ϕ∂αPu‖`σ : We apply (4-4)α,` for the couple (Pu, ϕ):

‖ϕ∂αPu‖`σ ≤ M2p|α|+`+1(2(p|α| + `))!s
∑

|β|+2 j≤2(p|α|+`)

N j,β(Pu, ϕ).

Applying Lemma 4.1, we get (here ρ = 2(p|α| + `))

‖ϕ∂αPu‖`σ

≤ ε−2 M2p|α|+`+1(2(p|α| + `+ 1))!s
∑

|β|+2 j≤2(p|α|+`+1)

N j,β(u, ϕ)

≤ (ε−2 M−1)M2p|α|+(`+1)+1(2(p|α| + `+ 1))!s

·

∑
|β|+2 j≤2(p|α|+`+1)

N j,β(u, ϕ). (4-12)

(b) A bound on ‖ϕ(β)∂αu‖`σ , |β| ≤ 2: We apply (4-4)α,` to the couple (u, ϕ(β)):

‖ϕ(β)∂αu‖`σ M2p|α|+`+1(2(p|α| + `))!s
∑

|β|+2 j≤2(p|α|+`)

N j,β(u, ϕ(β)).

Applying again Lemma 4.1 (as |β| ≤ 2), we get

‖ϕ(β)∂αu‖`σ

≤ ε−2 M2p|α|+`+1(2(p|α| + `+ 1))!s
∑

|β|+2 j≤2(p|α|+`+1)

N j,β(u, ϕ)

≤ ε−2 M−1 M2p|α|+(`+1)+1(2(p|α| + `+ 1))!s

·

∑
|β|+2 j≤2(p|α|+`+1)

N j,β(u, ϕ). (4-13)
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(c) A bound on ‖ϕ(β)[X j , ∂
α
]u‖`σ , |β| ≤ 1, j = 1, . . . ,m, ‖ϕ[Y + b, ∂α]u‖`σ :

(It is easy to see that the term ‖ϕ[Y + b, ∂α]u‖`σ is much simpler than the others,
since it corresponds to β = 0.)

From expressions in (3-9) where we delete j ∈ {1, . . . ,m}:

‖ϕ(β)[X, ∂α]u‖`σ ≤
∑
γ<α

i=1,...,n

‖aαγ iϕ
(β)∂γ+i u‖`σ . (4-14)

Then applying estimates in (3-15) (recall that j is deleted):

‖ϕ(β)[X, ∂α]u‖`σ ≤
∑
γ<α

i=1,...,n

B |α−γ |
(

α!

(γ+i)!

)s
‖ϕ(β)∂γ+i u‖`σ . (4-15)

As |γ + i | ≤ |α| = r + 1, we can apply (4-4)γ+i,` to (u, ϕ(β)). So we get

‖ϕ(β)[X, ∂α]u‖`σ

≤ n
∑
γ<α

i=1,...,n

(
B |α−γ |M2p(|γ |+1)+`+1(2(p(|γ | + 1)+ `))!s

(
α!

γ !

)s

·

∑
|δ|+2 j≤2(p(|γ |+1)+`)

N j,δ(u, ϕ(β))
)
. (4-16)

Using (4-2) in Lemma 4.1, with ρ = 2(p(|γ | + 1)+ `), we find

(2(p(|γ |+1)+`))!s N j,δ(u, ϕ(β))≤ (2(p(|γ |+1)+`)+1)!s N j,δ+β(u, ϕ), (4-17)

and hence

(2(p(|γ | + 1)+ `))!s
(
α!

γ !

)s
N j,δ(u, ϕ(β))

≤ (2(p(|α| + `+ 1)!s N j,δ+β(u, ϕ), (4-18)

for all ( j, δ) such that |δ| + 2 j ≤ 2(p(|γ | + 1)+ `)+ 1. So, coming back to the
second member in (4-16),

‖ϕ(β)[X, ∂α]u‖`σ

≤ n
∑
γ<α

(
B |α−γ |M2p(|γ |+1)+`+1(2(p|α| + `+ 1))!s

· ε−1
∑

|δ|+2 j≤2(p|α|+`+1)

N j,δ(u, ϕ)
)
, (4-19)
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or

‖ϕ(β)[X, ∂α]u‖`σ
≤ n(2(p|α| + `+ 1))!s

∑
|δ|+2 j≤2(p|α|+`+1)

N j,δ(u, ϕ)

· ε−1
∑
γ<α

B |α−γ |M2p(|γ |+1)+`+1. (4-20)

The last sum is bounded as follows:∑
γ<α

B |α−β|M2p(|γ |+1)+`+1
= B M2p|α|+`+1

∑
γ<α

( B
M2p

)|α−γ |−1
. (4-21)

Now we have the following lemma:

Lemma 4.3. There exists θ0 > 0, independent of α, such that∑
γ<α

λ|α−γ |−1
≤ n+ 1, if 0≤ λ < θ0. (4-22)

The proof of Lemma 4.3 is similar to that of Lemma 3.2 after noticing that∑
γ<α, |α−γ |=1 λ

|α−γ |−1
= n.

Remark 4.4. Lemma 4.3 is not true when one works with the sum
∑
|γ |<|α| λ

|α−γ |−1

as the sum
∑
|γ |<|α|, |α−γ |=1 1 is not bounded by a constant independent of α.

Applying (4-22) we see that under the condition

M2p
≥ θ−1

0 B, (4-23)

we obtain from (4-20), (4-21) and (4-22)

‖ϕ(β)[X, ∂α]u‖`σ ≤ n(n+ 1)ε−1 B M−1 M2p|α|+(`+1)+1(2p|α| + `+ 1)!s

·

∑
|δ|+2 j≤2(p|α|+`+1)

N j,δ(u, ϕ). (4-24)

(d) A bound on ‖ϕ[X j , [X j , ∂
α
]]u‖`σ , j = 1, . . . ,m: As we did above we delete

the index j and write ‖ϕ[X, [X, ∂α]]u‖. Of course, we also delete j in the coeffi-
cients of the bracket. Looking at (3-12), we have two kinds of terms to study:

(i) A bound on
∑

β<α, k=1,...,n ‖ϕdkαβ∂
β+ku‖`σ = E1: Using Equation (3-15) in

Proposition 3.3, as `σ ≤ 1, we have

E1 ≤
∑
β<γ

k=1,...,n

B |α−β|
(
α!

β!
(|α| + 1)

)s
M2β(|β|+1)+`+1(2(p(|β| + 1)+ `))!s

·

∑
|γ |+2 j≤2(p(|β|+1)+`)

N j,γ (u, ϕ). (4-25)
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We want to remark here that there is a factor (|α| + 1)s in (4-25), but it is compen-
sated by the fact that one has ϕ, not ϕ(β), |β| = 1. Precisely, we have

E1 ≤ n
∑
β<α

B |α−β|
(
(|α|+1)!
|β|!

)s
(2p(|β| + 1)+ `)!s M2p(|β|+1)+`+1

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ), as |β| + 1≤ |α|. (4-26)

Now we have the following inequality:(
(|α|+1)!
|β|!

)s(
2(p(|β|+1)+ `)

)
!
s
≤ (2(p|α|+ `+1))!s, |β|+1≤ |α|. (4-27)

So, from (4-26) and (4-27), we get

E1 ≤ n(2(p|α| + `+ 1))!s
∑
β<α

B |α−β|M2p(|β|+1)+`+1

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ). (4-28)

The sum in the second member in (4-28) is the same than the sum in (4-21), re-
placing γ by β. So from (4-22) in Lemma 4.3, we get, under condition (4-23),

E1 ≤ n(n+ 1)B M−1 M2p|α|+(`+1)+1(2p|α| + `+ 1)!s

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ). (4-29)

(ii) A bound on
∑

β<α, i,k=1,...,n ‖ϕcikαβ∂
β+i+ku‖`σ = E2: We write the proof,

for completeness, noticing however that ∂β+i+k is of the form ∂β+I with |I | = 2.
Using estimates in (3-15), we get

E2 ≤
∑
β<α

i,k=1,...,n

B |α−β|
(
(α+k)!
(β+k)!

)s
‖ϕ∂β+i+ku‖`σ . (4-30)

Hence,

E2 ≤
∑

β<α, |β|≤|α|−2
i,k=1,...,n

B |α−β|M2p(|β|+2)+`+1
(
(α+k)!
(β+k)!

)s
(2(p(|β|+2)+`))!s

·

∑
|γ |+2 j≤2(p(|β|+2)+`)

N j,γ (u, ϕ). (4-31)

Now we have the following:(
(α+k)!
(β+k)!

)s
(2(p(|β| + 2)+ `))!s ≤ (2(p|α| + `+ 1))!s . (4-32)
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(4-32) is a consequence of (α+ k)!/(β + k)! ≤ (|α| + 1)!/(|β| + 1)!. Hence

E2 ≤ n2(2(p|α| + `+ 1))!s
( ∑

β<α
|β|≤|α|−2

B |α−β|M2p(|β|+2)+`+1
)

·

∑
|γ |+2 j≤2(p|α|+`+1)

N j,γ (u, ϕ), (4-33)

as Card
{
(i, k) ∈ {1, . . . , n}

}
= n2. Now, we bound

F =
∑

β<α, |β|≤|α|−2 B |α−β|M2p(|β|+2)+`+1

with

F ≤
∑
β<α

|β|≤|α|−2

( B
M2p

)|α−β|−2
M2p|α|+(`+1)+1 B2 M−1. (4-34)

Now using Lemma 4.3 and the fact that
∑

β<α, |β|=|α|−2 1≤ n2, we obtain

E2 ≤ (n2
+ 1)2 B2 M−1 M2p|α|+(`+1)+1(2(p|α| + `+ 1))!s

·

∑
|δ|+2 j≤2(p|α|+`+1)

N j,δ(u, ϕ). (4-35)

We recall that we said in (c) that we do not consider the term

‖ϕ[Y + b, ∂α]‖`σ ≤ ‖ϕ[Y, ∂α]u‖`σ +‖ϕ[b, ∂α]u‖`σ

as ‖ϕ[Y, ∂α]u‖`σ is like ‖ϕ[X j , ∂
α
]u‖`σ and ‖ϕ[b, ∂α]u‖`σ much smaller. So in

order to bound the term ‖ϕ[X j , [X j , ∂
α
]]u‖`σ , we have to collect (4-29) and (4-35),

which are true under condition (4-23). We find

‖ϕ[X j , [X j , ∂
α
]]u‖`σ ≤ 2(n2

+ 1)2 B2 M−1 M2p|α|+(`+1)+1(2(p|α| + `+ 1))!s

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ) (4-36)

In order to give a bound for ‖ϕ∂αu‖(`+1)σ , we have from (3-26) in Proposition 3.7
to take C times the bound in (a) plus C(n2

+ n+ 1) times the bound in (b) plus
Cm(n+2) times the bound in (c) plus Cm times the bound in (d), under, of course,
the conditions on M indicated in the proofs of (a), (b), (c) and (d).

Of course, we also have to take care of the conditions needed on M for the
validity of these bounds. These may be summarized as follows:

(a) (4-12) is satisfied, just under the induction hypothesis,

(b) (4-13) is satisfied, under the induction hypothesis,

(c) (4-24) is satisfied, under the induction hypothesis and (4-23),

(d) (4-36) is satisfied, under the induction hypothesis and (4-23).
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So adding all these estimates with the suitable factors yields

‖ϕ∂αu‖(`+1)σ

≤C M−1(2ε−2
+n(n+1)ε−1 B+2(n2

+1)2 B2)M2p|α|+(`+1)+1(2(p|α|+`+1))!s

·

∑
|γ |+2 j≤2(p|α|+`)

N j,γ (u, ϕ) (4-37)

under the condition (4-23). From (4-37), we deduce that if M satisfies

M ≥ sup
{
(θ−1

0 B)1/2
p
, 1, C

(
2ε−2
+ n(n+ 1)ε−1 B+ 2(n2

+ 1)2 B2)}, (4-38)

then (4-4)α,`+1 is true. So (4-4)α,` is true, |α| = r + 1, for all `.
Now, let us finish the proof of the theorem. Since we proved (4-4)0,`, ` =

1, . . . , p, and the induction{
(4-4)α,`, |α| ≤ r, ` ∈ {1, . . . , p}

}
⇒
{
(4-4)α,`, |α| = r + 1, ` ∈ {1, . . . , p}

}
,

under respectively condition ((4-8) and (4-11)) and condition (4-38), we have M =
M(ε,�0, P) > 0 so that the theorem is completely proved, when the conditions
(4-8), (4-11) and (4-38) are satisfied. As ε ≤ 1, we see that M p

≥ 2ε−1 implies
that (4-11) holds. So, everything boils down to only the following condition:

M ≥ sup
{
(θ−1

0 B)1/2
p
, C(2+ n+ n2)ε−2,

C
(
2ε−2
+ n(n+ 1)ε−1 B+ 2(n2

+ 1)2 B2)}
= M(ε, θ0, B). (4-39)

B depends on P and �0 and θ0 depends on n. Hence M(ε, θ0, B) can be written,
as n is fixed, M(ε,�0, P). The proof of Theorem 4.2 is now complete. �

5. Gevrey regularity for Gevrey vectors

We want to give in this section an application of Theorem 4.2. In fact, we shall just
use the estimates (4-4) for `=0, which we rewrite here, for (u, ϕ)∈C∞(�1)×D(�1):

‖ϕ∂αu‖ ≤ M2p|α|+1
ε (2p|α|)!s

∑
|β|+2 j≤2p|α|

N ε
j,β(u, ϕ). (5-1)

Moreover, we want to state a theorem for operators of order m, satisfying estimates
similar to (5-1), but with 2 replaced by m and with coefficients in Gs(�). For that
purpose, we clarify the notation as m replaces 2.

Firstly, � and �1 are as in Section 4, �1 b� and s ≥ 1. Then define

N ε
j,β = ε

|β|+mj
|β|!−s(mj)!−s

‖ϕ(β)P j u‖, (u, ϕ) ∈ C∞(�1)×D(�1). (5-2)
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Now assume that P satisfies the following estimates:

∀ε, 0<ε≤ 1, ∃Mε ≥ 1 such that ∀α ∈Nn, ∀(u, ϕ)∈C∞(�1)×D(�1)

‖ϕ∂αu‖ ≤ Mr |α|+1
ε (r |α|)!s

∑
|β|+mj≤r |α|

N j,β(u, ϕ) for some r ∈ N∗. (5-3)

Now, we provide a proposition on Gevrey regularity of Gevrey vectors of P satis-
fying (5-3).

Proposition 5.1. Let P be a linear partial differential operator with Gs(�) coeffi-
cients, of order m, satisfying (5-3) in �1 with �1 ⊂�. Then any Gs(�1)-vector of
P which is C∞(�) is in Grs(�1), s ≥ 1.

Proof. We have to distinguish between the cases s > 1 and s = 1.

(1) Case s > 1: Let u ∈ C∞(�)∩Gs(�1, P). In order to prove that u ∈ Grs(�1),
we have to show that given any open set �2 with �2 ⊂�1, we have:

∃C�2 > 0 s. t. ∀α ∈ Nn, ‖∂αu‖L2(�2) ≤ C |α|+1
�2

(r |α|)!s = C |α|+1(r |α|)!s . (5-4)

First, we consider ϕ ∈ Gs(�1)∩D(�1), ϕ = 1 on �2. Then

‖∂αu‖L2(�2) ≤ ‖ϕ∂
αu‖. (5-5)

As u ∈ C∞(�1) and ϕ ∈ D(�1), we apply (5-3). So we get

‖∂αu‖L2(�2) ≤ (C Mε)
r |α|+1(r |α|)!s

∑
|β|+mj≤r |α|

N ε
j,β(u, ϕ). (5-6)

Now as ϕ ∈ Gs(�1)∩D(�1), there exists A = Aϕ such that

sup |ϕ(β)| ≤ A|β|+1
|β|!s . (5-7)

Also, from (5-2), we have

N ε
j,β = ε

|β|+mj
|β|!−s(mj)!−s

‖ϕ(β)P j u‖. (5-8)

Now as u ∈ Gs(�1, P), taking K = Supp (ϕ)⊂�1

∃B = BK > 0, such that ‖P j u‖L2(K ) ≤ Bmj+1(mj)!s, ∀ j ∈ N. (5-9)

From (5-7), (5-8) and (5-9), we obtain

N ε
j,β(u, ϕ)≤ ε

|β|+mj A|β|+1 Bmj+1
≤ ε|β|+mj D|β|+mj+1 (5-10)

for some constant D (for example A+ B). So, with (5-6),

‖∂αu‖L2(�2) ≤ D(C Mε)
r |α|+1(r |α|)!s

∑
|β|+mj≤r |α|

(εD)|β|+mj . (5-11)
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Now let us choose ε such that
εD = 1

2 . (5-12)
Then with M = M1/(2D), we have

‖∂αu‖L2(�2) ≤ D(C M)r |α|+1(r |α|)!s
∑

|β|+mj≤r |α|

( 1
2

)|β|+mj
. (5-13)

We have to estimate the sum in the (5-13).

Lemma 5.2. There exists a constant C0 > 0 such that∑
|β|+mj≤r |α|

( 1
2

)|β|+mj
≤ C0, ∀α ∈ Nn. (5-14)

Proof of Lemma 5.2. This simple lemma has an elementary proof. For complete-
ness, let us give it. For α = 0, it is trivial. So assume |α| ≥ 1. It suffices to see
that ∑

|β|+mj≤r |α|

( 1
2

)|β|+mj
=

r |α|∑
k=0

( ∑
|β|+mj=k

1
)( 1

2

)k
≤

r |α|∑
k=0

(k+ 1)n
( 1

2

)k

≤

∞∑
k=0

(k+ 1)n
( 1

2

)k
= C0 <+∞. �

Coming back to the proof of Proposition 5.1, we have, with some constant
C1 > 0, using (5-13) and (5-14), the following estimate:

‖∂αu‖L2(�2) ≤ C1(C M)r |α|(r |α|)!s (5-15)

which shows that u is in Grs(�2), hence in Grs(�1) as�2 is any relatively compact
set in �1.

(2) Case s = 1: In this case, as we have no ϕ ∈ D(�1) which is in G1(�1), we
proceed by using a sequence of functions of L. Ehrenpreis associated to the cou-
ple (�0, �1) with �1 ⊂ �0 and �0 ⊂ �. We state below a proposition due to
Ehrenpreis, providing the precise details regarding the sequence.

Proposition 5.3 [Ehrenpreis 1960]. Let �0, �1 be as above. Then there exists a
constant C̃ > 0 such that:
∀N ∈ N, ∃ϕN ∈ D(�0), ϕN |�1 = 1,

such that |ϕ(β)N | ≤ C̃ |β|+1 Nβ, for |β| ≤ N . (5-16)

In our proof below, in order to bound ‖∂αu‖L2(�2), we use, in place of ϕ used
in case (1), the function ϕr |α| given by taking N = r |α| in (5-16). So, as �2 ⊂�1,
we have

‖∂αu‖L2(�2) ≤ ‖ϕr |α|∂
αu‖ ≤ Mr |α|+1

ε (r |α|)!
∑

|β|+mj≤r |α|

N ε
j,β(u, ϕr |α|). (5-17)
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Now, taking A given by:
A = sup(B, C̃), (5-18)

where B is given by (5-9) with K =�0, we get

Eα =
∑

|β|+mj≤r |α|

N ε
j,β(u, ϕr |α|)≤ A

∑
|β|+mj≤r |α|

(εA)|β|+mj
|β|!−1(r |α|)|β|, (5-19)

since |β| ≤ r |α| in the sum. Looking at the second member in (5-19), we may
bound by

Eα ≤
∑

mj≤r |α|

(εA)mj
∑
|β|≤r |α|

(εA)|β||β|!−1(r |α|)|β|. (5-20)

Hence

Eα ≤
∑

mj≤r |α|

(εA)mj
r |α|∑
k=0

(∑
|β|=k

1
)
(εAr |α|)kk!−1. (5-21)

If we choose ε0 so that ε0 A = 1
2 , we get

Eα ≤ 2
r |α|∑
k=0

(k+ 1)n
(r |α|

2

)k
k!−1
≤ 2(r |α| + 1)n

∑
k

(r |α|
2

)k
k!−1 (5-22)

So finally, with some constant C1 > 0, C1 = C1(n),

Eα ≤ 2(r |α| + 1)n exp
(r |α|

2

)
≤ C1 exp(r |α|). (5-23)

Then, coming back to (5-17), we obtain

‖∂αu‖L2(�2) ≤ Mr |α|+1
ε0

(r |α|)!C1 exp(r |α|)= C1 Mε0(eMε0)
r |α|(r |α|)!. (5-24)

As we took any �2 with �2 ⊂�1, �1 ⊂�0, we obtain that u ∈Gr (�1). The proof
of Proposition 5.1 is complete. �

As a corollary of Theorem 4.2 and Proposition 5.1, we get:

Theorem 5.4. Let P be a Hörmander’s operator on an open set � in Rn and
s ∈ R, s ≥ 1. Assume that P satisfies the estimate (2-4) in some open subset �0

with �0 ⊂ � with σ = 1/p, p ∈ N∗ and that its coefficients are in Gs(�0). Then
Gs(�0, P)⊂ G2ps(�0).

We conclude this article with some final remarks.

(1) In the case s = 1, there is another proof, using the method of addition of an
extra variable (see, for example, [Bolley et al. 1987] or [Lions and Magenes 1970]),
by considering the operator ∂2

t + P in R×�⊂ Rn+1, which is also a Hörmander’s
operator in R×�, with analytic coefficients (case s = 1), to which one can use the
theorem of Gevrey hypoellipticity Gs for s ≥ 2p, [Derridj and Zuily 1973].
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(2) We know nothing on optimality of our result. In our preceding paper [Derridj ≥
2019], in the case of operators of the first kind, the result was optimal: Gk(�0, P)⊂
G pk(�0), k ∈ N.

(3) In a forthcoming paper, we will study the question of local relations of domi-
nation by powers of P , in the case where P is of the first kind, which will be finer,
giving therefore the optimal result Gs(�0, P)⊂ G ps(�0), p being the type of �0.

Acknowledgements

I am greatly indebted to Nordine Mir for encouraging me to write the present paper
when he knew about the result and for his help.

References

[Baouendi and Métivier 1982] M. S. Baouendi and G. Métivier, “Analytic vectors of hypoelliptic
operators of principal type”, Amer. J. Math. 104:2 (1982), 287–319. MR Zbl

[Barostichi et al. 2011] R. F. Barostichi, P. D. Cordaro, and G. Petronilho, “Analytic vectors in
locally integrable structures”, pp. 1–14 in Geometric analysis of several complex variables and
related topics (Marrakesh, 2010), edited by Y. Barkatou et al., Contemp. Math. 550, Amer. Math.
Soc., Providence, RI, 2011. MR Zbl

[Bolley et al. 1987] P. Bolley, J. Camus, and L. Rodino, “Hypoellipticité analytique-Gevrey et itérés
d’opérateurs”, Rend. Sem. Mat. Univ. Politec. Torino 45:3 (1987), 1–61. MR Zbl

[Braun Rodrigues et al. 2016] N. Braun Rodrigues, G. Chinni, P. D. Cordaro, and M. R. Jahnke,
“Lower order perturbation and global analytic vectors for a class of globally analytic hypoelliptic
operators”, Proc. Amer. Math. Soc. 144:12 (2016), 5159–5170. MR Zbl

[Castellanos et al. 2013] J. E. Castellanos, P. D. Cordaro, and G. Petronilho, “Gevrey vectors in
involutive tube structures and Gevrey regularity for the solutions of certain classes of semilinear
systems”, J. Anal. Math. 119 (2013), 333–364. MR Zbl

[Damlakhi and Helffer 1980] M. Damlakhi and B. Helffer, “Analyticité et itères d’un système de
champs non elliptique”, Ann. Sci. École Norm. Sup. (4) 13:4 (1980), 397–403. MR Zbl

[Derridj 2017] M. Derridj, “On Gevrey vectors of some partial differential operators”, Complex Var.
Elliptic Equ. 62:10 (2017), 1474–1491. MR Zbl

[Derridj ≥ 2019] M. Derridj, “On Gevrey vectors of L. Hörmander’s operators”, preprint. To appear
in Trans. Amer. Math. Soc.

[Derridj and Zuily 1973] M. Derridj and C. Zuily, “Sur la régularité Gevrey des opérateurs de Hör-
mander”, J. Math. Pures Appl. (9) 52 (1973), 309–336. MR Zbl

[Ehrenpreis 1960] L. Ehrenpreis, “Solution of some problems of division, IV: Invertible and elliptic
operators”, Amer. J. Math. 82 (1960), 522–588. MR Zbl

[Helffer and Mattera 1980] B. Helffer and C. Mattera, “Analyticité et itérés réduits d’un système de
champs de vecteurs”, Comm. Partial Differential Equations 5:10 (1980), 1065–1072. MR Zbl

[Hörmander 1967] L. Hörmander, “Hypoelliptic second order differential equations”, Acta Math.
119 (1967), 147–171. MR Zbl

[Kohn 1978] J. J. Kohn, “Lectures on degenerate elliptic problems”, pp. 89–151 in Pseudodifferen-
tial operator with applications (Bressanone, Italy, 1977), Liguori, Naples, 1978. MR Zbl

http://dx.doi.org/10.2307/2374161
http://dx.doi.org/10.2307/2374161
http://msp.org/idx/mr/654409
http://msp.org/idx/zbl/0496.35026
http://dx.doi.org/10.1090/conm/550/10864
http://dx.doi.org/10.1090/conm/550/10864
http://msp.org/idx/mr/2868552
http://msp.org/idx/zbl/1236.35016
http://msp.org/idx/mr/1037999
http://msp.org/idx/zbl/0701.35055
http://dx.doi.org/10.1090/proc/13178
http://dx.doi.org/10.1090/proc/13178
http://msp.org/idx/mr/3556261
http://msp.org/idx/zbl/1361.35049
http://dx.doi.org/10.1007/s11854-013-0011-4
http://dx.doi.org/10.1007/s11854-013-0011-4
http://dx.doi.org/10.1007/s11854-013-0011-4
http://msp.org/idx/mr/3043156
http://msp.org/idx/zbl/1308.35007
http://dx.doi.org/10.24033/asens.1388
http://dx.doi.org/10.24033/asens.1388
http://msp.org/idx/mr/608285
http://msp.org/idx/zbl/0468.35084
http://dx.doi.org/10.1080/17476933.2016.1258067
http://msp.org/idx/mr/3677948
http://msp.org/idx/zbl/1370.35089
http://dx.doi.org/10.1016/S0079-8169(08)62462-9
http://dx.doi.org/10.1016/S0079-8169(08)62462-9
http://msp.org/idx/mr/0512976
http://msp.org/idx/zbl/0266.35013
http://dx.doi.org/10.2307/2372971
http://dx.doi.org/10.2307/2372971
http://msp.org/idx/mr/0119082
http://msp.org/idx/zbl/0098.08401
http://dx.doi.org/10.1080/03605308008820164
http://dx.doi.org/10.1080/03605308008820164
http://msp.org/idx/mr/588692
http://msp.org/idx/zbl/0452.35123
http://dx.doi.org/10.1007/BF02392081
http://msp.org/idx/mr/0222474
http://msp.org/idx/zbl/0156.10701
http://msp.org/idx/mr/660652
http://msp.org/idx/zbl/0448.35046


LOCAL ESTIMATES FOR HÖRMANDER’S OPERATORS WITH GEVREY COEFFICIENTS 345

[Kotake and Narasimhan 1962] T. Kotake and M. S. Narasimhan, “Regularity theorems for fractional
powers of a linear elliptic operator”, Bull. Soc. Math. France 90 (1962), 449–471. MR Zbl

[Lions and Magenes 1970] J.-L. Lions and E. Magenes, Problèmes aux limites non homogènes et
applications, vol. 3, Travaux et Recherches Mathématiques 20, Dunod, Paris, 1970. MR Zbl

[Métivier 1978] G. Métivier, “Propriété des itérés et ellipticité”, Comm. Partial Differential Equa-
tions 3:9 (1978), 827–876. MR Zbl

[Nelson 1959] E. Nelson, “Analytic vectors”, Ann. of Math. (2) 70 (1959), 572–615. MR Zbl

[Rothschild and Stein 1976] L. P. Rothschild and E. M. Stein, “Hypoelliptic differential operators
and nilpotent groups”, Acta Math. 137:3-4 (1976), 247–320. MR Zbl

Received 24 Nov 2017. Revised 11 Dec 2017.

MAKHLOUF DERRIDJ:

maklouf.derridj@numericable.fr
78350 Les Loges en Josas, France

msp

http://www.numdam.org/item?id=BSMF_1962__90__449_0
http://www.numdam.org/item?id=BSMF_1962__90__449_0
http://msp.org/idx/mr/0149329
http://msp.org/idx/zbl/0104.32503
http://msp.org/idx/mr/0291887
http://msp.org/idx/zbl/0197.06701
http://dx.doi.org/10.1080/03605307808820078
http://msp.org/idx/mr/504629
http://msp.org/idx/zbl/0388.35063
http://dx.doi.org/10.2307/1970331
http://msp.org/idx/mr/0107176
http://msp.org/idx/zbl/0091.10704
http://dx.doi.org/10.1007/BF02392419
http://dx.doi.org/10.1007/BF02392419
http://msp.org/idx/mr/0436223
http://msp.org/idx/zbl/0346.35030
mailto:maklouf.derridj@numericable.fr
http://msp.org


Tunisian Journal of Mathematics
msp.org/tunis

EDITORS-IN-CHIEF
Ahmed Abbes CNRS & IHES, France

abbes@ihes.fr
Ali Baklouti Faculté des Sciences de Sfax, Tunisia

ali.baklouti@fss.usf.tn
EDITORIAL BOARD

Hajer Bahouri CNRS & LAMA, Université Paris-Est Créteil, France
hajer.bahouri@u-pec.fr

Arnaud Beauville Laboratoire J. A. Dieudonné, Université Côte d’Azur, France
beauville@unice.fr

Bassam Fayad CNRS & Institut de Mathématiques de Jussieu-Paris Rive Gauche, Paris, France
bassam.fayad@imj-prg.fr

Benoit Fresse Université Lille 1, France
benoit.fresse@math.univ-lille1.fr

Dennis Gaitsgory Harvard University, United States
gaitsgde@gmail.com

Emmanuel Hebey Université de Cergy-Pontoise, France
emmanuel.hebey@math.u-cergy.fr

Mohamed Ali Jendoubi Université de Carthage, Tunisia
ma.jendoubi@gmail.com

Sadok Kallel Université de Lille 1, France & American University of Sharjah, UAE
sadok.kallel@math.univ-lille1.fr

Minhyong Kim Oxford University, UK & Korea Institute for Advanced Study, Seoul, Korea
minhyong.kim@maths.ox.ac.uk

Toshiyuki Kobayashi The University of Tokyo & Kavlli IPMU, Japan
toshi@kurims.kyoto-u.ac.jp

Yanyan Li Rutgers University, United States
yyli@math.rutgers.edu

Nader Masmoudi Courant Institute, New York University, United States
masmoudi@cims.nyu.edu

Haynes R. Miller Massachusetts Institute of Technology, Unites States
hrm@math.mit.edu

Nordine Mir Texas A&M University at Qatar & Université de Rouen Normandie, France
nordine.mir@qatar.tamu.edu

Detlef Müller Christian-Albrechts-Universität zu Kiel, Germany
mueller@math.uni-kiel.de

Mohamed Sifi Université Tunis El Manar, Tunisia
mohamed.sifi@fst.utm.tn

Daniel Tataru University of California, Berkeley, United States
tataru@math.berkeley.edu

Sundaram Thangavelu Indian Institute of Science, Bangalore, India
veluma@math.iisc.ernet.in

Saïd Zarati Université Tunis El Manar, Tunisia
said.zarati@fst.utm.tn

PRODUCTION
Silvio Levy (Scientific Editor)

production@msp.org

The Tunisian Journal of Mathematics is an international publication organized by the Tunisian Mathematical
Society (http://www.tms.rnu.tn) and published in electronic and print formats by MSP in Berkeley.

See inside back cover or msp.org/tunis for submission instructions.

The subscription price for 2019 is US $315/year for the electronic version, and $370/year (+$20, if shipping
outside the US) for print and electronic. Subscriptions, requests for back issues and changes of subscriber address
should be sent to MSP.

Tunisian Journal of Mathematics (ISSN 2576-7666 electronic, 2576-7658 printed) at Mathematical Sciences Pub-
lishers, 798 Evans Hall #3840, c/o University of California, Berkeley, CA 94720-3840 is published continuously
online. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices.

TJM peer review and production are managed by EditFlow® from MSP.

PUBLISHED BY
mathematical sciences publishers

nonprofit scientific publishing
http://msp.org/

© 2019 Mathematical Sciences Publishers

http://msp.org/tunis/
abbes@ihes.fr
ali.baklouti@fss.usf.tn
hajer.bahouri@u-pec.fr
beauville@unice.fr
bassam.fayad@imj-prg.fr
benoit.fresse@math.univ-lille1.fr
gaitsgde@gmail.com
emmanuel.hebey@math.u-cergy.fr
ma.jendoubi@gmail.com
sadok.kallel@math.univ-lille1.fr
minhyong.kim@maths.ox.ac.uk
toshi@kurims.kyoto-u.ac.jp
yyli@math.rutgers.edu
masmoudi@cims.nyu.edu
hrm@math.mit.edu
nordine.mir@qatar.tamu.edu
mueller@math.uni-kiel.de
mohamed.sifi@fst.utm.tn
tataru@math.berkeley.edu
veluma@math.iisc.ernet.in
said.zarati@fst.utm.tn
production@msp.org
http://www.tms.rnu.tn
http://dx.doi.org/10.2140/tunis
http://msp.org/
http://msp.org/


Tunisian Journal of Mathematics
2019 vol. 1 no. 3

295Rigid local systems and alternating groups
ROBERT M. GURALNICK, NICHOLAS M. KATZ and PHAM
HUU TIEP

321Local estimates for Hörmander’s operators with Gevrey coefficients
and application to the regularity of their Gevrey vectors

MAKHLOUF DERRIDJ

347Generic colourful tori and inverse spectral transform for Hankel
operators

PATRICK GÉRARD and SANDRINE GRELLIER

373Ramification groups of coverings and valuations
TAKESHI SAITO

427Almost sure local well-posedness for the supercritical quintic NLS
JUSTIN T. BRERETON

Tunisian
Journalof

M
athem

atics
2019

vol.1
no.3

http://dx.doi.org/10.2140/tunis.2019.1.295
http://dx.doi.org/10.2140/tunis.2019.1.321
http://dx.doi.org/10.2140/tunis.2019.1.321
http://dx.doi.org/10.2140/tunis.2019.1.347
http://dx.doi.org/10.2140/tunis.2019.1.347
http://dx.doi.org/10.2140/tunis.2019.1.373
http://dx.doi.org/10.2140/tunis.2019.1.427

	1. Introduction
	2. Some notation and definitions
	3. Preliminary lemmas and propositions
	4. Local relations of domination by powers of P
	5. Gevrey regularity for Gevrey vectors
	Acknowledgements
	References
	
	

