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We deal with the initial-boundary value problem of the biharmonic cubic
nonlinear Schrodinger equation in a quarter plane with inhomogeneous
Dirichlet—-Neumann boundary data. We prove local well-posedness in the
low regularity Sobolev spaces by introducing Duhamel boundary forcing
operator associated to the linear equation in order to construct solutions in
the whole line. With this in hand, the energy and nonlinear estimates allow
us to apply the Fourier restriction method, introduced by J. Bourgain, to ob-
tain our main result. Additionally, we discuss adaptations of this approach
for the biharmonic cubic nonlinear Schriodinger equation on star graphs.

1. Introduction

1A. Presentation of the model. The fourth-order nonlinear Schrodinger (4NLS)
equation or biharmonic cubic nonlinear Schrodinger equation

(1-1) i0pu + 32u — 3%u = Aul’u,

was introduced in [Karpman 1996; Karpman and Shagalov 2000] to take into
account the role of small fourth-order dispersion terms in the propagation of intense
laser beams in a bulk medium with Kerr nonlinearity. Equation (1-1) arises in many
scientific fields such as quantum mechanics, nonlinear optics and plasma physics,
and has been intensively studied with fruitful references (see [Ben-Artzi et al. 2000;
Cui and Guo 2007; Karpman 1996; Pausader 2007; 2009a]).

The past twenty years such 4NLS equations have been deeply studied from
different mathematical viewpoints. For example, Fibich et al. [2002] worked on
various properties of the equation in the subcritical regime, with part of their
analysis relying on very interesting numerical developments. The well-posedness
and existence of solutions for different domains have been shown (see, for instance,
[Capistrano-Filho et al. 2019; Kwak 2018; Ozsar1 and Yolcu 2019; Pausader 2007;
MSC2010: 35A07, 35C15, 35G15, 35G30, 35Q55.
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2009a; Tsutsumi 2014; Oh and Tzvetkov 2017; Wen et al. 2014]) by means of the
Fourier restriction method, energy method, forcing boundary operators, Laplace
transform, harmonic analysis, Fokas method, etc.

It is interesting to point out that there are many works related to (1-1) not
only dealing with well-posedness theory. For example, Natali and Pastor [2015]
considered the fourth-order dispersive cubic nonlinear Schrédinger equation on the
line with mixed dispersion. They proved the orbital stability, in the H?(R)-energy
space, by constructing a suitable Lyapunov function. Considering (1-1) on the
circle, Oh and Tzvetkov [2017] showed that the mean-zero Gaussian measures on
Sobolev spaces H*(T), for s > %, are quasi-invariant under the flow. There has
been significant progress over recent years; see for instance [Burq et al. 2002; 2013]
for the nonlinear Schrédinger equation.

In addition to these works, two of us worked recently with the intent of proving
controllability results for the 4NLS equation. More precisely, we proved that the
solutions of the associated linear system (1-1) is globally exponentially stable in
a periodic domain T, by using certain properties of propagation of compactness
and regularity in Bourgain spaces. Theses properties together with the local exact
controllability ensure that fourth order nonlinear Schrédinger is globally exactly
controllable; for details, see [Capistrano-Filho and Cavalcante 2019].

Ozsar1 and Yolcu [2019] proposed (1-1) without the term 8fu. This system has
an interesting physical point of view, precisely, the model corresponds to a situation
in which wave is generated from a fixed source such that it moves into the medium
in one specific direction.

1B. Setting of the problem. We mainly consider the biharmonic Schrodinger equa-
tion on the right half-line

idu — dgu + Au|*u =0, (t,x) € (0,T) x (0, 00),
(1-2) u(0, x) = up(x), x € (0, 00),
u,0)=f(@), ue(t,00=¢), 1€(0,7).
With suitable choices of f(¢) and g(¢) in (1-2), we are interested on the following
initial-boundary value problem (IBVP):
Is the IBVP (1-2) local well-posed in the low regularity Sobolev space, more pre-
cisely, in H*(RY) for0<s < %?

Before presenting the answer for this question, let us present some brief comments
on the techniques to solve IBVPs on the half-line.

1C. Comments about the techniques to solve IBVPs on the half-line. Different
techniques have been developed in the last years in order to solve IBVPs associated
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to some dispersive models on the half-line. Fokas [2008] introduced an approach
to solve IBVPs associated to integrable nonlinear evolution equations, which is
known as the unified transform method (UTM) or as Fokas transform method.
The UTM provides a generalization of the inverse scattering transform method
from initial value problems (IVP) to IBVPs. The classical method based on the
Laplace transform was used successfully in [Bona et al. 2006; 2018; Erdogan and
Tzirakis 2017; Compaan and Tzirakis 2017]. A new approach was introduced by
Colliander and Kenig [2002] by recasting the IBVP on the half-line by a forced IVP
defined in the line R. To see other applications of this technique, we refer the
results established in [Cavalcante 2017; Cavalcante and Corcho 2019; Holmer
2005; 2006]. On the other hand, Faminskii [2019] used an approach based on
the investigation of special solutions of a “boundary potential” type for solution
of linearized Korteweg—de Vries (KdV) equation in order to obtain global results
for the IBVP associated to the KdV equation on the half-line with more general
boundary conditions. Fokas et al. [2016] introduced a method which combines
the UTM with a contraction mapping principle. We caution that this is only a small
sample of the extant works on these techniques.

1D. Biharmonic NLS equation. As mentioned in the beginning of this introduc-
tion, the 4NLS equation or biharmonic NLS equation

(1-3) i0pu + 3%u — 3%u = Aul’u,

was introduced in [Karpman 1996; Karpman and Shagalov 2000]. Huo and Jia
[2005] studied the Cauchy problem of one-dimensional fourth-order nonlinear
Schrodinger equation related to the vortex filament. They proved the local well-
posedness for initial data in H*(R) for s > % by using the Fourier restriction norm
method under certain coefficient condition. Concerning local well-posedness of
the nonlinear fourth order Schrédinger equations, we cite [Hao et al. 2006; Segata
2004]. With respect of the global well-posedness, in the one-dimensional case with
some restriction in the initial data for various nonlinearities, we refer to [Hayashi
and Naumkin 2015a; 2015b; 2015c¢; 2015d] and, finally, for the study n-dimensional
case the reader can see [Pausader 2009b; Pausader and Shao 2010].

Lastly, in a recent work of IBVP for biharmonic Schrédinger equation on the
half-line

(1-4) idu + 3%u = Alulu,

Ozsar1 and Yolcu [2019], proved local well-posedness on the high regularity function
spaces H*(R™), for % <S5 < %, with s # % The authors used the Fokas method
[1997; 2008] combined with contraction arguments to achieve the result.
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1E. Main result. Now, let us present the main result of this article. Consider the
biharmonic Schrodinger equation on the right half-line

idu+ydtu+ Alul*u =0, (t,x) € (0,T) x (0, 00),
(1-5) u(0, x) = up(x), x € (0, 00),
u(t,0)=f(), u(t,0)=g(), te(,T7),

for y, A € R. We say that system (1-5) is focusing if yA < 0 and defocusing
when yA > 0. In this paper we will study the case when y = —1, however the
approach used here can be applied when y € R\ {0}.

The presence of two boundary conditions in (1-5) can be motivated by integral
identities on smooth decaying solutions for the linear equation

(1-6) iou —3tu=0.

Indeed, for a smooth decaying solution u of (1-6) and T > 0, we have

00 00 T
(1-7) f |u(T, x)|2dx:/ |u (0, x)lzdx—/ Im(d7u(t, 0)ii(t, 0)) dt
0 0

0

T
+f Im(d2u(t, 0)d,ii(t, 0)) dr.
0

Thus, from (1-7) we can conclude that if we assume u(0, x) =u(t,0)=u,(t,0)=0
the linear solution for (1-6) is the trivial one.

It is well-known by [Kenig et al. 1991] that the local smoothing effect for the
fourth-order linear group operator e'’ o

(1-8) ol g <cl@llgs@ forj=0,1andseR,

L?H%(ZJJrS—Zj)(Rt)
which motivates the relation of regularities among initial and boundary data.
Thus, we are able to present the main goal in the paper: to answer the problem
cited in the beginning of this introduction, that is, to show the local well-posedness
of (1-5) in the low regularity Sobolev space H*(R™), for 0 <s < %

We state the main theorem for IBVP (1-5) as follows.
Theorem 1.1. Let s € [O, %) For given initial-boundary data
(o, f, g) € H (R™) x H§(2s+3)(R+) % H%(Zs-l—l)(R-l-)’
there exist a positive time

T:= T(”MOHHS(R+)7 ”f”Hé(Z‘YH)(R*')’ ||g||H%(2S+I)(R+))’
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and unique solution u(t, x) € C((0, T); H*(R1)) of the IBVP (1-5), when y = —1,
satisfying

weC(R*; Hs®+9(0, T)NX*?((0, T)xR*) and d,ueC(R*; Hs®D(0,T)),

for some b(s) < % Moreover, the map (ug, f, g) — u is analytic from H®(R*) x
Hs @R x Hs®HD(®RY) 10 C((0, T); H(RT)).

Remarks. Finally, the following comments are now in order:

1. The proof of Theorem 1.1 is based on the Fourier restriction method for a suitable
extension of solutions. We first convert the IBVP of (1-5) posed in R x R* to
the initial value problem (IVP) of (1-5) (integral equation formula) in the whole
space R x R (see Section 3) by using the Duhamel boundary forcing operator. The
energy and nonlinear estimates (established in Section 4) allow us to apply the
Picard iteration method for IVP of (1-5), and hence we can complete the proof. The
new tools used here are the Duhamel boundary forcing operator for the fourth-order
linear equation and its analysis.

2. Note that Theorem 1.1 give us the local well-posedness in low regularity for the
biharmonic nonlinear Schrodinger equation. However, in [Ozsar1 and Yolcu 2019],
the authors showed the local well-posedness in the Sobolev spaces, by using Fokas
approach. We point out that the low regularity in our main result is obtained using
the boundary forcing operator, proposed by Holmer, which has been obtained in an
independent way and with a different approach to that of [Ozsar1 and Yolcu 2019].

3. The approach used in our result, together with some extension as it was done in
[Cavalcante 2017; Cavalcante and Kwak 2019; Holmer 2005; 2006] also guarantee
the local well-posedness result in high regularity.

1F. Notations. In all this paper, we will consider R™ as (0, c0). Moreover, for
positive real numbers x, y € R*, we mean x < y by x < Cy for some C > 0. Also,
denote x ~ y by x < y and y < x. Similarly, <; and ~ can be defined, where the
implicit constants depend on s.

Our work is outlined in the following way: In Section 2, we introduce some
function spaces defined on the half-line and construct the solution spaces. Section 3
is devoted to the introduction of the boundary forcing operator for the biharmonic
Schrodinger equation. In Section 4, we show the energy estimates and present the
trilinear estimates, respectively. The main result of this article, Theorem 1.1, is
proved in Section 5. Finally, in Section 6, we present some open problems which
seem to be of interest from the mathematical point of view.
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2. Preliminaries
Throughout the paper, we fix a cut-off function ¥ (¢) := ¥,
(2-1) Y €Cy°(R) suchthat 0<y <1, Y¥=1on][0,1], ¥ =0 for|t|>2,
and for T > 0 we denote Y7 (1) = =/ (£).

2A. Sobolev spaces on the half-line. For s > 0, we define the homogeneous
L?-based Sobolev spaces H* = H*(R) by the norm ||@|| 5, = | |§|S‘//(‘§)”L2 and
£

the L?-based inhomogeneous Sobolev spaces H* = H*(R) by the norm || ¢| s =
I(1+]€]>)%/ 21}(5 )2, where (;Aﬁ denotes the Fourier transform of ¢. Moreover, we
say that f € H*(R™") if there exists F € H*(R) such that f(x) = F(x) for x > 0,
in this case we set

I/ s ey = igf”F”HS(R)-
On the other hand for s € R, we have f € H (R™) provided that there exists
F € H*(R) such that F is the extension of f on R and F(x) =0 for x < 0. In this
case, we set || f [l gsw+) = infp || F |l gs ). For s <0, we define H*(R") as the dual
space of H,*(R™).

Let us also define the sets CgO(R+) = {f € C*®(R); suppf C [0, 00)} and
Cgf’C(RWL) as the subset of Cg°(R™), whose members have a compact support
on (0, 00). We remark that C§%.(R™) is dense in Hg(R™) for all s € R.

We finish this subsection with some elementary properties of the Sobolev spaces.

Lemma 2.1 [Jerison and Kenig 1995, Lemma 3.5]. For —% <5< % and f € H*(R),

(2-2) 1% 0,00 f lEs®) < cll fll s (w)-

Lemma 2.2 [Colliander and Kenig 2002, Lemma 2.8]. If0 <s < %, then, for the

cut-off function  defined in 2-1), 19 =@ < cll fll e and 19 | sy <
cll f 1l H-sw), where the constant ¢ depends only on s and .

Remark. Lemma 2.2 is equivalent to

I ey ~ 0N sy s

for —% <s§s< %, where f € H*(R) with supp f C [0, 1].

The following two auxiliaries lemmas can be found in [Colliander and Kenig
2002] and their proofs will be omitted.

Lemma 2.3 [Colliander and Kenig 2002, Proposition 2.4]. If % <s§5 < %, the
following statements are valid:

(a) HyR™) ={f € H*[R™"); £(0) =0}.
(b) If f € H*(R™) with f(0) =0, then || x©0.00) f | a5 ®+) < cll f Il s ®+).-
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Lemma 2.4 [Colliander and Kenig 2002, Proposition 2.5]. Let —oo < s < 00 and
f e HS(RJF). For the cut-off function  defined in (2-1), we have ||Wf||Hg(R+) <
il f I g (et

2B. Solution spaces. For f € S(R?), we denote by f or F(f) the Fourier trans-
form of f with respect to both spatial and time variables

f(t,é)zf e eI £(¢, x) dx dt.
R2

Moreover, we use F, and F; to denote the Fourier transform with respect to space
and time variable respectively (also we use ~ for both cases).

Bourgain [1993a; 1993b] established a way to prove the well-posedness of a
classes of dispersive systems. More precisely, on the Sobolev spaces H*, for smaller
values of s, Bourgain found a yet more suitable smoothing property for solutions
of the Korteweg—de Vries equation.

In this spirit, for s, 5 € R, we introduce the classical Bourgain spaces X**
associated to (1-2) as the completion of S’(R?) under the norm

1 f e = /R (BT +ENIf (. )P dE dr,

where (-) = (1+]- )2
One basic property of X** can be read as follows:

Lemma 2.5 [Tao 2006, Lemma 2.11]. Let ¥ (t) be a Schwartz function in time.
Then, we have

I @) fllxse Sy I xse

Ginibre et al. [1997], while establishing local well-posedness results for the
Zakharov system, showed the following important estimate:

Lemma 2.6. Let—% <b <b<0or0<b <b< % w e X*?(¢) and s € R. Then

”wTw”XJ,b’(d)) =< CTb_b ||U)||Xrb(¢)

As is well-known, the space X*” with b > % is well-adapted to study the IVP of
dispersive equations. However, in the study of IBVP, the standard argument cannot
be applied directly. This is due to the lack of hidden regularity, more precisely, the
control of (derivatives) time trace norms of the Duhamel boundary operator requires
to work in X**-type spaces for b < %, since the full regularity range cannot be
covered (see Lemma 4.2 inequality (4-5)).
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Therefore, to treat the solution of our problem, set the solution space denoted
by Z*? with the norm

1
1f 1l zsoe) = supll £ (£, )l sy + Y _ suplldf £ (-, %)
teR

=0 xeR

H%(25+3—2j) ®) + 1S llxs-

The spatial and time restricted space of Z*?(R?) is defined in the standard way:

7520, T) x RY) = z~“”|(o’wR+

equipped with the norm

1Flzsr 0. 1)<y = igfb{llgllzs-b 1g(t,x) = f(t,x) on (0,T) xR},
ge S,

2C. Riemann-Liouville fractional integral. Before we begin our study of the

IBVP for (1-2), we give a brief summary of the Riemann-Liouville fractional

integral operator; see [Colliander and Kenig 2002; Holmer 2006] for more details.
Let us define the function #, as follows:

t ifr>0,
t+: .
0 ifr<oO.

The tempered distribution tj'ﬁ_l /T (@) is defined like a locally integrable function
for Rea > 0 by

a—1

t+ _ 1 OO a—1
<F(ot)’f>_l"(a)/0 e @t

It follows that

toz—l toH—k—]
(2-3) > =a,k( - )
I'(a) I +k)

for all k € N. Expression (2-3) can be used to extend the definition of tj’ﬁ_l /T ()
for all @ € C in the sense of distributions. In fact, a change of contour shows that
the Fourier transform of tj‘__l /T (@) is

a—1

t .
2-4) (F+(a)) (r) = e_%””"(f —i0)7%,
where
(2-5) (T —i0) ™ = |7| ™ x0.00) + € 1T ™ X(—00.0)

is the distributional limit. For o ¢ Z, by using (2-5), we rewrite (2-4) in the
following way:

2! i Lymi
(2-6) (;(a)>(f)=€ 27T T X(0,00) F €297 T T X (00,0 -
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For f € C{°(RY), define Z, f as

o
Iof = r@ * f.
Thus, for Rea > 0, we have
_ 1 ! _ a—1
@7) 10 = 1o fo (t =) £(5) ds.

The following properties easily hold:

t
Lf=f DfO=[ f@ds. Taf=f ad LIj=TL.p
0
Moreover, the lemmas below can be found in [Holmer 2006], and we will omit the
proofs.

Lemma 2.7 [Holmer 2006, Lemma 2.1]. If f € C°(R"), then I, f € C°(R™),
forall o € C.

Lemma 2.8 [Holmer 2006, Lemma 5.3]. If 0 < Re ¢ < 0o and s € R, then
IZ-ahll ey < il gy s where ¢ = ().

Lemma 2.9 [Holmer 2006, Lemma 5.4]. If 0 <Re a < 00, s € Rand u € CF*(R),

then |WZah || gy @) < cllbll ys—=m+), where ¢ = c(u, @).

2D. Oscillatory integral. In this subsection, we will define the oscillatory integral
which is the key to defining, in the next section, the Duhamel boundary forcing
operator. Let

2-8 B(x :i PR P AT
(2-8) (x) o7 3

We first calculate B(0). A change of variable (n =& 4, gives us the following:

1 —igt 1 oo —in —3/4
BO)=— [ 7% dé = — e 'y dn.
2w R 4 0

Now, a change of contour yields

DA e, (=DM (l)__ﬂ §)
BO) =1 e dr=""2—r(;)= nr(4.

Let us obtain the Mellin transform of B(x).

Lemma 2.10. For Re A > 0 we have

o L_ 2
(2-9) / W I'B(x)dx = %(e_ig(“ﬁ” +€—i%(1—5x))'
0 b
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Proof. By analytic argument, we can assume that X is a real number in the set (0, %)
Consider

1 [t £
B](.x) — E/‘ elx%‘e—lg dé
0

and

1 O . L4 1 o0 . Py
By(x) = o / eEeTE dk =5 f e MEeTiE dE,
—00 0

then we have B(x) = B (x) + B»(x). Define

1 oo . o4
B (x) = E/ e* eI e g,
0

By using the dominated convergence theorem and Fubini’s theorem we have

[e.¢] o0
(2-10) f x*IBi(x)dx =1limlim [ e **x*7'B| (x)dx
0 e—>05—0 Jo

1 +o0 o0
= lim lim — eI ek ey dx de.
e—08—027 0 0

Using a change of contour, we get that

+oo o )
(2-11) / e e x gy :S_’\e’ATF(A, _§>’
0

where ['(A, z) = f0+°o r*~lei"2¢=" dr. Again, thanks to the dominated convergence
theorem it follows that

+oo s
(2-12) lim ey = 72T ().

§—0Jo
Once more applying the dominated convergence theorem and changing the contour
we conclude that

+oo
2 lim e e T g

e—0 Jo

+o0
i A—1 _T'®) ia
(2-13) /0 X7 Bi(x)dx = = e

400
— F()") eil%l hm/ e—ine—€n1/4(n)—(l+3)/4 d’?
e—>0 Jo

2 4

CQ) izl -4 (1 K)
= W irg 2 r(=-%

o ¢ T4 4 3

1A
_ F()‘)F(Z B Z)eﬂ%(lfﬂ)
8 '
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In a similar way, by using the identity

+00 ) o x S
(2-14) / i€ =8 P gy g*ke*%r(x, E)’
0

we obtain

+00 )
/ ¥ IBy(x) dx = L;L)e_“‘% le_%(%)r‘(l _ &)
0

(2-15) 2 4 4 4
B 1A
_ F()‘)F(Z — Z)efi%(lJrBA)‘
8
Finally, as we can split by B(x) = By (x) + B»(x), equation (2-9) holds. O

3. Duhamel boundary forcing operator

In this section, we study the Duhamel boundary forcing operator, which was
introduced by Colliander and Kenig [2002], in order to construct the solution
to (1-2) forced by boundary conditions. We refer to [Cavalcante 2017; Cavalcante
and Corcho 2019; Holmer 2005] for further exposition about this topic.

3A. Duhamel boundary forcing operator class. Let us introduce the Duhamel
boundary forcing operator associated to the linearized biharmonic Schrodinger
equation. Consider

1

3-1 M=——7H—.
G-I B(O)I'(3)

For f € C(‘)’O(R+), define the boundary forcing operator L0 (of order 0) as

t
(3-2) LOf(tx) =M / 8 (VT f (1) d,
0

where /% denotes the group associated to (1-6) given by

itd? _ b ixe et 2
e = o [ e e as.

Note that the property of convolution operator (0, (f *g) = (0x f) * g = f *(0x8))
and the integration by parts in ¢ of (3-2) yield that

(3-3) iL9(3, £)(t, x) = iMSo(¥) T35 f (1) + 8L L0 f (2, x).
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By a change of variable and using (2-8), we get that

(3-4) f @0 =M [ &SI yaf () dr
0

B ! X T3af) ,,
_M/o B<(t—t/)1/4) (t—tH'/4 ar.

We are now in a position to make it precise when the boundary forcing term is
continuous or discontinuous. More precisely, the following lemma holds.

Lemma 3.1. Let f € C3%.(R™).

(a) For fixed 0 <t <1, we have that a)ljﬁof(t, x), k=0,1,2, is continuous in
x € R and has the decay property in terms of the spatial variable as follows:

(3-5) 105 L0 £, )| S L fll v ()™, N > 0.

(b) For fixed 0 <t <1, we have that Biﬁof(t, X) is continuous in x for x % 0 and
it is discontinuous at x = 0 satisfying

lim 9320f (. x) = —i 27 50, lim 3200 =i 2T 51 0).
x—0— 2 x—07t 2

Also, 8;50 f (¢, x) has the decay property in terms of the spatial variable
(3-6) 87L°F (.01 Sh 1 f v ()™, N = 0.

Proof. In fact, the continuity of 8;‘ L0 f(t, x) follows from (3-4), for k=0, 1, 2, and
the proof of (3-5) exactly follows the idea introduced by Holmer [2005, Lemma 12].
Moreover, (3-5) and (3-3) yield that 8?50 f(t, x) is discontinuous only at x =0 of
size MZ_3,4 f (t) (Where M is defined as (3-1)), and the decay bound (3-6) holds. []

Remark. Lemma 3.1 ensures that £° f@, 0 = f().

We are now in position to generalize the boundary forcing operator (3-2). For
Re X > —4 and given g € C(‘)’O(R+), we define

A—1

(3-7) Lrg(t, x) = [)li_(k) « L0 540)(t, ')}(X),

where * denotes the convolution operator and xf_l/ roa = (—x))jr_l/ r'a). In
particular, for Re A > 0, we have

1

A _—
(3-8) Lrg(t, x) = S

f (v — ) L0T 5 a8) (2, y) dy.



IBVP FOR THE BIHARMONIC NLS IN A QUARTER PLANE 47

A property of the convolution operator (8f(f *g) = (8;‘]‘) *g = fx (8;‘g)) and (3-3)
give us

+H—-1 i
(3-9) Lrg(t,x)= [F_(A+4) *0, L7(Z-548)(t, -)}(X)
A+4)—1
=iM I:()»—I—4) T 3/4-3/48()

[ (y—x)P D]
+l / ym—+4)‘0(3ff—w4g><n ndy,

for Re A > —4, where M is defined as in (3-1). From (3-3) and (3-7), we have

A—1

X
8 — I L g(t, x) = iM——T_3/4_3/28(1),
(0, —0)L g(t,x) =i o 3/4-2/48 (1)
in the distributional sense.
To finish this subsection, we will give two lemmas concerning the spatial conti-
nuity and decay properties of the £*g(t, x) and the explicit values for £* f(z, 0),
respectively.

Lemma 3.2. Let g € CgO(R+) and M be as in (3-1). Then, we have
(3-10) Lre =3 g, k=0,1,2,3.

Moreover, L73g(t, x) is continuous in x € R\ {0} and has a step discontinuity
at x = 0. For real ) satisfying » > =3, Lg(t, x) is continuous in x € R. For
—3<Ai<land0<t <1, L g(t, x) satisfies the following decay bounds:

1L4g(t, %) < cro(x)* ™ forallx >0,

1Lt g(t, x)| < Cmag(x)™™ forallx >0and m > 0.

Proof. We give a sketch of the proof. The detailed argument can be found in
[Holmer 2006]. By using (3-9), we have that (3-10) follows. Moreover, Lemma 3.1
together with (3-10) guarantee the continuity (except for x =0 when A = —3) and
discontinuity at x = 0 of £*g for A > —3 and A = —3, respectively. The proof of
decay bounds can be obtained by using (3-9), (3-3) and Lemma 3.1. [l

Lemma 3.3. For ReA > —4 and f € C°(RT), we have the following value of
LY f(t,0):

i E(1430) +e—i’§(l—5k)>

(3-11) E’\f(t,o):%f(t)( —
8 sin(3 (1 — 1))
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Proof. By using (3-9) we get

00 y(k+4)—1

£ f0) =i f LOG T f)(E, y) dy.

o T'+4

This show that E’Xf(t, 0) is analytic, in A, for Re A > —4.

By analytic argument, it suffices to consider the case when A is a positive real
number and (3-4), where M is defined as in (3-1). In fact, in order to use (2-9), we
take A € (0, %) in (3-8). Thus, in the calculations, we use the representation (3-8)
for A > 0. Fubini’s theorem, the change of variable, (2-10) and (2-7), yield that

A 1 La-3paf@)
£IeD= m)/ / (r—t')l/“) (= Y

M3 l * r—1 /
F(A)/ (t— I(—A—3)/4f(f)/0 Y B(y)dydt

rOIr(3—%) —iT430) 4 ,—iT(1-5))
m)r(4 )f()—ﬂ(e " )

M eI FAH3N) | —iF(1-5)
= 8—f(f)( 7 ),
sm(Z(l — )»)n)

where in the last equality we used the fact that

'ord—z) = g

Thus, the proof is complete. O

3B. Construction of the solution. Let us describe how we can construct the solu-
tion for the linear fourth order Schrodinger equation

(3-12) iou —9*u =0.

3B1. Linear version. First, we define the unitary group associated to (3-12) as
a4 1 . _itEt n
etlp) =5 [ e g as,
R
which allows

o adyitd} _
(3-13) {(18, e tp(x) =0, (t,x) eRxR,

¢z =(x), xeR.
Recall £* in (3-9) for the right half-line problem. Let
u(t, x) = Ly1(t, x) + L2 a(t, %),
Oxu(t, ) = LY T ya yi(, x) + L2 T ya o, ),

where y; (j =1, 2) will be chosen later in terms of the given boundary data f and g.
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Leta; and b; be constants depending on A, j =1, 2, given by

M(e—i§(1+3,\,-)+e—i’g(1—5,\,)>

a; = —
! sin(3(1 —4;))
(3-14) y -
M (e 52430 4 —iF(6-51)
=i
8 sm(Z(Z—kj)rr)

By Lemmas 3.2 and 3.3, we get

(3-15) f@)=u(t,0)=ay(t)+a(),
(3-16) g(t) = 0xu(t,0) =b1Z_14y1(t) + DL 14 y2(2).

Thanks to (3-15) and (3-16), we can write a matrix in the form
[ f® ] _ A[ yi(0) }
T1/48(1) ya(t) |’

ar a
A(Al,xz)=[bi bﬂ

where

Choosing appropriate A, j =1, 2, such that A is invertible, we have that u solves

A -1
(10, = 9u(t, x) = iM F55T3/4-2/4 1 (1)
Ap—1
+iMx1:WI—3/4—,\/4 v, (t,x)eRT xR,
u(0,x) =0, x €eR,
u(t,0) = f(2), ,u(t,0)=g{), teRY.

(3-17)

By restriction of the function u on the set R* x R™, we can construct a solution for
the linear fourth order dispersive equation (3-12) posed on the right half-line.

3B2. Nonlinear version. Now, we define the classical Duhamel inhomogeneous
solution operator D by

t
. a4
Dw(t,x):—i/ D%y (¢ x) dt'.
0

It follows that
({0, — IHDw(t, x) = w(t, x), (t,x) eRxR,
Dw(x, 0) =0, x eR.
Let
w(t, x) = LYyt ) + L1, x) + ¢ § (x) + Dw.
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Similar to what was done in Section 3B, taking y; and y, appropriately, depending
on f, g, e”aﬁqb(x) and Dw, we see that u solves

({0, — IHu(t, x) = w(t, x), (t,x) e R* x R,
(3-18) u(0, x) = ¢ (x), x € RT,
u(t,0) = f(t), du(t,0)=gt), teR".

The discussion about the structure of the system (3-18) can be found in Section 5

4. Energy estimates

The main purpose of this section is to prove the energy estimate of the solutions of
the fourth order nonlinear Schrédinger equation in the Bourgain spaces X**°.

Lemma4.1. Lets e Rand b € R. If ¢ € H*(R), then the following estimates hold:

-
4-1) 1 (e P () I, ®: m:®y Sy 1911 @),
— _
42) YOG o5y Svsi 19lms@,  J € 10,1}
i 04
4-3) I (e ¢ )l x50 Sy 191l m-

Estimates (4-1), (4-2) and (4-3) are so-called space traces, derivative time traces
and Bourgain spaces estimates, respectively.

Proof. The proofs of (4-1) and (4-3) are standard and the proof of (4-2) follows
from the smoothness of ¥ and the local smoothing estimate (1-8), thus we will
omit the details. [l

Lemma 4.2. Let 0 <b < % and j =0, 1, we have the following inequalities

(4-4) [y (ODw(t, X)llem,: ms®@,y) S llwllxs—,
fors e R;
(4-5) 1 ()3 Dw(t, ) ll e, mes+3-20s@y S lwllxs—s,

for—%+j<s<%+j;
(4-6) 1Y )0l Dw(t, x)l|xs0 S lwllxss,

fors e R
Estimates (4-4), (4-5) and (4-6) are so-called space traces, derivative time traces
and Bourgain spaces estimates, respectively.

Proof. The idea to prove this lemma follows a variation of the proof due to [Kenig
et al. 1991]. Here, we will give the sketch of the proof for sake of completeness.
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Estimate (4-4): By using 2x(.,) (") = sgnt’ + sgn(r — 1), sgn(r) = p.v. E and
e f(1) = f(r + &%) we have

Pl (T +EH _

Tawen T

47 Y @©)Dw(t,x) = c/eixfef‘¥4w(t) / Wt &)
We denote by w = w; 4+ w,, where
W1(t, &) = no(x + &M (z, £),
Wa(7, &) = (1 —no(r + &) W(r, &).

Here, 1o : R — [0, 1] is a smooth bump function supported in [—2, 2] and equal
to 1 in [—1, 1]. For w;, we use the Taylor expansion of ¢* at x = 0. Then, we can
rewrite (4-7) for w; as

ixg —itg? ~ eIt +ED /
w([)DU)(l,X)IC/e e W(l‘)/ll)l(f ,S)Wdf d&
S k 1 DN
=c2—w (1) | e™5e " Fl(E) di
k=1
N Y T
=c27¢ ()e'"% Ff (x),
k=1
where ¥ (r) = t*y(r) and
(48) Fhe) = / (2. £)(x + £ dr.

Since

@49)  |FKm = ( f (&)

we have from (4-1) that

>\l
1, 8)( + 5 de ds) <l

Il )Dw(t, 0)lle,ns S Z A FE g S s

For w;, a direct calculation gives

Y(—1)-Y( +S4)
(7' +£&%
Since ||y Dwllc,us S I1(E)° Fly Dwl(r, S)IleLl , it suffices to bound the term

([ ).

(4-10) FlYyDw](z,§) =C/wz(f',§)

Pt - Pt
(e s>|/ e dvdr
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due to (4-10). We use the L' integrability of T:E, to bound (4-11) by

C(/@) /|f/+g4|>1 EEy

Estimate (4-5): We only consider the case j = 0, since the estimate for j =1 is
a direct consequence of the case j = 0. Initially, take 6(r) € C*°(R) such that
0(t) =1 for || < % and supp 6 C [—%, %] A standard calculation gives

fx(wm / e<f—f’)3i‘w<x,t’))(5)
0

1
d€> S llwllxss.

—zt€4
—cw(t)/ —w(¢, dr
B . it§4 —tt(t+§) o p
— cy (e /+—s (r +EYTE. v) dr
10+ E
e [ @ G v
—CI/f(t)e”‘fz‘f%N(é t)dt

= Fowy + Frwy — Frws.

By the power series expansion for e ~#/(*+§ ", we have
wi(x,t) = Z Wk( ) ”04¢ (x).

Here, v (t) = i*t%0(r) and
ék(é)z/(r+é4)"“0(r+é4)ib(é,r)dr-

By using (4-2), it suffices to show that [|¢ || gs®) < c||lull xs.-», for b < 5 Usmg the
definition of ¢, and the Cauchy—Schwarz inequality, it follows that

0
M%7 =c/<s>2f (/
() 3 {rlr+£41<3) kZ::

1

2
(r+&H o +eMace, r)) d&

scf<s>2‘/<r+54>26|ﬂ<s, D)|* dt dt.
& T
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This completes the estimate of w;. Now we treat wy. By using the change of
variable 1 = £* and the Cauchy—Schwarz inequality we obtain

w21, ey <€ f ()@ G () /E (T +&H72(&) > W€, T)* dé dr,
T

where G(t) =c¢ fn(r + 1) 7220 |73/ () 75/ dy. To conclude the estimate of wo,
we need to prove the following estimate:

(4-12) G(1) < c(r)~ B+,

We split it in two cases. In the first case, we consider 7| < 1. For this, we use
(T +mn) ~ () to get

G(r)<c / ()26 73 ay.

The above integral is bounded in the case s > —% +4b, since —b > —%. Also, this
estimate is valid for s > —%.

Now, the second case 7| > 1 can be estimated by separating the integral into
three regions |n| < 1, 2|y| < |t|, |t| <2|n| and using that —3 <5 < 1, s0 (4-12)
follows.

Finally, to bound w3, let us rewrite wj like w3 = ¥ (¢)e'’ a ¢ (x), where

. 1—60(t+E&% -
be = [ O e

Thanks to (4-2) and Cauchy—Schwarz inequality, we obtain

2 it} 2 2
||w3||C(RX;H(25+3)/8(R[)) =cl¥ (e X¢(x)||C(RX;H(ZS+3)/8(R[)) = C”‘»b”HS(R)

N d
scL<s>2S (/Jw(s,r>|2<r+s“>—2”drfw> dg.

1
| e e

By using (4-12), estimate (4-5) for w3 follows and, consequently, (4-5) holds true
for w = w; + wy + ws.

Since b < % we have

Estimate (4-6): Finally, again we split w = w; 4+ w», similar to what was done in
the proof of (4-4). For w, estimates (4-3) and (4-9) yield that

o
1
1Y ODwi, D les S Y IF g S Nwllxes,
k=1 "

where F 1" is defined as in (4-8).
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For w,, note that

waJDU)(t X)_C/ ix& 71[5 (lg)jw(t)/( +$4)( it(T/+§4)_1)dT/dS

/ ixg —lté (ls)jw(t)/( n E) tt(r+g4)d d%‘

&)
—c [t agra [ D ava
@+ e
=I1-1I.
Let ( S)
~ _ w2 T,
VO=] cren

Therefore, we use (4-3) in II to obtain
-
e Wlixer SUWllas S llwllxs—»

1
for b < 3-

Now, it remains to show the following estimate:

4-13 2s/ ap| [ W2(T'§) ~
(“13) (/Mm el [

This follows by using the same argument as we used to prove (4-5). In fact, the
proof of (4-13) is easier than proof of (4-5), since the L? integral with respect to &
is negligible and hence it is enough to consider the relation between t + &% and
'+ 54. Thus, as a consequence, we have

2

Y-t d dwfé) Slhwllxs.-.

1Y Dwll e < lwl s
Therefore, Lemma 4.2 is proved. U
Lemma 4.3. Lets € R.
(a) For Los— 7 <A< l(1 +2s) and ) < 1 the ollowing inequality holds:
2 2 2
(4-14) 1 @)L £t ) e 1@y < AN yesors -
®d) For —4+j<i<14j,j=0,1, we have
15) W OL Do, ps2g) < CIF oo g
© Ifs<4—4b,b<%, —5<i<3ands+4b—2 <) <s+ % yields that
(4-16) 1 L @, 0y < el f Il e gy -
0

Estimates (4-14), (4-15) and (4-16) are so-called space traces, derivative time
traces and Bourgain spaces estimates, respectively.



IBVP FOR THE BIHARMONIC NLS IN A QUARTER PLANE 55

Proof. Let us first prove (4-14). By density, we may assume that f € Cgf’c(RJ“).
Moreover, from definition of £, it suffices to consider £* f (¢, x) (removing ) for
supp f C [0, 1], thanks to Lemma 2.4.

From (2-4), (3-2) and (3-7), we see that

t
FolL )1, 8) = Me™ ™2 (6 —i0)™* / e s f (@ dr
0

By using the following change of variable n = £%, (2-5) and the definition of the
Fourier transform we have that

t 2
||£Af(t, )”%-IA(R) < C/ |n|—)t/2—3/4<n>5/2 / e—l(l‘—l‘ )7717)\/473/4][(1,/) dt/ dn
n 0

_ _ =~ 2
—c / 12 2] oo onsa—sya G0 i,
n

for a fixed ¢. Note that, by Lemma 2.2, we can replace || ~4/3—3/4 by (n)=*273/4,
since

A3 1
—l<—§—Z<:>)x<§
Moreover, Lemma 2.1 (under the condition —1 < —% — % + 5 < 1 for removing

X(—o0,r)) and Lemma 2.8 (under the condition —5 < A) yield that
o ~ 2
[ P Tz £ T
U

Py ~ 2
<c / Y2 oo T paays Y[ din
n

2 2
= C||If)»/4f3/4f”Hx/4—)»/473/8 =< C||f||H(2S+3)/87
0

which proves (4-14) thanks to the definition of H (RT)-norm.
Now we prove (4-15). A direct calculation gives

WL =L T ).

With the previous equality in hand and Lemma 2.8, it suffices to show (4-15) for
j = 0. Lemma 2.4 ensures us to ignore the cut-off function . The change of
variable t — t —t’ gives

r—1 t
5 X_ i(t—t"o*
(I —3%)© +3W(F(x) i f_oo . mdxa(x)h(ﬁdﬂ)

A—1
— <x— * / t =35 () (1 — 353/ ‘%(/)dﬂ).
o) Jow
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So, we just need to prove that

§C||f”L,2(R+)v
LFLI®)

4-17) H / e (E—i0) / eI T L Y dt dE
£ oo 171

thanks to 07 (Zy f) = Zo (97 f). We use X(—oo,r) = % sgn(t —t') —I—% to obtain

feixé(g _ io)—)» / e_i(l_t/)€4(If)n/473/4f)(t/) dt’ d&
&

—0o0

1 . o0 o
=3 / e (& —i0) / sgn(r — e T (T 143y (1) di’ dE
& —00

1 [ it ,
+5 / e (g —i0 / e T sy () dr dE
2 Je oo

=10, x)+11(t, x).

We will treat 1(¢, x) := I and Il (¢, x) := II separately. To estimate I, we can
rewrite it as

1 ix CAN — —i-
I(t,x) =5 f e (E —i0) (7 sgn() £ Ty 4 3/af) (1) dE.
3
A direct calculation gives

(r —i0)3C+H f(1)
i(r+&%

Fi(e™ ™ sgn(-) % T_s 430 f) (1) =

Fubini’s theorem and the dominated converge theorem imply that

o A (t — io)%(k—i—S)(&- _ i())_)‘ .
— it 1 .
I(t,X) /re GE’% [r+$4>e i(‘[—f—%‘4) f(r) ds dr

Thus, once we show that the function

O ¥ (r — i0)3* ) (& — j0)*
g(1) := lim

d§
€0 J1r4£4>¢ (T +§4)

is bounded independently of t variable, the Plancherel’s theorem enables us to
obtain (4-17). The change of variable & — |7| %5 and the fact that

(Tl4& —i0) ™ = || 5T  + ™)
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gives

-\ [ TTA&—A
pirleite S T e

1+ 9%

g(T) = X{z>0) /
&

. . 1 _)\_*_el'f[)\ —A
_e—i(ln(k+3))x{r<0}fezxr|4g S+ 1 545_ dt
£ —

. e-%(m(/\+3))

=& 82.

We only consider g3, since g is uniformly bounded in 7 for —3 <A < 1. Let us
define the following cut-off function ¢ € C*°(R) such that

_ {1 in[3.3].
¢:= 0 outside (% %)
Then, we obtain
-

=i [ €EC@) S+ o) [eea—cen
£ 1-¢§ g

%.;)»_i_eiﬂks:)»
1—g

dg
=gn+g20.

It is clear that g5, is bounded independently of T when A > —3, and hence it remains
to deal with g,;. Consider the functions

E)E
1+E+824+83

o) = and U(E) =

1
-1

We remark that © is a Schwartz function, and hence ® € S(R). Moreover, we
immediately know that

Y(x) = %e”‘ sgn(x),
since Fy[sgn(x)](§) = V.p.%. Then, go; can be written as
(0 = —ixiccor [ & HBOTE) ds = e @ 0)(elh),
which implies

1821(D] < ‘/®(y)‘l’(lfl‘l‘x—y)dy' 5/|®(y)|dy Sl
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Now, we bound /I. By using the definition of Fourier transform and (2-5) we
have, after the change of variable 7 = £* and contour, that

1m0 =3 / e —i0) Y F (e & —i0) de
§

oo A
_ %/ eitMe=ixn® (n _j0) 1043 (1 —iO)’Anf%f(n) dn=cf(),
0

for some ¢ € C, implying || 11 (-, x) ”L? < ||f||L,2- This completes the proof of (4-15).
Lastly, let us show (4-16). A direct calculation ensures that

Fe(WOL )2, &)
IR (P75 B N (210 R DNp) —iegt € 71
=Me e E—i0) "y (t)e /i(f/+§4)

which can be divided into the following quantities:

it +6% _q s
(t'=i0)*3 f (¢ d7,

At &) = Me™ 1m0 (& _i0) (1)

x f - _e_it€49( +EYH T —i0)itT f(r))dT
_— T —1 T
i(T/+ &%) ’

Folt, £) = Me™ 2 om0 (£ — i0) Py (1)

itt’
* ] i et
F3(t, &) = Me™ 1O (& _i0) Ty (1)

x / i(1 0T +EY) (T —i0)itE f(¢)dT
i(t'+&% '

(1 -0+ —i0)iTi f()dr

Here 0 € S(R) is defined by

4-18) 9(1_)::{1 for |[t| <1,

0 for|z|>2.

It follows that ¥ (1) L* f = f1 + fo — f5.
For f1, we use the same argument as was done for wy, in the proof of inequal-
ity (4-6). By the Taylor series expansion for ¢!/ (" +") at it (z/ + &%) = 0, we write

00 k-1

YOL filex) =c Y =t O F o,

k=1

for some constant ¢ € C, where ¥*(¢) = t*y(¢) and

Fre)=E—in™ / 0(c' +EY (¢ +EH i f( dr,
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By using (2-5), (4-6) and (4-18), it is enough to show that

2

— ’ — 1 2
(4-19) / (&)%1€17 / [ A @D dT| dE SIFIR e
3 lt'+&4 <1 0

Let us split || into two regions: |§] < 1 and |§] > 1. For the region [§] < 1
and |7/ <1 (J&] <1 and |t + &% < 1 imply |7’| < 1) we have that both |&]72*
and |17’ |%(“3) are integrable, for —5 < A < %, respectively. So, we obtain (4-19)
by using the Cauchy—Schwarz inequality in 7’.

Assume that |£| > 1, which in addition with |z’ +&%| < I implies |7/| ~ |€]* > 1.
Let f*(t/) = (t/)§(23+3)f(r/). Then the change of variable £* — 5 gives that the
left-hand side of (4-19) is bounded by

/|s . EPIMFEHPdE S / M dn S 157 = 1 v,

[n>1

where M f * is the Hardy-Littlewood maximal function of f * and f] is controlled.
For f,, from (2-5), the definition of inverse Fourier transform and Lemma 2.5,
it follows that

1—-6(r+ )2 1 ~
||fz||§s,b§//<s>25|s|”<r+s4>2b( lffﬁi D)0 )469) f o) P dede

2s 2\
/|r|z<k+3>(/ <5>+é'f>'2 _ ds)|f<r>| dr.

Thus, by the change of variable n = &% and Lemma 2.2, for —5 < A (we may assume
supp f C [0, 1], thanks to Lemma 2.4), it suffices to show

A

|32 (n)
(T+ )22

[T

2s _2x_ 3

I(t) = dr)<<-[>4_T_Z.

Here, we split |t| into two regions: |7| <2 and |t| > 2. When || < 2, we have
(t+n)~(n). Fors <4—4bands+4b—%<k< %,weget

1 dn
I(r),S/ |"|4(_3_2M+/—s51.
Inl=1 <n>2—2b—§+%+%

Now, working in the region |t| > 2, we d1v1de the integral region in 7 into |n| < il
and |n| > ';'. In the first region, for b < § and . < min(}, s + 1), we bound in the
following way:

(‘L’)Zb_2</ mr%—%A d’H‘/ |n|i(—3—2)\+2s)dn) 5 <T>%(—3—2)\+2s).
Inl<1 I<pl<

r \
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On the other hand, in the second region, we have that |t + n| > %|r| > 1. Then,
fors —2 <Aand b < %, it holds that

L3—2x+2s) dn
I(T)<S(T)e /WN

< <T>J‘(—3—2)L+2S)/ dS < <.L—>%(_3_2)L+2S)’
|s|>1 |s|2_2b

SO
I 2llxse S 1Al gyessas.

This completes the estimate for f5.

Finally, let us show that f3 can be controlled. Similarly as for fi, it suffices to
show
2

f(l—9<r’+s“))|r/+s“|—1|r’|i<*+3>|f(r’)|df’ dt
S ”f”ilézsﬂ)/x-

Again, we split the region |£| as follows: || <1 and |£| > 1. Considering |§| < 1,
since |£|7* is integrable, for A < %, and we may ignore the integration in £. Let
us work in the region |t’| < 1. In this region |‘L'/|%O”+3) is integrable, for A > —35,
and hence we get (4-20).

On the region |t/| > 1, since |t/ + &% ~ |t/| and |r/|é(_sH_3) are L? integrable,
for A < s+ %, we also get (4-20) by using the Cauchy—Schwarz inequality in t’.
Still looking on the region |t’| > 1, since |t/ +£*| ~ |7’| we have that the left-hand
side of (4-20) is bounded by

(4-20) f ()16

2 Pt 2
(4-21) ( / |r'|*4‘|f|2dr’) ~( f el <r’>2’s“|f|2dr’)
[T'[>1 I|>1 (t/) "8

Al

(Y 7 2 2

5/ 2503 df/||f||1.1(zs+3>/4 S ||f||H(2s+3)/8’
(/) & 0

where we have used that A < s + %, and the result follows on |£| < 1. On the other
hand, in the region |&| > 1 and |7/| < 1, since |t/ +&%| ~ |E|* ~ (£)* and (&)> 28
are integrable for A > —% + s, we also get (4-20).

Consider the region |£] > 1 and |t/| > 1. There are two possibilities:

@ |7/ < Lgl-
D g+ < |7’

In view of the proof of [Holmer 2006, Lemma 5.8(d)] (see also [Holmer 2005]),
one can replace

1—6(c +&%)
e
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by B(t'+& 4) for some B € S(R). Hence, the left-hand side of (4-20) is dominated by
2

@) e P fela de,
E1>1 |7/]>1

for N > 0. By the Cauchy—Schwarz inequality and choosing N = N (s, A) > 1, we
have (4-20) for both cases. Indeed, for the case I (in this case |t/ + &% ~ |£|*),
(4-22) can be controlled by

2 25—2A—4N L (—2s—3+42)+6—4N 2
cllfl 1(25+3)/ 117 f |‘E/|4( g )df/dffillfll Loty
H3 &1>1 I<|v'|<}lE1* H

0

For case /I (in this case |7’ + &% ~ |7’]), (4-22) is bounded by

€11

thus

2
1 1 N
/; ) |T/|1(2)\,+6—2S—3—4N)|r/|§(2S+3)|f(T/)|dr/ d%.
Z &1 <]’

2
SIFIP
HO

[ f3llxse STFI 1ogisys
Hy

finishing the estimate for f3.
Remembering that ¥ (1)C* f = fi + f>» — f3, and using the estimates of f;,
i =1,2,3, equation (4-16) follows and the proof is complete. ([

To close this section, let us enunciate the trilinear estimates associated to the
fourth order nonlinear Schrodinger equation (1-2). The proof of this estimate can
be found in [Oh and Tzvetkov 2017] (see also [Capistrano-Filho and Cavalcante
2019]), thus we will omit it.

Proposition 4.4. For s > 0, there exists b = b(s) < % such that we have

(4-23) lluyuzits|l xs.—» < cllugll s lluall xsp llusllxso.

5. Proof of Theorem 1.1
Initially, we pick an extension ug € H*(R) of ug such that
ol aswy < 2lluoll s wm+)-

Letb=b(s) < % such that the estimates given in Proposition 4.4 are valid.
By using similar arguments to those in Section 3B, let

(5-1) u(t, x) =Ly (t, x)+ L2 (1, x) + F (2, x),

where y; (i =1, 2) will be chosen in terms of initial and boundary data ug, f, g
and F(t, x) = "% 1o + 2D (|u|?u).
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Remember that a; and b; are defined by
M<e—i’§(1+3xj)+e—i’§(1—sx.,~))

a; =

8\ sin(1(1—2)m)
(5_2) 4 J
M [ e i5(=2430)) 4 o=i§(6-54))
b, = —
78 < sin(12 - 1,)n) )

By Lemmas 3.2 and 3.3, we get
(5-3) f@®) =u@,0)=ayi(t) +axy2(t) + F(z,0)
(5-4) g(t) = 0xu(t,0) =b1Z 14 y1(t) +b2I 14 y2(t) + 0, F (2, 0).

Putting together (5-3) and (5-4), we can write a matrix in the form

[ f@®)—F@,0) ]ZA[m(t)}
T1/48(t) — 1140, F (2, 0) v ]

where

ar a
A(hy, do) = [bi bz]

By using a mathematical software, the determinant of matrix A(A1, A,) is given by

det A = 2(—1)F e §IETAHIDT (| | piimy (| | ozidam) sec(—(1+il)ﬂ>
+ 4(_1)%e—éi(k1+)\2)7r (_1 + e%ikm’)(l _ ie%i?@ﬂ).
Note that the following graphics, with real and imaginary parts, of the determinant
function A (X1, A2), help us to see when the matrix A is invertible.
Thus, matrix A(A1, Ap) is invertible if we get

(5-5)

—2(—1)ieTyo(— 1)%63"’%+(em. 1) sec <<1+x.>n>

2
r#E— | 2nn—ilog
T

—2(= i 42~ 1)ie T (e 1) see (107
and
(5-6) hjAl—dn, A #£2—dn, j=1.2,

foralln e Z.

Figure 1 helps us to see that there are an infinite set of parameters which satisfy
the relations (5-5) and (5-6). In fact, for example, pick A; & 0 and A, ~ % Thus,
forO0<s < %, the choice of parameters A and A; satisfying the conditions

—3<hj<3 sH4b-2<irj<s+3% j=1,2
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ensures that Lemma 4.3 holds. Thus, for fixed s € [O, %), we can choose A and A, as
before and define the forcing functions y(¢) and y»(¢) forany A, j =1, 2, given by

2 (r)} - [ f@)—=F(,0) }
5-7 =A ,
&7 [)/z(t) Tijag(t) = T1a 0. F (2, 0)
which shows that formula (5-1) restricted on the set (0, +00) x (0, +00) satisfies
(i0; — 0Hu = AMulu,

in the sense of distributions.
Thus, we define the solution operator by

(5-8) Au(t, x) = YO LYy (t, x) + YO L2yt x) + Y (O F (¢, x),

where

|:V1(t)j|:A—1|: f@®)—F@0) }
v2(t) T1/48(t) —T140: F(,0) |’

F(t,x) = €% iig + AD(Yr|ul*u) and ¥ is defined by (2-1).
Recall the solution space Z* b defined in Section 2B, under the norm

1
[Vllzeo = supllv(t, )l + D supllf v 01wy + 0l s
te

=0 xeR

The estimates obtained in Section 2 together with estimates of Section 4 and (4-23)
yield that

IAulizso < clluoll=@ey + A1, +lgl, sevnen) + C1T\ull e,

%(2.?-%—3) (R+)
for € adequately small. Similarly,
2 2
[Aur — Auzll zso < CoT(lurllzss + luallZoo) lur — uallzss,

for u1(0, x) = uy(0, x).
Consider in Z the ball defined by B = {u € Z*?; |Ju|| z»» < M}, where

M = 2C(”“O”H‘([R{Jr) + 1A + ||g||H%(2x+l)([R+))‘

H%(Z.v+3)(R+)
Lastly, choosing 7' = T'(M) sufficiently small, such that
lAullze <M and  [[Aur — Auslizer < 5llur —ualizss,

it follows that A is a contraction map on B, finishing the proof of Theorem 1.1. [J
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i
i
,’:'l ﬂ,\w‘

Figure 1. Real (top) and imaginary (bottom) parts of det A.

Remarks. Concerning our main result, Theorem 1.1, the following remarks are
now in order:

1. Animportant point to treat in dispersive systems is the analysis of the scaling. For
our case, that is, for the biharmonic Schrodinger equation on the half-line, we have
the following: if u (¢, x) is solution for IBVP (1-2) on [0, T") x (0, 00), then, for A > 0,
the function u; (¢, x) = A%u(A*t, Ax) is solution for (1-2) on [0, T/A*) x (0, co) with
initial-boundary conditions u; (0, x) = A2ug(Ax) 1= ugy, u;.(t, 0) = A2 f (A1) := fi,
and u, ,(¢,0) = 23 g(A4t) := g).. A straightforward calculation gives

(5-9)  Nuorll s @+y+ I fll

+||g)‘”H%(2”l)(R+)

Los+1)
+1)FEH g

1y
HE) (Rt

1
(3 ol ey +A2 XN

(NI

SA

1 .
FOH) Rty %(25+1)(R+)
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2. In order to make the norms of our initial data ug, f and g small, we rescale
the data up and g by choosing A adequately small, by using (5-9). However, we
can not rescale the function f since a positive power of A does not appear in (5-9).
To overcome this difficulty in our context, we introduce the cut-off function V7,
defined by (2-1), in the operator A (see (5-8)) to prove that A is thus a contraction,
proving the main result of the article.

3. It is important to note that the scaling argument was successful in the cases of
the quadratic NLS equation [Cavalcante 2017], KdV equation [Holmer 2006] and
Kawahara equation [Cavalcante and Kwak 2019] posed on the half-line.

4. Finally, in view of (5-3), (5-4) and (5-7), it is necessary to check y;(¢),i =1, 2
to be well-defined in H(§2H3)/ 8([R?Jr). However, it follows from Lemmas 4.1, 4.2
and 4.3, Propositions 4.4 and Lemmas 2.1 and 2.3.

6. Further comments and open problems

In this section, our plan is to present four problems that can be treated with the
approach used in this article.

6A. Biharmonic NLS on star graphs. The authors [Capistrano-Filho et al. 2019]
considered the biharmonic Schrodinger equation on star graphs, given by N edges

(0, 00) connected with a common vertex (0, 0, ..., 0) (see Figure 2), namely

6-1) {ia,u,- —0%uj+MujPu; =0, (t,x)€(0,T)x0,00), j=1,2,....,N
u;j(0,x)=ujo(x), x € (0, 00),

with initial conditions (u#1(0, x), u2(0, x), ..., un(0, x)) € H*(R™).

For a better understanding, we are interested in solving (6-1) with the following
three classes boundary conditions:

62) ajgul(t,O):akuz(z O)—---:uN(t,O), k=0,1, t€(0,T),
Z/ 1 x ](t O) k=2537 IE(O7T)9
(6-3) dyui(t, 0) = diua(r, 0)—~-=uzv(t,0), k=23, 1€(0,7),
Dy Fu(t,0) = k=0,1, t€(0,T);
(6-4) Fur(t,0) = dfua(t, 0)—---=uN(t,0), k=0,3, 1€(0,7),
D u(t,0) = k=1,2, te(0,T).

The motivation of these boundary conditions and how we can choose it, follows
the ideas contained in [Cavalcante 2018], and are detailed in [Capistrano-Filho et al.
2019].
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Figure 2. Star graphs connected with a common vertex (0, 0, ..., 0).

6B. Control theory. We split this section in two parts: control theory for the
biharmonic NLS on star graphs and on an unbounded domain, respectively.

6B1. Control theory of biharmonic NLS on star graphs. First, let us consider the
controllability problem associated to (6-1) with three possibilities of boundary
conditions, namely, (6-2), (6-3) and (6-4). Due of the recent development of graph
theory for the Korteweg—de Vries equation, in the following paragraph we present
a few comments about this study.

In three interesting papers Ammari and Crépeau [2018], Cavalcante [2018] and
Mugnolo et al. [2018] dealt with the study of the KdV and Airy equations in graphs.
In summary, in the first work, the authors proposed a model using the Korteweg—de
Vries equation on a finite star-shaped network and proved the well-posedness of the
system. Also, as the main result of the work, by using properties of the energy, they
showed that the solutions of the system decays exponentially to zero (as t — 00)
and they studied an exact boundary controllability problem. In the second work,
Cavalcante showed local well-posedness for the Cauchy problem associated with
Korteweg—de Vries equation on a metric star graph. More precisely, he used the
Duhamel boundary forcing operator, in the context of half-line, introduced by
Colliander and Kenig [2002] and Holmer [2006] to achieve his result. Finally,
Mugnolo et al. obtained a characterization of all boundary conditions under which
the Airy-type evolution equation u; = au,y, + Pu,, fora € R\ {0} and 8 € R on
star graphs, generates contraction semigroups.

In this spirit, looking for the energy identity of the system (6-1), namely the
L?-energy, which satisfies an equality given by

(6-5) Eu(T,x),u(T,x),...,un(T,x))
N T N T
:—Z/ Im(afu,-(z,0)12,-(t,0))dt+2/ Im(97u; (t,0)d,i;(t,0)) dt
i=170 = Jo

—Eu1(0,x),u2(0,x),...,uyn(0,x)),
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where
N ~+00
EQuy(t,x), us(t, ), ... un(t,x)) :=Z[ ju(t, x)[? dx.,
i=1 Y0

the following natural questions arise.

Problem A: Which are the boundary conditions that we can impose in (6-2), (6-3)
and (6-4) such that the energy is a nonincreasing function of the time variable ¢?

Problem B: If we can impose some boundary conditions such that the energy (6-5) is
a nonincreasing function of the time variable ¢, is the system (6-1), with appropriate
boundary conditions, asymptotically stable when the time tends to infinity?

Problem C: Can we find appropriate boundary controls such that the system (6-1)
is controllable in some sense?

6B2. Control theory of biharmonic NLS in unbounded domain. In the context of
control in unbounded domain Faminskii [2019] considered the initial-boundary value
problem posed on infinite domain for the Korteweg—de Vries equation. Precisely, he
elected a function fj on the right-hand side of the equation as an unknown function,
regarded as a control. Thus he proved that this function must be chosen such that
the corresponding solution should satisfy certain additional integral condition.
These techniques probably work well for the following biharmonic NLS system:

idu+ydtu—+AulPu = fotv(x,t), (t,x)e©0,T)x(0,00),
(6-6) u(0, x) = up(x), x € (0, 00),
u(tvo):h(t)v ”x([,o):g(t) te(ov T)v

for y, A € R, where v is a given function and fj is an unknown control function.
Therefore, the issue here is:

Problem D: Is (6-6) controllable in the sense of Faminskii’s work? Namely, can we
find a pair { fy, u}, satisfying appropriate additional integral conditions (for details
see [Faminskii 2019])?

Acknowledgments

The authors wish to thank the referee for valuable comments which improved this
paper. Capistrano—Filho was supported by CNPq (Brazil) grants 306475/2017-0,
408181/2018-4, CAPES-PRINT (Brazil) grant 88881.311964/2018-01 and Qualis
A - Propesq (UFPE). Gallego was partially supported under projects SIGP 58907
and 45511. This work was carried out during some visits of the authors to the
Federal University of Pernambuco and Universidad Nacional de Colombia - Sede
Manizales. The authors would like to thank both Universities for their hospitality.



68 R. CAPISTRANO-FILHO, M. CAVALCANTE AND F. GALLEGO

References

[Ammari and Crépeau 2018] K. Ammari and E. Crépeau, “Feedback stabilization and boundary
controllability of the Korteweg—de Vries equation on a star-shaped network”, SIAM J. Control Optim.
56:3 (2018), 1620-1639. MR Zbl

[Ben-Artzi et al. 2000] M. Ben-Artzi, H. Koch, and J.-C. Saut, “Dispersion estimates for fourth order
Schrodinger equations”, C. R. Acad. Sci. Paris Sér. I Math. 330:2 (2000), 87-92. MR Zbl

[Bona et al. 2006] J. L. Bona, S. M. Sun, and B.-Y. Zhang, “Boundary smoothing properties of the
Korteweg-de Vries equation in a quarter plane and applications”, Dyn. Partial Differ. Equ. 3:1 (2006),
1-69. MR

[Bona et al. 2018] J. L. Bona, S.-M. Sun, and B.-Y. Zhang, “Nonhomogeneous boundary-value
problems for one-dimensional nonlinear Schrodinger equations”, J. Math. Pures Appl. (9) 109
(2018), 1-66. MR Zbl

[Bourgain 1993a] J. Bourgain, “Fourier transform restriction phenomena for certain lattice subsets
and applications to nonlinear evolution equations, I: Schrodinger equations”, Geom. Funct. Anal. 3:2
(1993), 107-156. MR

[Bourgain 1993b] J. Bourgain, “Fourier transform restriction phenomena for certain lattice subsets
and applications to nonlinear evolution equations, II: The KDV-equation”, Geom. Funct. Anal. 3:3
(1993), 209-262. MR Zbl

[Burq et al. 2002] N. Burq, P. Gérard, and N. Tzvetkov, “An instability property of the nonlinear
Schrodinger equation on $9” Math. Res. Lett. 9:2-3 (2002), 323-335. MR Zbl

[Burq et al. 2013] N. Burq, L. Thomann, and N. Tzvetkov, “Long time dynamics for the one
dimensional non linear Schrodinger equation”, Ann. Inst. Fourier (Grenoble) 63:6 (2013), 2137—
2198. MR Zbl

[Capistrano-Filho and Cavalcante 2019] R. A. Capistrano-Filho and M. Cavalcante, “Stabilization
and control for the biharmonic Schrodinger equation”, Appl. Math. Optim. (2019).

[Capistrano-Filho et al. 2019] R. A. Capistrano-Filho, M. Cavalcante, and F. A. Gallego, “Forcing
operators on star graphs applied for the cubic fourth order Schrodinger equation”, 2019. arXiv

[Cavalcante 2017] M. Cavalcante, “The initial boundary value problem for some quadratic nonlinear
Schrodinger equations on the half-line”, Differential Integral Equations 30:7-8 (2017), 521-554.
MR Zbl

[Cavalcante 2018] M. Cavalcante, “The Korteweg—de Vries equation on a metric star graph”, Z.
Angew. Math. Phys. 69:5 (2018), Paper No. 124, 22. MR Zbl

[Cavalcante and Corcho 2019] M. Cavalcante and A. J. Corcho, “The initial-boundary value problem
for the Schrodinger—Korteweg—de Vries system on the half-line”, Commun. Contemp. Math. 21:8
(2019), 1850066, 47. MR Zbl

[Cavalcante and Kwak 2019] M. Cavalcante and C. Kwak, “Local well-posedness of the fifth-order
KdV-type equations on the half-line”, Commun. Pure Appl. Anal. 18:5 (2019), 2607-2661. MR

[Colliander and Kenig 2002] J. E. Colliander and C. E. Kenig, “The generalized Korteweg-de Vries
equation on the half line”, Comm. Partial Differential Equations 27:11-12 (2002), 2187-2266. MR

[Compaan and Tzirakis 2017] E. Compaan and N. Tzirakis, “Well-posedness and nonlinear smoothing
for the “good” Boussinesq equation on the half-line”, J. Differential Equations 262:12 (2017), 5824—
5859. MR Zbl

[Cui and Guo 2007] S. Cui and C. Guo, “Well-posedness of higher-order nonlinear Schrodinger
equations in Sobolev spaces H* (R") and applications”, Nonlinear Anal. 67:3 (2007), 687-707. MR
Zbl


http://dx.doi.org/10.1137/17M113959X
http://dx.doi.org/10.1137/17M113959X
http://msp.org/idx/mr/3799048
http://msp.org/idx/zbl/1392.35253
http://dx.doi.org/10.1016/S0764-4442(00)00120-8
http://dx.doi.org/10.1016/S0764-4442(00)00120-8
http://msp.org/idx/mr/1745182
http://msp.org/idx/zbl/0942.35160
http://dx.doi.org/10.4310/DPDE.2006.v3.n1.a1
http://dx.doi.org/10.4310/DPDE.2006.v3.n1.a1
http://msp.org/idx/mr/2221746
http://dx.doi.org/10.1016/j.matpur.2017.11.001
http://dx.doi.org/10.1016/j.matpur.2017.11.001
http://msp.org/idx/mr/3734975
http://msp.org/idx/zbl/1379.35287
http://dx.doi.org/10.1007/BF01896020
http://dx.doi.org/10.1007/BF01896020
http://msp.org/idx/mr/1209299
http://dx.doi.org/10.1007/BF01895688
http://dx.doi.org/10.1007/BF01895688
http://msp.org/idx/mr/1215780
http://msp.org/idx/zbl/0787.35098
http://dx.doi.org/10.4310/MRL.2002.v9.n3.a8
http://dx.doi.org/10.4310/MRL.2002.v9.n3.a8
http://msp.org/idx/mr/1909648
http://msp.org/idx/zbl/1003.35113
http://dx.doi.org/10.5802/aif.2825
http://dx.doi.org/10.5802/aif.2825
http://msp.org/idx/mr/3237443
http://msp.org/idx/zbl/1317.35226
http://dx.doi.org/10.1007/s00245-019-09640-8
http://dx.doi.org/10.1007/s00245-019-09640-8
http://msp.org/idx/arx/1909.06812
http://projecteuclid.org/euclid.die/1493863393
http://projecteuclid.org/euclid.die/1493863393
http://msp.org/idx/mr/3646462
http://msp.org/idx/zbl/1413.35405
http://dx.doi.org/10.1007/s00033-018-1018-6
http://msp.org/idx/mr/3853146
http://msp.org/idx/zbl/1405.35182
http://dx.doi.org/10.1142/S0219199718500669
http://dx.doi.org/10.1142/S0219199718500669
http://msp.org/idx/mr/4020752
http://msp.org/idx/zbl/1425.35172
http://dx.doi.org/10.3934/cpaa.2019117
http://dx.doi.org/10.3934/cpaa.2019117
http://msp.org/idx/mr/3962191
http://dx.doi.org/10.1081/PDE-120016157
http://dx.doi.org/10.1081/PDE-120016157
http://msp.org/idx/mr/1944029
http://dx.doi.org/10.1016/j.jde.2017.02.016
http://dx.doi.org/10.1016/j.jde.2017.02.016
http://msp.org/idx/mr/3624540
http://msp.org/idx/zbl/1421.35321
http://dx.doi.org/10.1016/j.na.2006.06.020
http://dx.doi.org/10.1016/j.na.2006.06.020
http://msp.org/idx/mr/2319202
http://msp.org/idx/zbl/1123.35064

IBVP FOR THE BIHARMONIC NLS IN A QUARTER PLANE 69

[Erdogan and Tzirakis 2017] M. B. Erdogan and N. Tzirakis, “Regularity properties of the Zakharov
system on the half line”’, Comm. Partial Differential Equations 42:7 (2017), 1121-1149. MR Zbl
[Faminskii 2019] A. V. Faminskii, “Control problems with an integral condition for Korteweg—de
Vries equation on unbounded domains”, J. Optim. Theory Appl. 180:1 (2019), 290-302. MR Zbl
[Fibich et al. 2002] G. Fibich, B. Ilan, and G. Papanicolaou, “Self-focusing with fourth-order

dispersion”, STAM J. Appl. Math. 62:4 (2002), 1437-1462. MR Zbl

[Fokas 1997] A. S. Fokas, “A unified transform method for solving linear and certain nonlinear
PDEs”, Proc. Roy. Soc. London Ser. A 453:1962 (1997), 1411-1443. MR Zbl

[Fokas 2008] A. S. Fokas, A unified approach to boundary value problems, CBMS-NSF Regional
Conference Series in Applied Mathematics 78, Society for Industrial and Applied Mathematics
(SIAM), Philadelphia, PA, 2008. MR Zbl

[Fokas et al. 2016] A. S. Fokas, A. A. Himonas, and D. Mantzavinos, “The Korteweg—de Vries
equation on the half-line”, Nonlinearity 29:2 (2016), 489-527. MR Zbl

[Ginibre et al. 1997] J. Ginibre, Y. Tsutsumi, and G. Velo, “On the Cauchy problem for the Zakharov
system”, J. Funct. Anal. 151:2 (1997), 384-436. MR Zbl

[Hao et al. 2006] C. Hao, L. Hsiao, and B. Wang, “Wellposedness for the fourth order nonlinear
Schrodinger equations”, J. Math. Anal. Appl. 320:1 (2006), 246-265. MR Zbl

[Hayashi and Naumkin 2015a] N. Hayashi and P. I. Naumkin, “Factorization technique for the
fourth-order nonlinear Schrodinger equation”, Z. Angew. Math. Phys. 66:5 (2015), 2343-2377. MR
Zbl

[Hayashi and Naumkin 2015b] N. Hayashi and P. I. Naumkin, “Global existence and asymptotic be-
havior of solutions to the fourth-order nonlinear Schrodinger equation in the critical case”, Nonlinear
Anal. 116 (2015), 112-131. MR Zbl

[Hayashi and Naumkin 2015¢] N. Hayashi and P. I. Naumkin, “Large time asymptotics for the
fourth-order nonlinear Schrodinger equation”, J. Differential Equations 258:3 (2015), 880-905. MR
Zbl

[Hayashi and Naumkin 2015d] N. Hayashi and P. I. Naumkin, “On the inhomogeneous fourth-order
nonlinear Schrodinger equation”, J. Math. Phys. 56:9 (2015), 093502, 25. MR Zbl

[Holmer 2005] J. Holmer, “The initial-boundary-value problem for the 1D nonlinear Schrodinger
equation on the half-line”, Differential Integral Equations 18:6 (2005), 647-668. MR Zbl

[Holmer 2006] J. Holmer, “The initial-boundary value problem for the Korteweg-de Vries equation”,
Comm. Partial Differential Equations 31:7-9 (2006), 1151-1190. MR Zbl

[Huo and Jia 2005] Z.Huo and Y. Jia, “The Cauchy problem for the fourth-order nonlinear Schrodinger
equation related to the vortex filament”, J. Differential Equations 214:1 (2005), 1-35. MR Zbl

[Jerison and Kenig 1995] D. Jerison and C. E. Kenig, “The inhomogeneous Dirichlet problem in
Lipschitz domains”, J. Funct. Anal. 130:1 (1995), 161-219. MR Zbl

[Karpman 1996] V. I. Karpman, “Stabilization of soliton instabilities by higher order dispersion:
KdV-type equations”, Phys. Lett. A 210:1-2 (1996), 77-84. MR Zbl

[Karpman and Shagalov 2000] V. I. Karpman and A. G. Shagalov, “Stability of solitons described
by nonlinear Schrodinger-type equations with higher-order dispersion”, Phys. D 144:1-2 (2000),
194-210. MR Zbl

[Kenig et al. 1991] C. E. Kenig, G. Ponce, and L. Vega, “Oscillatory integrals and regularity of
dispersive equations”, Indiana Univ. Math. J. 40:1 (1991), 33-69. MR Zbl

[Kwak 2018] C. Kwak, “Periodic fourth-order cubic NLS: Local well-posedness and non-squeezing
property”, J. Math. Anal. Appl. 461:2 (2018), 1327-1364. MR Zbl

[Mugnolo et al. 2018] D. Mugnolo, D. Noja, and C. Seifert, “Airy-type evolution equations on star
graphs”, Anal. PDE 11:7 (2018), 1625-1652. MR Zbl


http://dx.doi.org/10.1080/03605302.2017.1335320
http://dx.doi.org/10.1080/03605302.2017.1335320
http://msp.org/idx/mr/3691392
http://msp.org/idx/zbl/1379.35292
http://dx.doi.org/10.1007/s10957-018-1360-z
http://dx.doi.org/10.1007/s10957-018-1360-z
http://msp.org/idx/mr/3901996
http://msp.org/idx/zbl/07032519
http://dx.doi.org/10.1137/S0036139901387241
http://dx.doi.org/10.1137/S0036139901387241
http://msp.org/idx/mr/1898529
http://msp.org/idx/zbl/1003.35112
http://dx.doi.org/10.1098/rspa.1997.0077
http://dx.doi.org/10.1098/rspa.1997.0077
http://msp.org/idx/mr/1469927
http://msp.org/idx/zbl/0876.35102
http://dx.doi.org/10.1137/1.9780898717068
http://msp.org/idx/mr/2451953
http://msp.org/idx/zbl/1181.35002
http://dx.doi.org/10.1088/0951-7715/29/2/489
http://dx.doi.org/10.1088/0951-7715/29/2/489
http://msp.org/idx/mr/3461607
http://msp.org/idx/zbl/1335.35216
http://dx.doi.org/10.1006/jfan.1997.3148
http://dx.doi.org/10.1006/jfan.1997.3148
http://msp.org/idx/mr/1491547
http://msp.org/idx/zbl/0894.35108
http://dx.doi.org/10.1016/j.jmaa.2005.06.091
http://dx.doi.org/10.1016/j.jmaa.2005.06.091
http://msp.org/idx/mr/2230468
http://msp.org/idx/zbl/1091.35090
http://dx.doi.org/10.1007/s00033-015-0524-z
http://dx.doi.org/10.1007/s00033-015-0524-z
http://msp.org/idx/mr/3412302
http://msp.org/idx/zbl/1327.35351
http://dx.doi.org/10.1016/j.na.2014.12.024
http://dx.doi.org/10.1016/j.na.2014.12.024
http://msp.org/idx/mr/3311356
http://msp.org/idx/zbl/1311.35285
http://dx.doi.org/10.1016/j.jde.2014.10.007
http://dx.doi.org/10.1016/j.jde.2014.10.007
http://msp.org/idx/mr/3279356
http://msp.org/idx/zbl/1303.35100
http://dx.doi.org/10.1063/1.4929657
http://dx.doi.org/10.1063/1.4929657
http://msp.org/idx/mr/3395872
http://msp.org/idx/zbl/1328.35212
http://msp.org/idx/mr/2136703
http://msp.org/idx/zbl/1212.35448
http://dx.doi.org/10.1080/03605300600718503
http://msp.org/idx/mr/2254610
http://msp.org/idx/zbl/1111.35062
http://dx.doi.org/10.1016/j.jde.2004.09.005
http://dx.doi.org/10.1016/j.jde.2004.09.005
http://msp.org/idx/mr/2143510
http://msp.org/idx/zbl/1072.35168
http://dx.doi.org/10.1006/jfan.1995.1067
http://dx.doi.org/10.1006/jfan.1995.1067
http://msp.org/idx/mr/1331981
http://msp.org/idx/zbl/0832.35034
http://dx.doi.org/10.1016/0375-9601(95)00752-0
http://dx.doi.org/10.1016/0375-9601(95)00752-0
http://msp.org/idx/mr/1372681
http://msp.org/idx/zbl/1072.35577
http://dx.doi.org/10.1016/S0167-2789(00)00078-6
http://dx.doi.org/10.1016/S0167-2789(00)00078-6
http://msp.org/idx/mr/1779828
http://msp.org/idx/zbl/0962.35165
http://dx.doi.org/10.1512/iumj.1991.40.40003
http://dx.doi.org/10.1512/iumj.1991.40.40003
http://msp.org/idx/mr/1101221
http://msp.org/idx/zbl/0738.35022
http://dx.doi.org/10.1016/j.jmaa.2018.01.040
http://dx.doi.org/10.1016/j.jmaa.2018.01.040
http://msp.org/idx/mr/3765493
http://msp.org/idx/zbl/1390.35331
http://dx.doi.org/10.2140/apde.2018.11.1625
http://dx.doi.org/10.2140/apde.2018.11.1625
http://msp.org/idx/mr/3810468
http://msp.org/idx/zbl/06881629

70 R. CAPISTRANO-FILHO, M. CAVALCANTE AND F. GALLEGO

[Natali and Pastor 2015] F. Natali and A. Pastor, “The fourth-order dispersive nonlinear Schrodinger
equation: orbital stability of a standing wave”, SIAM J. Appl. Dyn. Syst. 14:3 (2015), 1326-1347.
MR Zbl

[Oh and Tzvetkov 2017] T. Oh and N. Tzvetkov, “Quasi-invariant Gaussian measures for the cubic
fourth order nonlinear Schrodinger equation”, Probab. Theory Related Fields 169:3-4 (2017), 1121-
1168. MR Zbl

[Ozsar1 and Yolcu 2019] T. Ozsar1 and N. Yolcu, “The initial-boundary value problem for the
biharmonic Schrodinger equation on the half-line”, Commun. Pure Appl. Anal. 18:6 (2019), 3285—
3316. MR

[Pausader 2007] B. Pausader, “Global well-posedness for energy critical fourth-order Schrodinger
equations in the radial case”, Dyn. Partial Differ. Equ. 4:3 (2007), 197-225. MR Zbl

[Pausader 2009a] B. Pausader, “The cubic fourth-order Schrodinger equation”, J. Funct. Anal. 256:8
(2009), 2473-2517. MR Zbl

[Pausader 2009b] B. Pausader, “The cubic fourth-order Schrédinger equation”, J. Funct. Anal. 256:8
(2009), 2473-2517. MR Zbl

[Pausader and Shao 2010] B. Pausader and S. Shao, “The mass-critical fourth-order Schrédinger
equation in high dimensions”, J. Hyperbolic Differ. Equ. T:4 (2010), 651-705. MR Zbl

[Segata 2004] J.-i. Segata, “Remark on well-posedness for the fourth order nonlinear Schrédinger
type equation”, Proc. Amer. Math. Soc. 132:12 (2004), 3559-3568. MR Zbl

[Tao 2006] T. Tao, Nonlinear dispersive equations, CBMS Regional Conference Series in Mathemat-
ics 106, Amer. Math. Soc, Providence, RI, 2006. Local and global analysis. MR Zbl

[Tsutsumi 2014] Y. Tsutsumi, “Strichartz estimates for Schrodinger equation of fourth order with
periodic boundary condition”, pp. 104-113 in Regularity and Singularity for Partial Differential
Equations with Conservation Laws (Kyoto), vol. 1914, 2014.

[Wen et al. 2014] R. Wen, S. Chai, and B.-Z. Guo, “Well-posedness and exact controllability of fourth
order Schrodinger equation with boundary control and collocated observation”, SIAM J. Control
Optim. 52:1 (2014), 365-396. MR Zbl

Received December 23, 2018. Revised December 29, 2019.

ROBERTO DE A. CAPISTRANO-FILHO
UNIVERSIDADE FEDERAL DE PERNAMBUCO
RECIFE, PE

BRAZIL

roberto.capistranofilho @ufpe.br

MARCIO CAVALCANTE

UNIVERSIDADE FEDERAL DE ALAGOAS (UFAL)
MACEIO, AL

BRAZIL

marcio.melo@im.ufal.br

FERNANDO A. GALLEGO

UNIVERSIDAD NACIONAL DE COLOMBIA, SEDE MANIZALES
MANIZALES

COLOMBIA

fagallegor @unal.edu.co


http://dx.doi.org/10.1137/151004884
http://dx.doi.org/10.1137/151004884
http://msp.org/idx/mr/3376119
http://msp.org/idx/zbl/1331.35325
http://dx.doi.org/10.1007/s00440-016-0748-7
http://dx.doi.org/10.1007/s00440-016-0748-7
http://msp.org/idx/mr/3719064
http://msp.org/idx/zbl/1382.35274
http://dx.doi.org/10.3934/cpaa.2019148
http://dx.doi.org/10.3934/cpaa.2019148
http://msp.org/idx/mr/3985385
http://dx.doi.org/10.4310/DPDE.2007.v4.n3.a1
http://dx.doi.org/10.4310/DPDE.2007.v4.n3.a1
http://msp.org/idx/mr/2353631
http://msp.org/idx/zbl/1155.35096
http://dx.doi.org/10.1016/j.jfa.2008.11.009
http://msp.org/idx/mr/2502523
http://msp.org/idx/zbl/1171.35115
http://dx.doi.org/10.1016/j.jfa.2008.11.009
http://msp.org/idx/mr/2502523
http://msp.org/idx/zbl/1171.35115
http://dx.doi.org/10.1142/S0219891610002256
http://dx.doi.org/10.1142/S0219891610002256
http://msp.org/idx/mr/2746203
http://msp.org/idx/zbl/1232.35156
http://dx.doi.org/10.1090/S0002-9939-04-07620-8
http://dx.doi.org/10.1090/S0002-9939-04-07620-8
http://msp.org/idx/mr/2084077
http://msp.org/idx/zbl/1073.35200
http://dx.doi.org/10.1090/cbms/106
http://msp.org/idx/mr/2233925
http://msp.org/idx/zbl/1106.35001
http://hdl.handle.net/2433/223284
http://hdl.handle.net/2433/223284
http://dx.doi.org/10.1137/120902744
http://dx.doi.org/10.1137/120902744
http://msp.org/idx/mr/3162397
http://msp.org/idx/zbl/1292.93040
mailto:roberto.capistranofilho@ufpe.br
mailto:marcio.melo@im.ufal.br
mailto:fagallegor@unal.edu.co

PACIFIC JOURNAL OF MATHEMATICS

Founded in 1951 by E. F. Beckenbach (1906-1982) and F. Wolf (1904-1989)

Matthias Aschenbrenner
Department of Mathematics
University of California
Los Angeles, CA 90095-1555
matthias@math.ucla.edu

Daryl Cooper
Department of Mathematics
University of California
Santa Barbara, CA 93106-3080
cooper @math.ucsb.edu

Jiang-Hua Lu
Department of Mathematics
The University of Hong Kong
Pokfulam Rd., Hong Kong
jhlu@maths.hku.hk

msp.org/pjm

EDITORS

Don Blasius (Managing Editor)
Department of Mathematics
University of California
Los Angeles, CA 90095-1555
blasius @math.ucla.edu

Paul Balmer

Department of Mathematics
University of California
Los Angeles, CA 90095-1555
balmer@math.ucla.edu

Wee Teck Gan

Mathematics Department
National University of Singapore

Singapore 119076

matgwt@nus.edu.sg

Sorin Popa

Department of Mathematics
University of California
Los Angeles, CA 90095-1555
popa@math.ucla.edu

Vyjayanthi Chari
Department of Mathematics
University of California
Riverside, CA 92521-0135
chari @math.ucr.edu

Kefeng Liu

Department of Mathematics
University of California
Los Angeles, CA 90095-1555
liu@math.ucla.edu

Jie Qing

Department of Mathematics
University of California
Santa Cruz, CA 95064
ging@cats.ucsc.edu

Paul Yang
Department of Mathematics
Princeton University
Princeton NJ 08544-1000
yang @math.princeton.edu

PRODUCTION
Silvio Levy, Scientific Editor, production@msp.org

SUPPORTING INSTITUTIONS

ACADEMIA SINICA, TAIPEI STANFORD UNIVERSITY UNIV. OF CALIF., SANTA CRUZ
CALIFORNIA INST. OF TECHNOLOGY UNIV. OF BRITISH COLUMBIA UNIV. OF MONTANA

INST. DE MATEMATICA PURA E APLICADA UNIV. OF CALIFORNIA, BERKELEY UNIV. OF OREGON

KEIO UNIVERSITY UNIV. OF CALIFORNIA, DAVIS UNIV. OF SOUTHERN CALIFORNIA
MATH. SCIENCES RESEARCH INSTITUTE UNIV. OF CALIFORNIA, LOS ANGELES UNIV. OF UTAH

NEW MEXICO STATE UNIV. UNIV. OF CALIFORNIA, RIVERSIDE UNIV. OF WASHINGTON

OREGON STATE UNIV. UNIV. OF CALIFORNIA, SAN DIEGO WASHINGTON STATE UNIVERSITY

UNIV. OF CALIF., SANTA BARBARA

These supporting institutions contribute to the cost of publication of this Journal, but they are not owners or publishers and have no
responsibility for its contents or policies.

See inside back cover or msp.org/pjm for submission instructions.

The subscription price for 2020 is US $520/year for the electronic version, and $705/year for print and electronic.

Subscriptions, requests for back issues and changes of subscriber address should be sent to Pacific Journal of Mathematics, P.O. Box
4163, Berkeley, CA 94704-0163, U.S.A. The Pacific Journal of Mathematics is indexed by Mathematical Reviews, Zentralblatt MATH,
PASCAL CNRS Index, Referativnyi Zhurnal, Current Mathematical Publications and Web of Knowledge (Science Citation Index).

The Pacific Journal of Mathematics (ISSN 1945-5844 electronic, 0030-8730 printed) at the University of California, c/o Department
of Mathematics, 798 Evans Hall #3840, Berkeley, CA 94720-3840, is published twelve times a year. Periodical rate postage paid at
Berkeley, CA 94704, and additional mailing offices. POSTMASTER: send address changes to Pacific Journal of Mathematics, P.O.
Box 4163, Berkeley, CA 94704-0163.

PIM peer review and production are managed by EditFLow® from Mathematical Sciences Publishers.
PUBLISHED BY
:l mathematical sciences publishers
nonprofit scientific publishing
http://msp.org/
© 2020 Mathematical Sciences Publishers


http://msp.org/pjm/
mailto:blasius@math.ucla.edu
mailto:matthias@math.ucla.edu
mailto:cooper@math.ucsb.edu
mailto:jhlu@maths.hku.hk
mailto:balmer@math.ucla.edu
mailto:matgwt@nus.edu.sg
mailto:popa@math.ucla.edu
mailto:yang@math.princeton.edu
mailto:chari@math.ucr.edu
mailto:liu@math.ucla.edu
mailto:qing@cats.ucsc.edu
mailto:production@msp.org
http://msp.org/pjm/
http://www.ams.org/mathscinet
http://www.emis.de/ZMATH/
http://www.viniti.ru/math_new.html
http://www.ams.org/bookstore-getitem/item=cmp
http://apps.isiknowledge.com
http://msp.org/
http://msp.org/

OLGUR CELIKBAS

Algebraic and geometric properties of flag Bott—Samelson varieties 145

and applications to representations
NAOKI FUJITA, EUNJEONG LEE and DONG YOUP SUH

On a modular form of Zaremba’s conjecture 195
NIKOLAY G. MOSHCHEVITIN and ILYA D. SHKREDOV

The first nonzero eigenvalue of the p-Laplacian on differential forms 213
SHOO SETO

Global regularity of the Navier—Stokes equations on 3D periodic thin 223
domain with large data

NA ZHAO



	1. Introduction
	1A. Presentation of the model
	1B. Setting of the problem
	1C. Comments about the techniques to solve IBVPs on the half-line
	1D. Biharmonic NLS equation
	1E. Main result
	1F. Notations

	2. Preliminaries
	2A. Sobolev spaces on the half-line
	2B. Solution spaces
	2C. Riemann–Liouville fractional integral
	2D. Oscillatory integral

	3. Duhamel boundary forcing operator
	3A. Duhamel boundary forcing operator class
	3B. Construction of the solution
	3B1. Linear version
	3B2. Nonlinear version


	4. Energy estimates
	5. Proof of Theorem 1.1
	6. Further comments and open problems
	6A. Biharmonic NLS on star graphs
	6B. Control theory
	6B1. Control theory of biharmonic NLS on star graphs
	6B2. Control theory of biharmonic NLS in unbounded domain


	Acknowledgments
	References
	
	

