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A three-parameter family of probability distributions is constructed such that its Mellin transform is defined over the same domain as the 2D GMC on the Riemann sphere with three insertion points \((\alpha_1, \alpha_2, \alpha_3)\) and satisfies the DOZZ formula in the sense of Kupiainen et al. \((Ann. Math. 191\ (2020)\ 81–166)\). The probability distributions in the family are defined as products of independent Fyodorov–Bouchaud and powers of Barnes beta distributions of types \((2, 1)\) and \((2, 2)\). In the special case of \(\alpha_1 + \alpha_2 + \alpha_3 = 2Q\) the constructed probability distribution is shown to be consistent with the known small deviation asymptotic of the 2D GMC laws with everywhere-positive curvature.

1. Introduction

In this paper we contribute to the study of integrability of 2D GMC (Gaussian multiplicative chaos) measures on the Riemann sphere. The study of GMC measures, see [Kahane 1987; Robert and Vargas 2010], is a flourishing area of research at the intersection of probability [Berestycki 2017; Junnila and Saksman 2017; Rhodes and Vargas 2014; Shamov 2016], statistical physics of random energy landscapes [Cao et al. 2016; Fyodorov and Bouchaud 2008; Fyodorov and Doussal 2016; Fyodorov et al. 2009], and Liouville conformal field theory [Astala et al. 2011; Benjamini and Schramm 2009; David et al. 2016; Duplantier and Sheffield 2011; Kupiainen et al. 2020; Rhodes and Vargas 2011].

A fundamental open problem in the theory of GMC is to calculate the distribution of the total mass of the chaos measure. This field was pioneered in [Fyodorov and Bouchaud 2008; Fyodorov et al. 2009] and independently in [Ostrovsky 2008; 2009; 2016a], where precise conjectures were made about the Mellin transform of the total mass distribution with and without insertion points on simple 1D shapes such as the circle or interval. These conjectures were responsible for the continued development of the field and led to many applications in statistical physics, see [Fyodorov and Doussal 2016], and, on the mathematical side, these conjectures led to the creation of the theory of Barnes beta distributions, see [Ostrovsky 2013a; 2013b; 2016b]. We refer the reader to [Ostrovsky 2018] for a comprehensive review of all of these developments.

The conjectures about the total mass in 1D were facilitated by the knowledge of the integer moments of the GMC chaos measure in question, which were represented by the Selberg integral on the interval and the Morris integral on the circle, see [Forrester 2010, Chapter 4]. The task of formulating a conjecture

MSC2020: primary 60D99, 60E07, 60E10; secondary 81T20, 81T40.
Keywords: Gaussian multiplicative chaos, DOZZ formula, Barnes beta probability distributions, double gamma function, infinite divisibility, analytic continuation, Mellin transform.
was then tantamount to analytically continuing the corresponding integral as a function of its dimension, i.e., the order of the integer moment of the measure, to the complex plane, thereby conjecturing the Mellin transform of the total mass. Such a procedure does not guarantee uniqueness and is not mathematically rigorous, especially as the positive integer moments of a GMC measure become infinite at a sufficiently high order. As a result, the problem of rigorously computing the law of the total mass remained out of reach until 2018. A breakthrough was made in [David et al. 2016], where the connection between GMC and Liouville conformal field theory was established. This connection along with the machinery developed in [Kupiainen et al. 2019; 2020] led to the proofs of: the conjecture of [Fyodorov and Bouchaud 2008] about the law of the GMC on the circle without insertion points in [Remy 2020], the conjectures of [Fyodorov et al. 2009; Ostrovsky 2009; 2013a] about the law of the GMC on the interval with two insertion points in [Remy and Zhu 2020a], and, most recently, the conjecture of [Ostrovsky 2016a] about the law of GMC on the circle with a single insertion point in [Remy and Zhu 2020b]; see also [Najnudel 2020] and [Chhaibi and Najnudel 2019] for a different approach based on orthogonal polynomials. It needs to be emphasized that these proofs were the proofs of uniqueness, which was lacking in the analytic continuation approach, and so required the conjectures as an essential starting point.

The study of integrability of 2D GMC measures goes back to the pioneering work of [Dorn and Otto 1994] and [Zamolodchikov and Zamolodchikov 1996], which conjectured 3-point correlation functions of the Liouville conformal field theory that is known as the celebrated DOZZ formula; see [Nakayama 2004] and [Ribault 2014] for a review. Their computations were based on the complex Selberg integral that was evaluated independently in [Aomoto 1987] and [Dotsenko and Fateev 1985]; see [Forrester and Warnaar 2008] for a review. The DOZZ formula remained without a rigorous mathematical footing until the work of [David et al. 2016] and [Kupiainen et al. 2020], which established the connection between the GMC and Liouville theories and formulated and proved the DOZZ formula, respectively. In the modern mathematical language, the DOZZ formula gives the value of the Mellin transform of the GMC measure with three insertion points \((\alpha_1, \alpha_2, \alpha_3)\) on the Riemann sphere at the point

\[
s_0 = \frac{\alpha_1 + \alpha_2 + \alpha_3 - 2Q}{\gamma},
\]

where \(\alpha_i\) are the insertion points, \(\gamma\) is the fundamental constant of the GMC,\(^1\) and \(Q\) is related to the central charge \(c_L\) of the Liouville theory by \(c_L = 1 + 6Q^2\); see [Vargas 2017] for a review of the original and the modern mathematically rigorous approaches. The GMC measure on the sphere depends nontrivially on the choice of the conformal background metric. The proof of the DOZZ formula in [Kupiainen et al. 2020] was given for the metric \(g(x) = |x|^4\). The remarkable feature of the DOZZ formula is that its right-hand side, which is the value of the Mellin transform at \(s_0\), the so-called structure constant, remains the same, up to a metric-dependent scaling factor, for any background metric [David et al. 2016].

The focus of this paper is the metric-independent (universal) part of the structure constant. As the dependence of the GMC law on the choice of the metric is unknown, it is natural to ask about what can be learned about this law from the structure constant itself. Given the universality of the structure constant,\(^1\)the GMC measure in 2D is classified as subcritical if \(\gamma < 2\), critical if \(\gamma = 2\), and supercritical if \(\gamma > 2\). The constant \(\gamma^2\) is referred to as the intermittency parameter of the GMC. The constant \(Q\) is related to \(\gamma\) by \(Q = \frac{\gamma}{2} + \frac{\gamma^2}{2}\).
this information is equally universal, i.e., applies to any GMC measure on the sphere. Clearly, as the DOZZ formula holds for any conformal background metric and the GMC measure depends on the metric, the DOZZ formula does not determine the GMC law uniquely. This lack of uniqueness is stronger than the lack of uniqueness of 1D GMC conjectures, where the match was made at all finite integer moments as opposed to a single point. Nonetheless, the DOZZ formula puts a highly nontrivial constraint on the GMC law so that by constructing probability distributions that are consistent with the DOZZ formula one can substantially narrow down the search for this law.

The main contribution of this paper is the construction of a family of positive probability distributions, whose Mellin transform is defined and analytic over the same domain as that of the GMC measure with three insertion points and takes on the same value at $s_0$ as a function of $\gamma$ and insertion points as the Mellin transform of the GMC measure, i.e., satisfies the DOZZ formula. Thus, our result can be thought of as an analytic continuation of the DOZZ formula as a function of $s_0$ to the complex plane. The idea of such continuation and mathematical methods used to effect it are similar to our work in 1D and are based on the theory of Barnes beta probability distributions. We first identify the minimal solution, whose structure is essentially imposed uniquely by the structure of the Upsilon terms in the DOZZ formula itself. We prove that it is the Mellin transform of a probability distribution by factoring it into the product of Mellin transforms of Barnes beta distributions of types $\left(\frac{2}{2}, \frac{1}{1}\right)$ and $\left(\frac{2}{2}, \frac{2}{2}\right)$. The minimal solution has no free parameters and is symmetric in $\left(\alpha_1, \alpha_2, \alpha_3\right)$. We then deform each of the Barnes beta factors so that they keep the same value at $s_0$ and remain the Mellin transform of a probability distribution. This produces a three-parameter family of probability distributions that extend the minimal solution. The three deformation parameters control the symmetry of the distribution in $\left(\alpha_1, \alpha_2, \alpha_3\right)$ and allow for solutions that are symmetric in $\left(\alpha_1, \alpha_2, \alpha_3\right)$ or only symmetric in $\left(\alpha_1, \alpha_3\right)$ or not symmetric at all.

The metric-dependent scaling factor is the only information about the metric dependence that the DOZZ formula reveals about the GMC law. We provide the trivial analytic continuation of this factor that is also consistent with the known scaling behavior of the GMC measure. Otherwise, we do not investigate the dependence on the metric any further as it requires additional information about the GMC law that is currently unknown, such as its first moment as a function of the insertion points, for example. In particular, we note that our construction does not match the first moment of the GMC law at zero insertion points or the small deviation asymptotic of GMC measures having everywhere-positive curvature. However, in the special case of $s_0 = 0 \ (\alpha_1 + \alpha_2 + \alpha_3 = 2Q)$ we provide a modified construction that matches the small deviation asymptotic as well as the DOZZ formula.

The main technical innovation is the construction of one-parameter deformations of general Barnes beta distributions of types $\left(\frac{2}{2}, \frac{1}{1}\right)$ and $\left(\frac{2}{2}, \frac{2}{2}\right)$ having the property that the deformed Mellin transform has the same value at a given point as the original Mellin transform. We also provide an original construction of conformal metrics on the sphere having the property that the corresponding GMC measure is symmetric in all the insertion points. Finally, we give an explicit computation of the constant $\gamma'_\gamma(0)$ in the DOZZ formula, which appears to be new.

As explained above, all major advances of GMC integrability research were preceded by exact conjectures and, further, the Liouville theory based method of proof specifically requires a conjecture
as its starting point. This makes us believe that our construction of a family of probability distributions satisfying the DOZZ formula provides an essential advance of the field and opens up an avenue for new integrability results in both the 2D GMC and Liouville theories as it provides the first necessary step towards formulating a conjecture for the law of GMC on the sphere. The structure constant in the DOZZ formula is quite complicated and imposes a very delicate constraint on the underlying distribution so that it is reasonable to suppose that by matching it one is not too far off from the actual law of the GMC, especially as the domain of analyticity of the constructed Mellin transform coincides with that of the Mellin transform of the GMC. Our construction is flexible enough to narrow down the search further by matching the symmetry of the GMC law in \((\alpha_1, \alpha_3)\) or \((\alpha_1, \alpha_2, \alpha_3)\) that are known to hold for particular background metrics.

The plan of the paper is as follows. In Section 2 we briefly remind the reader of the definition of GMC measures on the Riemann sphere, state the DOZZ formula in terms of such measures, and summarize the properties of the GMC measures that we match. In Section 3 we summarize the main mathematical tools that are used in the rest of the paper. In Section 4 we give the main results. In Section 5 we give the proofs. Section 6 shows where our construction falls short of being a conjecture, gives a detailed summary of all constraints that need to be satisfied to formulate a conjecture, and lists some open questions. Conclusions are given in Section 7. The Appendix summarizes the scaling and symmetry properties of GMC measures on the sphere and gives our construction of GMC measures on the sphere that are symmetric in all insertion points.

### 2. Problem statement

In this section we will briefly review the definition of the 2D GMC on the Riemann sphere (identified with the extended complex plane) corresponding to a background metric \(g(x)\) and refer the reader to [David et al. 2016; Kupiainen et al. 2020; Robert and Vargas 2010; Vargas 2017] for details.

Define the quantities

\[
Q = \frac{2}{\gamma} + \frac{\gamma}{2}, \quad 0 < \gamma < 2.
\]

\[
\tau = \frac{4}{\gamma^2},
\]

\[
\Upsilon_x = \frac{1}{\Gamma_x \Gamma_{Q-x}},
\]

where \(\Gamma_x\) denotes the physicist’s double gamma function, see [Nakayama 2004], and \(\Upsilon_x\) is the Upsilon function.

Consider the subcritical GMC on the Riemann sphere. Given a conformal metric on the sphere, let the Gaussian Free Field \(X_g(x)\) corresponding to the metric be defined by

\[
E[X_g(x) X_g(y)] = \log \frac{1}{|x-y|} - \frac{1}{4} \log g(x) - \frac{1}{4} \log g(y) + \chi_g.
\]

\(\chi_g\) is a constant depending on the metric. The field \(X_g(x)\) is defined to have the zero average with respect
to the curvature of the metric \( g(x) \), see (2-17). If one writes the metric in the form 
\[ g(x) = e^{\phi(x)} g_+(x), \]
where \( g_+(x) = |x|^{-4}_+ \), \( |x|_+ = \max(1, |x|) \), then the constant \( \chi_g \) is given by
\[
\chi_g = \frac{1}{32\pi} \left[ \int_C |\nabla \phi(x)|^2 \, dx + 8 \int_0^{2\pi} \phi(e^{i\theta}) \, d\theta \right].
\] (2-5)

It can be positive, negative or zero. For example, for the metric 
\[ g(x) = |x|^{-4}_+ \]
it equals 0. Given three insertion points \( \alpha_1, \alpha_2, \alpha_3 \), let
\[
\tilde{\alpha} = \alpha_1 + \alpha_2 + \alpha_3.
\] (2-6)

Define the subcritical GMC\(^2\) and the corresponding \( \rho_g \) by the formulas
\[
\rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma) = e^{\frac{\gamma^2 \tilde{\alpha}}{2}} \int_C \frac{g(x)^{-\frac{\gamma}{2} \tilde{\alpha}}}{|x|^{\gamma \alpha_1} |1 - x|^{\gamma \alpha_2}} M_{\gamma, g}(dx),
\] (2-7)
\[
M_{\gamma, g}(dx) = e^{\gamma X_g(x) - \frac{\gamma^2}{2} E[X_g(x)^2]} g(x) \, dx.
\] (2-8)

The natural boundaries for the variables involved that guarantee the existence of the Mellin transform\(^3\)
\[ E\left[ \rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma)^{-s} \right] \]
of the quantity \( \rho_g \) are given in [Vargas 2017, (2.12)]:
\[
\begin{align*}
-\text{Re}(s) &< \tau, \\
-\text{Re}(s) &< \frac{2}{\gamma}(Q - \alpha_k), \\
\alpha_k &< Q.
\end{align*}
\] (2-9) (2-10) (2-11)

Let
\[
s_0 = \frac{\tilde{\alpha} - 2Q}{\gamma},
\] (2-12)
and
\[
l(z) = \frac{\Gamma(z)}{\Gamma(1 - z)}.
\] (2-13)

Assume that \( s_0 \) satisfies (2-9) and (2-10). Then, the main result of [Kupiainen et al. 2020] is the proof\(^4\)
of the DOZZ formula
\[
\Gamma(s) E\left[ \rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma)^{-s} \right] |_{s = s_0}
= \frac{\gamma}{2} e^{\frac{\gamma^2 \tilde{\alpha}}{2} g_+} \left( \pi l \left( \frac{\gamma^2}{4} \right) \left( \frac{\gamma}{2} \right)^{2 - \frac{\gamma^2}{2}} \right)^{-s_0} \frac{\gamma^\prime(0)}{\gamma^\prime\left(\frac{\gamma}{2} - Q\right)} \prod_{i=1}^3 \frac{\gamma^\prime\left(\frac{\gamma}{2} - \alpha_i\right)}{\gamma^\prime\left(\frac{\gamma}{2} - Q\right) \prod_{i=1}^3 \gamma^\prime\left(\frac{\gamma}{2} - \alpha_i\right)}.
\] (2-14)

\(^2\)As the field \( X_g(x) \) is not defined pointwise, the usual renormalization procedure is required to define the GMC, see [Robert and Vargas 2010].

\(^3\)Throughout this paper we define the Mellin transform of a random variable \( X \) to mean \( E[X^s] \) with the exception of the Mellin transform of \( \rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma) \) written as \( E[\rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma)^{-s}] \) to be consistent with its definition in [Kupiainen et al. 2020] and [Vargas 2017].

\(^4\)The proof in [Kupiainen et al. 2020] is restricted to the metric \( g(x) = |x|^{-4}_+ \) but goes through for a general metric on the sphere, see [David et al. 2016].
It must be emphasized that this result requires $\alpha_i > 0$ for all $i$, see Lemma 5.1, but the Mellin transform is defined if $\alpha_i = 0$ for all $i$, see (2-9)–(2-11), and corresponds to the total mass of the GMC measure. The difference between the two is that the DOZZ theorem requires $s_0$ to satisfy (2-9) and (2-10), whereas the existence of the Mellin transform does not.

The law of $\rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma)$ is not known for any metric. Aside from its existence, $\rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma)$ is known to possess three additional properties.

1. When $g(x)$ is multiplied by a positive constant $\lambda$, $\rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma)$ satisfies the scaling invariance,

$$ E[\rho_{\lambda g}(\alpha_1, \alpha_2, \alpha_3, \gamma)^{-3}] = \lambda^{s_0} E[\rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma)^{-3}], \quad (2-15) $$

see Appendix A.

2. If the curvature of the metric $R_g(x) = -\frac{1}{g(x)^2} \Delta \log g(x)$ satisfies $R_g(x) > 0$ for all $x \in \mathbb{C}$, then $\rho_g$ satisfies the small deviation estimate

$$ P[\rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma) \leq \varepsilon] \sim e^{-\varepsilon^{-\frac{4}{\gamma^2}}}. \quad (2-16) $$

This is a corollary of Theorem 4.5 in [Lacoin et al. 2018] and the identity

$$ \int_{\mathbb{C}} X_g(x) R_g(x) g(x) dx = 0 \quad (2-17) $$

that is valid for any metric. This estimate implies that $\rho_g$ does not have a lognormal factor for all metrics having everywhere positive curvature. For example, this conclusion applies to the natural metric $g(x) = (1 + |x|^2)^{-2}$.

3. If the background metric $g(x)$ satisfies the property

$$ g\left(\frac{1}{x}\right) = |x|^4 g(x), \quad x \in \mathbb{C}, \quad (2-18) $$

then,

$$ \rho_g(\alpha_3, \alpha_2, \alpha_1, \gamma) = \rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma) \quad (2-19) $$

in law, see Appendix A. The natural conformal metrics on the Riemann sphere such as

$$ g(x) = |x|^{-4}, \quad (2-20) $$

$$ g(x) = \frac{1}{(1 + |x|^2)^2}, \quad (2-21) $$

satisfy (2-18) so that the corresponding $\rho_g$ is symmetric under $\alpha_1 \leftrightarrow \alpha_3$. In addition, we prove in this paper that for any metric $g(x)$ satisfying (2-18) the transformed metric

$$ T[g](x) = g(x) + \frac{g\left(\frac{x}{x-1}\right)}{|x-1|^4} + g(1-x) \quad (2-22) $$

has the property that the corresponding $\rho_{T[g]}$ is symmetric in all $(\alpha_1, \alpha_2, \alpha_3)$, see Appendix B.
We finally note that it is easy to write down the multiple integral expression for the $n$-th moment of $\rho_g$,

$$E[\rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma)^n] = e^{\frac{\gamma^2}{2}x_8} \int_{C^n} \prod_{i=1}^{n} g(x_i)^{1-\frac{\gamma^2}{2}(n-1)} |x_i|^{-\gamma \alpha_i} |1-x_i|^{-\gamma \alpha_2} \prod_{i<j} |x_i-x_j|^{-\gamma^2} \, dx \quad (2-23)$$

but is difficult to compute in closed form for nonzero $\alpha_i$, even for $n = 1$. In the simplest case of $n = 1$ and zero insertion points, this simplifies to

$$E[\rho_g(\alpha_i = 0 \text{ for all } i, \gamma)] = e^{\frac{\gamma^2}{2}x_8} \int_{C} g(x) \, dx. \quad (2-24)$$

In what follows we will consider the problem of constructing positive random variables $M(\alpha, \gamma)$ parametrized by $(\alpha_1, \alpha_2, \alpha_3)$, $\gamma$, and possibly some additional free parameters whose Mellin transform $E[M^s(\alpha, \gamma)]$:

- is defined under the conditions in (2-9) – (2-11),
- satisfies the DOZZ formula (2-14) without the metric-dependent scaling factor,

$$\Gamma(s) E[M^s(\alpha, \gamma)] \bigg|_{s=s_0} = \frac{\gamma}{2} \left( \frac{\pi}{4} \right) \left( \frac{\gamma}{2} \right)^{2-\frac{\gamma^2}{2}} \left( \frac{\Gamma(\frac{\gamma}{2})}{\Gamma(\frac{\gamma}{2} - Q)} \prod_{i=1}^{3} \frac{\Gamma(\frac{\gamma}{2} - \alpha_i)}{\Gamma(\frac{\gamma}{2} - \alpha_i)} \right), \quad (2-25)$$

- is flexible enough, depending on the choice of the free parameters, to be symmetric in law in all $(\alpha_1, \alpha_2, \alpha_3)$ or to be only symmetric under $(\alpha_1 \leftrightarrow \alpha_3)$ or to have no particular symmetry.

Such a construction gives the necessary first step for formulating a conjecture for the law of $\rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma)$ in the form

$$\rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma) = e^{-s_0 \frac{\gamma^2}{2}x_8} M^{-1}(\alpha, \gamma), \quad (2-26)$$

which satisfies the DOZZ formula (2-14) and is consistent with the scaling invariance (2-15), see (A-2) in Appendix A. We note that in this proposal the dependence on the metric comes from both the exponential prefactor and the free parameters, which in general depend on the metric. Of particular interest is the special case of $\alpha_i = 0$ for all $i$, which then corresponds to the total mass of the GMC on the sphere corresponding to the metric $g(x)$.

The task of formulating an actual conjecture for a particular metric requires some understanding of how the GMC law depends on the choice of the metric and at the very least involves matching the first moment in (2-24) and, if the metric has everywhere positive curvature, the small deviation asymptotic in (2-16). These questions are outside the scope of this paper as they require information about the GMC law that goes beyond what is revealed by the DOZZ formula alone. Our construction will need to be refined once this information becomes available as in its current form it does not satisfy (2-16) or (2-24) in general. In the special case of $s_0 = 0$ we provide a modified construction that is consistent with the DOZZ formula and the desired small deviation asymptotic in (2-16).

### 3. Building blocks

We start with the relationship between the physicist’s double gamma function that appears in (2-3) and the double gamma function, $\Gamma_2(x|\tau)$, that is typically used in the mathematical literature and that we will
use below. From [Remy and Zhu 2020a, footnote 7],
\[
\Gamma_{\chi}(x) = \left(\frac{2}{\chi'}\right)^{1/2} \frac{\Gamma_{2}(\frac{\chi'}{2} \tau)}{\Gamma_{2}(\frac{\chi}{2} \tau)},
\]
(3-1)
where the double Gamma $\Gamma_{2}(x|\tau)$ is reviewed in [Ostrovsky 2018, Section 3], see also [Ostrovsky 2016b, Section 2] and [Ruijsenaars 2000]. The first building block that is used below is the Barnes beta distribution of type (2, 2). We denote it by $\beta_{2,2}(b_0, b_1, b_2)$, see [Ostrovsky 2018, Section 7.1, Theorem 7.1, (7.24)]. Given $b_0 > 0$, $b_1$, $b_2$, such that $b_0 + b_1 > 0$, $b_0 + b_2 > 0$, $b_0 + b_1 + b_2 > 0$, and $b_1 b_2 > 0$,\footnote{The conditions $b_0 > 0$, $b_0 + b_1 > 0$, $b_0 + b_2 > 0$, $b_0 + b_1 + b_2 > 0$, are needed for the existence of the right-hand side of (3-2), $b_1 b_2 > 0$ is needed for the positivity of the Lévy–Khinchine spectral function.} and $\text{Re}(s) + b_0 > 0$, $\text{Re}(s) + b_0 + b_1 > 0$, $\text{Re}(s) + b_0 + b_2 > 0$, $\text{Re}(s) + b_0 + b_1 + b_2 > 0$,
\[
E[\beta_{2,2}^{s}] = \frac{\Gamma_{2}(s + b_0 \mid \tau)}{\Gamma_{2}(b_0 \mid \tau)} \frac{\Gamma_{2}(b_0 + b_1 \mid \tau)}{\Gamma_{2}(s + b_0 + b_1 \mid \tau)} \frac{\Gamma_{2}(b_0 + b_2 \mid \tau)}{\Gamma_{2}(s + b_0 + b_2 \mid \tau)} \frac{\Gamma_{2}(s + b_0 + b_1 + b_2 \mid \tau)}{\Gamma_{2}(b_0 + b_1 + b_2 \mid \tau)}.
\]
(3-2)
The Mellin transform has the asymptotic behavior,
\[
E[\beta_{2,2}^{s}] \sim s^{-\frac{b_1 b_2}{\tau}}, \quad \text{Re}(s) \longrightarrow +\infty.
\]
(3-3)
The second building block is the Barnes beta distribution of type (2, 1). We denote it by $\beta_{2,1}(b_0, b_1)$, see [Ostrovsky 2018, Theorem 7.5, Section 7.2, (7.35)]. Given $b_0 > 0$ and $b_1 > 0$,
\[
E[\beta_{2,1}^{s}] = \frac{\Gamma_{2}(s + b_0 \mid \tau)}{\Gamma_{2}(b_0 \mid \tau)} \frac{\Gamma_{2}(b_0 + b_1 \mid \tau)}{\Gamma_{2}(s + b_0 + b_1 \mid \tau)}, \quad \text{Re}(s) > -b_0.
\]
(3-4)
The Mellin transform has the asymptotic behavior
\[
E[\beta_{2,1}^{s}] \sim e^{\frac{b_1}{\tau} s \log(s) + O(s)}, \quad \text{Re}(s) \longrightarrow +\infty.
\]
(3-5)
We will also need the functional equations of the double gamma function,
\[
\frac{\Gamma_{2}(s + \tau \mid \tau)}{\Gamma_{2}(s + \tau + 1 \mid \tau)} = \frac{\tau^{\frac{s + \tau - 1}{2}}}{\sqrt{2\pi}} \Gamma\left(\frac{s + \tau}{\tau}\right),
\]
(3-6)
\[
\frac{\Gamma_{2}(s \mid \tau)}{\Gamma_{2}(s + \tau \mid \tau)} = \frac{1}{\sqrt{2\pi}} \Gamma(s),
\]
(3-7)
see [Ostrovsky 2018, (3.5), (3.6)] with $a_1 = 1$, $a_2 = \tau$.

We finally recall the definition of the Fyodorov–Bouchaud random variable [2008].
\[
E[Y^{s}] = \Gamma\left(1 + \frac{s}{\tau}\right).
\]
(3-8)
More generally, given $b > 0$, $c > 0$,
\[
E[Y(b, c)^{s}] = \frac{\Gamma(b + \frac{s}{c})}{\Gamma(b)},
\]
(3-9)
is the Mellin transform of a (generalized) Frechet RV. It has the density,
\[
\text{pdf}(y) = \frac{c}{\Gamma(b)} y^{cb-1} e^{-y^c}.
\] (3-10)

We end this section with a comment about the small deviation asymptotics of the random variables considered above. For our purposes we need the estimate of the form \( P(X^{-1} \leq \varepsilon) \) for \( X = \beta_{21}(b_0, b_1) \), \( X = Y(b, c) \), and products of such random variables. The tail of \( \beta_{22} \) is too thin for our needs. We start with \( Y(b, c) \). The probability \( P(Y(b, c)^{-1} \leq \varepsilon) \) can be computed exactly in terms of incomplete Gamma function but we can estimate it as follows. This probability involves the long tail of \( Y(b, c) \), where its probability density is dominated by the \( e^{-y^c} \) term, corresponding to the asymptotic of the Mellin transform of the form
\[
E[Y(b, c)^s] \sim e^{\frac{1}{2}s \log s}.
\] (3-11)

Hence the small deviation probability behaves like
\[
P(Y(b, c)^{-1} \leq \varepsilon) \sim e^{-\frac{1}{s}}.
\] (3-12)

It remains to notice that the asymptotic behavior of the Mellin transform of \( \beta_{21} \) and of products of such variables is the same as that of \( Y(b, c) \), see (3-5), i.e.,
\[
E[X^s] \sim e^{\frac{1}{2}s \log s}
\] (3-13)
for some constant \( c \) so that (3-12) still holds. For example, for \( X = \beta_{21}(b_0, b_1) \) from (3-5) we have \( c = \tau/b_1 \) and for the product \( X = \beta_{21}(b_0, b_1)\beta_{21}(b'_0, b'_1) \) we similarly have \( c = \tau/(b_1 + b'_1) \).

4. Results

In this section we will construct probability distributions that satisfy (2-14) and are defined subject to (2-9), (2-10), and (2-11). We start with the minimal solution. Throughout this section we assume that the \( \alpha \)s satisfy (2-11) and \( s_0 \) in (2-12) satisfies (2-9), (2-10).

Introduce the notation,
\[
C_Y(\alpha_1, \alpha_2, \alpha_3) = \frac{\gamma}{2} \left( \pi l \left( \frac{\gamma^2}{4} \right) \right) \left( \frac{\gamma}{2} \right)^{2-\gamma^2} \frac{\gamma^\gamma(0) \prod_{i=1}^3 \gamma^{\gamma^2}(\alpha_i)}{\gamma^\gamma \left( \frac{\gamma^2}{2} - Q \right) \prod_{i=1}^3 \gamma^\gamma \left( \frac{\gamma^2}{2} - \alpha_i \right)},
\] (4-1)

so that we can write the DOZZ formula in the simplified form,
\[
\Gamma(s) E[\rho_X(\alpha_1, \alpha_2, \alpha_3, \gamma)^{-s}]|_{s=s_0} = e^{-\frac{\gamma^2}{2}\chi} C_Y(\alpha_1, \alpha_2, \alpha_3),
\] (4-2)

where the constant \( C_Y(\alpha_1, \alpha_2, \alpha_3) \) is independent of the metric \( g(x) \).

We start with a heuristic derivation that motivates the formal results. Let us observe that the Upsilon terms in the constant \( C_Y(\alpha_1, \alpha_2, \alpha_3) \) have a particular structure. By expanding it in terms of the double gamma factors we can write the Upsilon terms in the form
\[
\frac{\gamma^\gamma(0) \prod_{i=1}^3 \gamma^{\gamma^2}(\alpha_i)}{\gamma^\gamma \left( \frac{\gamma^2}{2} - Q \right) \prod_{i=1}^3 \gamma^\gamma \left( \frac{\gamma^2}{2} - \alpha_i \right)} = \frac{\gamma^\gamma(0) \prod_{i=1}^3 \gamma^{\gamma^2}(\alpha_i)}{\gamma^\gamma \left( \frac{\gamma^2}{2} - Q \right) \prod_{i=1}^3 \gamma^\gamma \left( \frac{\gamma^2}{2} - \alpha_i \right)}.
\] (4-3)
For the ratios of the double gamma factors we have the pattern
\[
\frac{\tilde{\alpha} - \alpha_i - (Q - \alpha_i)}{2} = \frac{\tilde{\alpha} - Q}{2}, \quad (4-4)
\]
\[Q + \alpha_i - \frac{\tilde{\alpha}}{2} - \alpha_i = Q - \frac{\tilde{\alpha}}{2}. \quad (4-5)
\]

What this means is that the difference between the arguments of the factors in the numerator and
denominator is \(\pm \frac{\tilde{\alpha}}{2} - Q\), which is, up to sign, \(\frac{s}{2} s_0\) and for each ratio with \(+(\frac{\tilde{\alpha}}{2} - Q)\) there is a ratio
with \(-\frac{\tilde{\alpha}}{2} - Q\). Further, the same pattern is seen in the remaining factors if we write them in the form
\[
\frac{\Gamma_{\frac{\bar{\gamma}}{2}}(\frac{s}{2} s + Q) \Gamma_{\frac{\bar{\gamma}}{2}}(2Q - \frac{s}{2})}{\Gamma_{\frac{\bar{\gamma}}{2}}(Q) \Gamma_{\frac{\bar{\gamma}}{2}}(\frac{2Q}{\bar{\gamma}} - \frac{s}{2})}. \quad (4-6)
\]

This pattern, which is precisely the pattern of Barnes beta factors, see (3-2) and (3-4), motivates the
following “analytic continuation” from \(s_0\) to complex \(s\):
\[
\Gamma\left(1 + \frac{s}{\bar{\gamma}}\right) \frac{\Gamma_{\frac{\bar{\gamma}}{2}}(\frac{s}{2} s + Q)}{\Gamma_{\frac{\bar{\gamma}}{2}}(Q)} \frac{\Gamma_{\frac{\bar{\gamma}}{2}}(2Q - \frac{s}{2})}{\Gamma_{\frac{\bar{\gamma}}{2}}(\frac{2Q}{\bar{\gamma}} - \frac{s}{2})} \prod_{i=1}^{3} \frac{\Gamma_{\frac{\bar{\gamma}}{2}}(\frac{s}{2} s + 2Q - \frac{s}{2})}{\Gamma_{\frac{\bar{\gamma}}{2}}(\frac{s}{2} s + Q - \alpha_i)} \frac{\Gamma_{\frac{\bar{\gamma}}{2}}(Q - \alpha_i)}{\Gamma_{\frac{\bar{\gamma}}{2}}(\frac{2Q}{\bar{\gamma}} - \frac{s}{2} - \frac{\alpha_i}{2})}. \quad (4-7)
\]

This expression has the properties that when multiplied by \(\Gamma(s)\) it evaluates at \(s = s_0\), up to a trivial factor,
to the expression in (4-3) and its value at \(s = 0\) is 1. Hence it provides a suitable candidate for the Mellin
transform of a probability distribution that satisfies the DOZZ formula. In fact, as the following result
shows, it gives the minimal solution.

**Theorem 4.1.** Define the function
\[
\mathcal{M}(s \mid \alpha, \gamma) = \Gamma\left(1 + \frac{s}{\bar{\gamma}}\right) \frac{\Gamma_2(s + 1 + \tau \mid \tau)}{\Gamma_2(1 + \tau \mid \tau)} \frac{\Gamma_2(2(1 + \tau) - \frac{s}{\bar{\gamma}} \mid \tau)}{\Gamma_2(s + 2(1 + \tau) - \frac{s}{\bar{\gamma}} \mid \tau)}
\]
\[
\times \prod_{i=1}^{3} \frac{\Gamma_2(s + 1 + \tau - \frac{s}{\bar{\gamma}} \alpha_i \mid \tau)}{\Gamma_2(1 + \tau - \frac{s}{\bar{\gamma}} \alpha_i \mid \tau)} \frac{\Gamma_2(1 + \tau + \frac{s}{\bar{\gamma}}(\alpha_i - \frac{s}{\bar{\gamma}}) \mid \tau)}{\Gamma_2(s + 1 + \tau + \frac{s}{\bar{\gamma}}(\alpha_i - \frac{s}{\bar{\gamma}}) \mid \tau)}. \quad (4-8)
\]

Then:

1. The function \(\mathcal{M}(s \mid \alpha, \gamma)\) is analytic in \(s\) over the domain specified in (2-9), (2-10) and is the Mellin
transform of a positive, log-infinitely divisible probability distribution defined as the product of
independent Frechet, \(\beta_{22}\), and two \(\beta_{21}\) distributions:
\[
\mathcal{M}(s \mid \alpha, \gamma) = \Gamma\left(1 + \frac{s}{\bar{\gamma}}\right) E\left[\beta_{22}(b_0 = 1 + \tau, b_1 = \frac{s}{\bar{\gamma}}(\alpha_1 - \frac{s}{\bar{\gamma}}), b_2 = \frac{s}{\bar{\gamma}}(\alpha_3 - \frac{s}{\bar{\gamma}}))\right]
\]
\[
\times E\left[\beta_{21}(b_0 = 1 + \tau - \frac{s}{\bar{\gamma}} \alpha_1, b_1 = 1 + \tau + \frac{s}{\bar{\gamma}}(\alpha_1 - \frac{s}{\bar{\gamma}}))\right] \cdot (4-9)
\]

\[
\times E\left[\beta_{21}(b_0 = 1 + \tau - \frac{s}{\bar{\gamma}} \alpha_3, b_1 = \frac{s}{\bar{\gamma}}(\alpha_2 - \frac{s}{\bar{\gamma}}))\right].
\]

---

6 We replaced \(\gamma'_{s_0}(0)\) with \(1/\Gamma_{\frac{\bar{\gamma}}{2}}(Q)\), see Lemma 5.2 and modified \(\frac{s}{2} - Q\) to \(\frac{s}{2}\). By the functional equation of the double
gamma function, \(\Gamma(s)\Gamma(1 + \frac{s}{\bar{\gamma}})\Gamma_{\frac{\bar{\gamma}}{2}}(\frac{s}{2} s + Q) \propto (s - 1)\bar{\gamma} \Gamma_{\frac{\bar{\gamma}}{2}}(\frac{s}{2} s),\) see (3-1) and (5-31).
Let us divide this distribution by the constant $\pi \tau^1 \Gamma \left( \frac{1}{\tau} \right) / \Gamma \left( 1 - \frac{1}{\tau} \right)$ and define the random variable $M(\alpha, \gamma)$ by

$$E[M^s(\alpha, \gamma)] = \left( \frac{\pi \tau^1 \Gamma \left( \frac{1}{\tau} \right) }{\Gamma \left( 1 - \frac{1}{\tau} \right) } \right)^{-s} M(s \mid \alpha, \gamma).$$

(4-10)

(2) At $s = s_0$ the Mellin transform of $M(\alpha, \gamma)$ takes on the value

$$\Gamma(s) E[M^s(\alpha, \gamma)]|_{s=s_0} = C_\gamma(\alpha_1, \alpha_2, \alpha_3),$$

(4-11)

and so satisfies the DOZZ formula in (2-25). It also symmetric in all $(\alpha_1, \alpha_2, \alpha_3)$.

(3) In the special case of $\alpha_i = 0$ for all $i$ (the total mass), this Mellin transform simplifies to

$$\left( \frac{\pi \Gamma \left( \frac{1}{\tau} \right) }{\Gamma \left( 1 - \frac{1}{\tau} \right) } \right)^{-s} \Gamma \left( 1 + \frac{s}{\tau} \right) \Gamma(s + 1 + \tau) \frac{\Gamma \left( 1 + \frac{s+1+\tau}{\tau} \right) }{\Gamma \left( 1 + \frac{1+\tau}{\tau} \right) }.$$  

(4-12)

and corresponds to the product of three independent Frechet distributions.

The solution in Theorem 4.1 has the limitation of being symmetric in all the $\alpha$s. The unknown laws of $\rho_\gamma(\alpha_1, \alpha_2, \alpha_3, \gamma)$ corresponding to the metrics in (2-20) and (2-21) are believed to be only symmetric in $(\alpha_1, \alpha_3)$ for example, and $\rho_\gamma(\alpha_1, \alpha_2, \alpha_3, \gamma)$ is not expected to have any particular symmetry in the $\alpha$s for a general metric. For these reasons one is interested in finding more flexible solutions. To this end we propose a three-parameter deformation of the minimal solution in Theorem 4.1.

Let $s_0$ be as in (2-12). Let us define the auxiliary functions depending on the deformation parameter $\rho$,

$$\mathcal{M}_1(s \mid \alpha, \gamma, \rho) = \frac{\Gamma_2(s + 1 + \tau + \rho (s - s_0) \mid \tau)}{\Gamma_2(1 + \tau - \rho s_0 \mid \tau)} \frac{\Gamma_2(1 + \tau + \frac{2}{\gamma} (\alpha_1 - \frac{\alpha}{2}) - \rho s_0 \mid \tau)}{\Gamma_2(s + 1 + \tau + \frac{2}{\gamma} (\alpha_1 - \frac{\alpha}{2}) + \rho (s - s_0) \mid \tau)} \times \frac{\Gamma_2(1 + \tau + \frac{2}{\gamma} (\alpha_3 - \frac{\alpha}{2}) - \rho s_0 \mid \tau)}{\Gamma_2(s + 1 + \tau + \frac{2}{\gamma} (\alpha_3 - \frac{\alpha}{2}) + \rho (s - s_0) \mid \tau)} \frac{\Gamma_2(-\rho s + 1 + \tau + \frac{2}{\gamma} (\alpha_1 - \frac{\alpha}{2}) \mid \tau)}{\Gamma_2(-\rho s + 1 + \tau + \frac{2}{\gamma} (\alpha_1 - \frac{\alpha}{2}) \mid \tau)} \frac{\Gamma_2(-\rho s + 1 + \tau + \frac{2}{\gamma} (\alpha_3 - \frac{\alpha}{2}) \mid \tau)}{\Gamma_2(-\rho s + 1 + \tau + \frac{2}{\gamma} (\alpha_3 - \frac{\alpha}{2}) \mid \tau)} \frac{\Gamma_2(1 + \tau + \frac{2}{\gamma} (\alpha_1 - \frac{\alpha}{2}) \mid \tau)}{\Gamma_2(1 + \tau + \frac{2}{\gamma} (\alpha_3 - \frac{\alpha}{2}) \mid \tau)} \times \frac{\Gamma_2(-\rho s + 1 + \tau + \frac{2}{\gamma} (\alpha_1 - \frac{\alpha}{2}) \mid \tau)}{\Gamma_2(-\rho s + 1 + \tau + \frac{2}{\gamma} (\alpha_3 - \frac{\alpha}{2}) \mid \tau)},$$

(4-13)

$$\mathcal{M}_2(s \mid \alpha, \gamma, \rho) = \frac{\Gamma_2(s + 1 + \tau - \frac{2}{\gamma} \alpha_1 + \rho (s - s_0) \mid \tau)}{\Gamma_2(1 + \tau - \frac{2}{\gamma} \alpha_1 - \rho s_0 \mid \tau)} \frac{\Gamma_2(1 + \tau - \frac{2}{\gamma} \alpha_1 - \rho s_0 \mid \tau)}{\Gamma_2(s + 2(1 + \tau) - \frac{\alpha}{2} - \rho s_0 \mid \tau)} \times \frac{\Gamma_2(-\rho s + 1 + \tau - \frac{2}{\gamma} \alpha_1 \mid \tau)}{\Gamma_2(-\rho s + 1 + \tau - \frac{2}{\gamma} \alpha_1 \mid \tau)} \frac{\Gamma_2(2(1 + \tau) - \frac{\alpha}{2} - \rho s_0 \mid \tau)}{\Gamma_2(2(1 + \tau) - \frac{\alpha}{2} - \rho s_0 \mid \tau)},$$

(4-14)
We now define the three-parameter deformation of $\mathcal{M}(\alpha, \gamma, \rho)$ by

$$\mathcal{M}(s | \alpha, \gamma, \rho) = \Gamma\left(1 + \frac{s}{\tau}\right) \mathcal{M}(s | \alpha, \gamma, \rho_1) \mathcal{M}(s | \alpha, \gamma, \rho_{21}) \mathcal{M}(s | \alpha, \gamma, \rho_{22}).$$

(4-16)

**Theorem 4.2.** The function $\mathcal{M}(s | \alpha, \gamma, \rho)$ has the following properties:

1. Let

$$-1 < \rho_1, \rho_{21}, \rho_{22} \leq 0.$$  

(4-17)

The function $\mathcal{M}(s | \alpha, \gamma, \rho)$ is analytic in $s$ over the domain specified in (2-9), (2-10) and is the Mellin transform of a positive, log-infinitely divisible probability distribution defined as the product of independent Frechet and powers of $\beta_{22}$ and $\beta_{21}$ distributions.

$$\mathcal{M}(s | \alpha, \gamma, \rho) = \Gamma\left(1 + \frac{s}{\tau}\right) E\left[\beta_{22}^{s(1+\rho_1)}(b_0 = 1 + \tau - \rho_1 s_0, b_1 = \frac{2}{\gamma}(\alpha_1 - \frac{\tilde{\alpha}}{2}), b_2 = \frac{2}{\gamma}(\alpha_3 - \frac{\tilde{\alpha}}{2})]\right]$$

$$\times E\left[\beta_{22}^{-\rho_1 s}(b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_2, b_1 = \frac{2}{\gamma}(\frac{\tilde{\alpha}}{2} - \alpha), b_2 = \frac{2}{\gamma}(\frac{\tilde{\alpha}}{2} - \alpha_3)\right]\right]$$

$$\times E\left[\beta_{21}^{s(1+\rho_{21})}(b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_1 - \rho_{21} s_0, b_1 = 1 + \tau + \frac{2}{\gamma}(\alpha_1 - \frac{\tilde{\alpha}}{2})\right]\right]$$

$$\times E\left[\beta_{21}^{-\rho_{21} s}(b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_1, b_1 = 1 + \tau + \frac{2}{\gamma}(\alpha_1 - \frac{\tilde{\alpha}}{2})\right]\right]$$

$$\times E\left[\beta_{21}^{s(1+\rho_{22})}(b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_3 - \rho_{22} s_0, b_1 = \frac{2}{\gamma}(\frac{\tilde{\alpha}}{2} - \alpha_1)\right]\right]$$

$$\times E\left[\beta_{21}^{-\rho_{22} s}(b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_3, b_1 = \frac{2}{\gamma}(\frac{\tilde{\alpha}}{2} - \alpha_1)\right]\right].$$

(4-18)

It coincides with $\mathcal{M}(s | \alpha, \gamma)$ in (4-8) when all the deformation parameters are zero,

$$\mathcal{M}(s | \alpha, \gamma, \rho_1 = 0, \rho_{21} = 0, \rho_{22} = 0) = \mathcal{M}(s | \alpha, \gamma).$$

(4-19)

and has the same value at $s = s_0$,

$$\mathcal{M}(s_0 | \alpha, \gamma, \rho_1, \rho_{21}, \rho_{22}) = \mathcal{M}(s_0 | \alpha, \gamma),$$

(4-20)

so that it satisfies the DOZZ formula and the scaling invariance\footnote{The scaling invariance is satisfied so long as $\rho_1, \rho_{21}, \rho_{22}$ are independent of the scale $\lambda$. For example, if they are determined by matching some moments of $\rho_g$, i.e., equating (2-23) and the corresponding moment given by our conjecture in (2-26), then they depend on the metric but do not change with rescaling, $\rho_1(g) = \rho_1(\lambda g)$ for any $\lambda > 0$ as required by (2-15).} in (2-15) when multiplied by

$$e^{s s_0} \frac{\tau}{\Gamma\left(\frac{1}{\tau}\right)} \left(\frac{\pi \tau}{\Gamma\left(\frac{1}{\tau}\right)}\right)^{-s}.$$
(2) The function \( M(s \mid \alpha, \gamma, \rho_1, \rho_{21}, \rho_{22}) \) has the following symmetry properties. If \( \rho_{21} = \rho_{22} \),
\[
M(s \mid \alpha_1, \alpha_2, \alpha_3, \gamma, \rho_1, \rho_{21} = \rho_{22}) = M(s \mid \alpha_3, \alpha_2, \alpha_1, \gamma, \rho_1, \rho_{21} = \rho_{22}).
\] (4-21)
If \( \rho_1 = \rho_{21} = \rho_{22} \), \( M(s \mid \alpha, \gamma, \rho_1, \rho_{21}, \rho_{22}) \) is symmetric in all the \( \alpha \)s.

(3) In the special case of \( \alpha_i = 0 \) for all \( i \) (the total mass), we obtain the product of five independent Frechet distributions,
\[
M(s \mid \alpha = 0, \gamma, \rho) = \tau \Gamma\left(1 + \frac{s}{\tau}\right) \Gamma\left((1 + \rho_{21})(s + 1 + \tau)\right) \Gamma\left(1 + \frac{(1+\rho_{21})(s+1+\tau)}{\tau}\right)
\times \frac{\Gamma\left(-\rho_{21}s + 1 + \tau\right)}{\Gamma(1 + \tau)} \frac{\Gamma\left(1 + \frac{(-\rho_{21}s + 1 + \tau)}{\tau}\right)}{\Gamma\left(1 + \frac{1+\tau}{\tau}\right)}.
\] (4-22)

(4) The leading asymptotic term of the Mellin transform is
\[
M(s \mid \alpha, \gamma, \rho) \sim \exp\left(\left(1 + \frac{2}{\tau}\right)s \log s + O(s)\right), \quad \text{Re}(s) \to +\infty.
\] (4-23)

Thus, we have constructed a family of probability distributions that satisfy the DOZZ formula and have the desired symmetry and scaling properties.

We end this section with the special case of \( s_0 = 0 \) (\( \tilde{\alpha} = 2Q \)). In this case we provide a modification of the minimal construction that has a different leading asymptotic of the Mellin transform.

**Theorem 4.3.** Let \( s_0 = 0 \). Let \( M(s \mid \alpha, \gamma) \) denote the minimal solution in (4-8) and define the function
\[
M'(s \mid \alpha, \gamma) = \frac{\Gamma_2(s + 2(1 + \tau) - \frac{2}{\gamma} \alpha_3 \mid \tau)}{\Gamma_2(2(1 + \tau) - \frac{2}{\gamma} \alpha_3 \mid \tau)} \frac{\Gamma_2(1 + \tau - \frac{2}{\gamma} \alpha_3 \mid \tau)}{\Gamma_2(s + 1 + \tau - \frac{2}{\gamma} \alpha_3 \mid \tau)} M(s \mid \alpha, \gamma).
\] (4-24)

Then, \( M'(s \mid \alpha, \gamma) \) is analytic in \( s \) over the domain specified in (2-9), (2-10), satisfies the DOZZ formula in the sense of (4-10) and (4-11), and is the Mellin transform of a positive, log-infinitely divisible probability distribution defined as the product of independent Frechet and two \( \beta_{22} \) distributions.
\[
M'(s \mid \alpha, \gamma) = \Gamma\left(1 + \frac{s}{\tau}\right) E\left[\beta_{22}^3(b_0 = 1 + \tau, b_1 = \frac{2}{\gamma}(\alpha_1 - \tilde{\alpha}) - \bar{\alpha}, b_2 = \frac{2}{\gamma}(\alpha_3 - \tilde{\alpha}) + \bar{\alpha})\right]
\times E\left[\beta_{22}^3(b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_1, b_1 = 1 + \tau + \frac{2}{\gamma}(\alpha_1 - \tilde{\alpha}) - \bar{\alpha}, b_2 = \frac{2}{\gamma}(\alpha_3 - \tilde{\alpha}) + \bar{\alpha})\right].
\] (4-25)

The leading asymptotic term of the Mellin transform is
\[
M'(s \mid \alpha, \gamma, \rho) \sim \exp\left(\frac{s}{\tau} \log s + O(s)\right), \quad \text{Re}(s) \to +\infty.
\] (4-26)

The modified minimal construction is symmetric in \((\alpha_1, \alpha_2)\). It is clear that changing the index of \( \alpha_i \) in the prefactor in front of \( M(s \mid \alpha, \gamma) \) in (4-24) gives solutions that are symmetric in any given pair of \( \alpha_i \)s.

5. Proofs

We begin by analyzing the natural boundaries in (2-9) and (2-10) and the implications of \( s_0 \) satisfying these conditions in detail.
Lemma 5.1. Let \( s \) and \( s_0 \) satisfy (2-9) and (2-10), \( \alpha_i \) satisfy (2-11) for all \( i \). Then, the following inequalities hold for the \( \alpha \)s:

\[
1 + \tau - \frac{2\alpha_k}{\gamma} > 0, \quad (5-1)
\]

\[
\bar{\alpha} > 2\alpha_k, \quad (5-2)
\]

\[
2Q + \alpha_k - \bar{\alpha} > 0, \quad (5-3)
\]

\[
\alpha_k > 0, \quad (5-4)
\]

\[
Q + \alpha_k - \frac{\bar{\alpha}}{2} > 0, \quad (5-5)
\]

\[
1 + \tau + \frac{2}{\gamma} \left( \alpha_k - \frac{\bar{\alpha}}{2} \right) > 0, \quad (5-6)
\]

\[
1 < \frac{\bar{\alpha}}{\gamma} < \frac{3}{2}(1 + \tau), \quad (5-7)
\]

and the following inequalities\(^8\) hold for \( s \):

\[
s + 1 + \tau - \frac{2\alpha_k}{\gamma} > 0, \quad (5-8)
\]

\[
s + 1 + \tau + \frac{2}{\gamma} \left( \alpha_k - \frac{\bar{\alpha}}{2} \right) > 0, \quad (5-9)
\]

\[
s + 1 + \tau - \frac{2\alpha}{3\gamma} > 0, \quad (5-10)
\]

\[
s + 2(1 + \tau) - \frac{\bar{\alpha}}{\gamma} > 0, \quad (5-11)
\]

and the following inequalities hold for \( s_0 \):

\[
s_0 < \frac{1 + \tau}{2}, \quad (5-12)
\]

\[
s_0 < \frac{\alpha_k}{\gamma}. \quad (5-13)
\]

Proof. Let \( (i, j, k) \) denote an arbitrary permutation of \( (1, 2, 3) \). Observe the identity

\[
\frac{\gamma}{2}(1 + \tau) = Q. \quad (5-14)
\]

We note first that (5-1) is equivalent to (2-11) by (5-14). (5-2) follows immediately from \( s_0 \) satisfying (2-10). Now,

\[
2\alpha_k - \bar{\alpha} = 2\alpha_k - (\alpha_i + \alpha_j + \alpha_k) \quad (5-15)
\]

\[
= \alpha_k - (\alpha_i + \alpha_j) \quad (5-16)
\]

\[
> \alpha_k - 2Q \quad (5-17)
\]

\(^8\)To ease notation we write \( s \) instead of \( \text{Re}(s) \) here and throughout this section.
due to (2-11). This verifies (5-3). Next,

\[ 2\alpha_k - \bar{\alpha} = 2\alpha_k - (\alpha_i + \alpha_j + \alpha_k) \]
\[ = \alpha_k - (\alpha_i + \alpha_j) \]
\[ > \alpha_k - \bar{\alpha} \]

(5-18) due to (2-11). This verifies (5-3). Next, (5-2) due to (2-11). This verifies (5-4). To verify (5-5),

\[ Q - \frac{\bar{\alpha}}{2} + \alpha_k = \frac{\bar{\alpha}}{2} + Q - (\alpha_i + \alpha_j) \]
\[ = \left( \frac{\bar{\alpha}}{2} - \alpha_i \right) + (Q - \alpha_j) > 0 \]

(5-19) due to (2-11) and (5-2). It also follows directly from (5-3) and (5-4). (5-6) is equivalent to (5-5) by means of (5-14). Finally, (5-7) follows from \( s_0 \) satisfying (2-9) and \( \bar{\alpha} < 3Q \).

The inequality in (5-8) is equivalent to (2-10). To verify (5-9),

\[ s + 1 + \tau + \frac{2}{\gamma} \left( \alpha_k - \frac{\bar{\alpha}}{2} \right) = s + 1 + \tau + \frac{2}{\gamma} \left( \bar{\alpha} - \alpha_i - \alpha_j - \frac{\bar{\alpha}}{2} \right) \]
\[ = s + 1 + \tau - \frac{2\alpha_i}{\gamma} + \frac{2}{\gamma} \left( \frac{\bar{\alpha}}{2} - \alpha_j \right) > 0 \]

(5-20) by (5-2) and (5-8). (5-10) follows from (5-8) and the definition of \( \bar{\alpha} \). To verify (5-11),

\[ s - \frac{\bar{\alpha}}{\gamma} + 2(1 + \tau) = \left( s + 1 + \tau - \frac{2\bar{\alpha}}{3\gamma} \right) + \left( 1 + \tau - \frac{\bar{\alpha}}{3\gamma} \right) > 0 \]

(5-21) by (5-10) and (5-7).

The inequality in (5-12) follows from (5-7). (5-13) follows from (5-3).

The next auxiliary result that we need is the computation of the derivative of the Upsilon function in the DOZZ formula.

**Lemma 5.2.**

\[ \Upsilon'_{\frac{2}{\gamma}}(0) = \frac{2\pi}{\Gamma_{\frac{2}{\gamma}}(Q)}. \]

(5-26)

**Proof.** The proof of this formula is a corollary of the functional equations of the double and Euler’s gamma functions. We start with the definition of the Upsilon function in (2-3),

\[ \Upsilon_{\frac{2}{\gamma}}(x) = \frac{1}{\Gamma_{\frac{2}{\gamma}}(x) \Gamma_{\frac{2}{\gamma}}(Q - x)}. \]

(5-27)

The singularity at \( x = 0 \) comes from the first factor. It is sufficient to show that

\[ \log \Gamma_{\frac{2}{\gamma}}(x) = - \log x + C + O(x), \quad x \to 0, \]

(5-28) for some constant \( C \). Then,

\[ \Upsilon'_{\frac{2}{\gamma}}(0) = \frac{e^{-C}}{\Gamma_{\frac{2}{\gamma}}(Q)}. \]

(5-29)
We will now show that (5-28) holds with

\[ C = \log \Gamma_\tau(Q) - \log 2\pi. \]  

(5-30)

Multiplying together the functional equations of the double gamma function, see (3-6) and (3-7), we obtain

\[ \frac{\Gamma_2(s|\tau)}{\Gamma_2(s + \tau + 1|\tau)} = \frac{\tau^{\frac{s}{2} + \frac{1}{2}}}{2\pi} \Gamma(s)\Gamma\left(\frac{s + \tau}{\tau}\right). \]  

(5-31)

By taking the log of this equation and using the functional equation of Euler’s gamma function, we get

\[ \log \Gamma_2(s|\tau) = \log \Gamma_2(s + \tau + 1|\tau) + \log \frac{\tau^{\frac{s}{2} + \frac{1}{2}}}{2\pi} + \log \Gamma(s + 1) - \log(s) + \log \Gamma\left(\frac{s + \tau}{\tau}\right). \]  

(5-32)

Thus,

\[ \log \Gamma_2(s|\tau) = -\log s + \log \frac{\tau^{\frac{s}{2} + \frac{1}{2}}}{2\pi} + \log \Gamma_2(\tau + 1|\tau) + O(s), \ s \to 0. \]  

(5-33)

It now remains to translate this into the equivalent asymptotic for \( \log \Gamma_\tau(x) \). Recalling (3-1),

\[ \log \Gamma_\tau(x) = \log \left(\frac{2}{\gamma}\right)^{\frac{1}{2}(x - \frac{\alpha}{2})^2} + \log \Gamma_\gamma\left(\frac{2x}{\gamma}\right) - \log \Gamma_\gamma\left(\frac{Q}{\gamma}\right). \]

\[ = \log \left(\frac{2}{\gamma}\right)^{\frac{1}{2}(x - \frac{\alpha}{2})^2} - \log \frac{2x}{\gamma} + \log \frac{\tau^{\frac{1}{2}}}{2\pi} + \log \Gamma_\gamma(\tau + 1|\tau) - \log \Gamma_\gamma\left(\frac{Q}{\gamma}\right) + O(x). \]  

(5-34)

On the other hand,

\[ \log \Gamma_\tau(Q) = \log \left(\frac{2}{\gamma}\right)^{\frac{1}{2}(Q - \frac{\alpha}{2})^2} + \log \Gamma_\gamma(1 + |\tau) - \log \Gamma_\gamma\left(\frac{Q}{\gamma}\right). \]  

(5-35)

The result now follows from recalling the definition of \( \tau \) in (2-2).

We can now give the proof of Theorem 4.1.

**Proof.** We note first that the real part of the arguments of the double gamma factors that enter (4-8) is positive for each double gamma factor due to (2-9), (2-10), (2-11) or their corollaries in Lemma 5.1. Hence, \( \mathfrak{M}(s|\alpha, \gamma) \) is analytic over the domain specified in (2-9), (2-10).

Next, we split the expression in (4-8) into two groups of factors, which we denote by \( \mathfrak{M}_1(s|\alpha, \gamma) \) and \( \mathfrak{M}_2(s|\alpha, \gamma) \),

\[ \mathfrak{M}_1(s|\alpha, \gamma) = \frac{\Gamma_2(s + 1 + \tau|\tau)}{\Gamma_2(1 + \tau|\tau)} \frac{\Gamma_2(1 + \tau + \frac{2}{\gamma}(\alpha_1 - \frac{\alpha}{2})|\tau)}{\Gamma_2(1 + \tau + \frac{2}{\gamma}(\alpha_1 - \frac{\alpha}{2})|\tau)} \frac{\Gamma_2(1 + \tau + \frac{2}{\gamma}(\alpha_3 - \frac{\alpha}{2})|\tau)}{\Gamma_2(1 + \tau - \frac{2}{\gamma}\alpha_2|\tau)} \cdot \]

\[ \times \frac{\Gamma_2(s + 1 + \tau - \frac{2}{\gamma}\alpha_2|\tau)}{\Gamma_2(s + 1 + \tau - \frac{2}{\gamma}\alpha_2|\tau)}, \]  

(5-36)

\[ \mathfrak{M}_2(s|\alpha, \gamma) = \frac{\Gamma_2(s + 1 + \tau - \frac{2}{\gamma}\alpha_1|\tau)}{\Gamma_2(1 + \tau - \frac{2}{\gamma}\alpha_1|\tau)} \frac{\Gamma_2(2(1 + \tau) - \frac{\alpha}{2}|\tau)}{\Gamma_2(2(1 + \tau) - \frac{\alpha}{2}|\tau)} \frac{\Gamma_2(1 + \tau + \frac{2}{\gamma}(\alpha_2 - \frac{\alpha}{2})|\tau)}{\Gamma_2(1 + \tau + \frac{2}{\gamma}(\alpha_2 - \frac{\alpha}{2})|\tau)} \cdot \]

\[ \times \frac{\Gamma_2(s + 1 + \tau - \frac{2}{\gamma}\alpha_3|\tau)}{\Gamma_2(s + 1 + \tau - \frac{2}{\gamma}\alpha_3|\tau)}, \]  

(5-37)
so that
\[
\mathcal{M}(s \mid \alpha, \gamma) = \Gamma\left(1 + \frac{s}{\tau}\right) \mathcal{M}_1(s \mid \alpha, \gamma) \mathcal{M}_2(s \mid \alpha, \gamma).
\] (5-38)

It is sufficient to show that \(\mathcal{M}_1(s \mid \alpha, \gamma)\) and \(\mathcal{M}_2(s \mid \alpha, \gamma)\) are Mellin transforms of positive, log-infinitely divisible distributions. For \(\mathcal{M}_1(s \mid \alpha, \gamma)\) this follows directly from (3-2). Denote
\[
b_0 = 1 + \tau, \quad (5-39)
\]
\[
b_1 = \frac{2}{\gamma} \left(\alpha_1 - \frac{\bar{\alpha}}{2}\right), \quad (5-40)
\]
\[
b_2 = \frac{2}{\gamma} \left(\alpha_3 - \frac{\bar{\alpha}}{2}\right). \quad (5-41)
\]

Then, \(b_0 > 0, \ b_0 + b_1 > 0, \ b_0 + b_2 > 0, \ b_0 + b_1 + b_2 > 0\) and \(b_1 b_2 > 0\) due to Lemma 5.1 and the expression in (3-2) with these values of the \(b\) coincides with \(\mathcal{M}_1(s \mid \alpha, \gamma)\), hence
\[
\mathcal{M}_1(s \mid \alpha, \gamma) = E \left[ \beta_{22}^s \left( b_0 = 1 + \tau, \ b_1 = \frac{2}{\gamma} \left(\alpha_1 - \frac{\bar{\alpha}}{2}\right), \ b_2 = \frac{2}{\gamma} \left(\alpha_3 - \frac{\bar{\alpha}}{2}\right) \right) \right]. \quad (5-42)
\]

The argument for \(\mathcal{M}_2(s \mid \alpha, \gamma)\) is similar but requires an extra step. To prove that \(\mathcal{M}_2(s \mid \alpha, \gamma)\) is the Mellin transform we split it further into two groups of factors,
\[
\mathcal{M}_2(s \mid \alpha, \gamma) = \frac{\Gamma_2(s + 1 + \tau - \frac{2}{\gamma} \alpha_1 \mid \tau)}{\Gamma_2(1 + \tau - \frac{2}{\gamma} \alpha_1 \mid \tau)} \frac{\Gamma_2(2(1 + \tau) - \frac{\bar{\alpha}}{\gamma} \mid \tau)}{\Gamma_2(s + 2(1 + \tau) - \frac{\bar{\alpha}}{\gamma} \mid \tau)}, \quad (5-43)
\]
\[
\mathcal{M}_2(s \mid \alpha, \gamma) = \frac{\Gamma_2(1 + \tau + \frac{2}{\gamma} \left(\alpha_2 - \frac{\bar{\alpha}}{\gamma}\right) \mid \tau)}{\Gamma_2(s + 1 + \tau + \frac{2}{\gamma} \left(\alpha_2 - \frac{\bar{\alpha}}{\gamma}\right) \mid \tau)} \frac{\Gamma_2(2(1 + \tau + \frac{2}{\gamma} \alpha_3 \mid \tau)}{\Gamma_2(2(1 + \tau + \frac{2}{\gamma} \alpha_3 \mid \tau)} \quad (5-44)
\]

so that
\[
\mathcal{M}(s \mid \alpha, \gamma) = \Gamma\left(1 + \frac{s}{\tau}\right) \mathcal{M}_1(s \mid \alpha, \gamma) \mathcal{M}_2(s \mid \alpha, \gamma) \mathcal{M}_2(s \mid \alpha, \gamma). \quad (5-45)
\]

Let
\[
b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_1, \quad (5-46)
\]
\[
b_1 = 1 + \tau + \frac{2}{\gamma} \left(\alpha_1 - \frac{\bar{\alpha}}{2}\right). \quad (5-47)
\]

Then, (5-43) is a special case of (3-4) with these values of \(b_0\) and \(b_1\). They are positive by Lemma 5.1, hence
\[
\mathcal{M}_2(s \mid \alpha, \gamma) = E \left[ \beta_{21}^s \left( b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_1, \ b_1 = 1 + \tau + \frac{2}{\gamma} \left(\alpha_1 - \frac{\bar{\alpha}}{2}\right) \right) \right]. \quad (5-48)
\]

Now, let
\[
b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_3, \quad (5-49)
\]
\[
b_1 = \frac{2}{\gamma} \left(\bar{\alpha}_2 - \alpha_1\right). \quad (5-50)
\]
Then, (5-44) is a special case of (3-4) with these values of $b_0$ and $b_1$. Indeed, these are positive by Lemma 5.1 and
\[ b_0 + b_1 = 1 + \tau + \frac{2}{\gamma} \left( \alpha_2 - \frac{\bar{\alpha}}{2} \right) \]  
(5-51)
by the definition of $\bar{\alpha}$, hence,
\[ \mathcal{M}_{22}(s | \alpha, \gamma) = E \left[ \beta^{s}_{21} \left( b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_3, b_1 = \frac{2}{\gamma} \left( \frac{\bar{\alpha}}{2} - \alpha_1 \right) \right) \right]. \]
(5-52)
This completes the proof of Part I.

To prove Part II we first need to establish the identity
\[ \Gamma(s) \mathcal{M}(s | \alpha, \gamma) |_{s = s_0} = 2\pi \tau^{-s_0 - \frac{1}{\gamma} - \frac{1}{2}} \frac{\Gamma_2(s_0 | \tau)}{\Gamma_2(1 + \tau | \tau)} \frac{\Gamma_2(1 + \tau - s_0 | \tau)}{\Gamma_2(1 + \tau | \tau)} \times \prod_{i=1}^{3} \frac{\Gamma_2(1 + \tau + \frac{2}{\gamma} \left( \alpha_i - \frac{q}{2} \right) | \tau)}{\Gamma_2(s_0 + 1 + \tau + \frac{2}{\gamma} \left( \alpha_i - \frac{q}{2} \right) | \tau)} \prod_{i=1}^{3} \frac{\Gamma_2(s_0 + 1 + \tau - \frac{2}{\gamma} \alpha_i | \tau)}{\Gamma_2(1 + \tau - \frac{2}{\gamma} \alpha_i | \tau)}, \]
(5-53)
which follows from (5-31) by means of
\[ \Gamma(s_0) \Gamma \left( 1 + \frac{s_0}{\tau} \right) \frac{\Gamma_2(s_0 + 1 + \tau | \tau)}{\Gamma_2(1 + \tau | \tau)} = 2\pi \tau^{-s_0 - \frac{1}{\gamma} - \frac{1}{2}} \frac{\Gamma_2(s_0 | \tau)}{\Gamma_2(1 + \tau | \tau)}. \]
(5-54)
Applying (3-1), we have thus established
\[ \Gamma(s) \mathcal{M}(s | \alpha, \gamma) |_{s = s_0} = 2\pi \tau^{-s_0 - \frac{1}{\gamma} - \frac{1}{2}} \left( \frac{\gamma}{2} \right)^{-s_0 Q} \frac{\prod_{i=1}^{3} \gamma_{\frac{q}{2}}(\alpha_i)}{\Gamma_{\frac{q}{2}}(Q) \gamma_{\frac{q}{2}} \left( \frac{q}{2} - Q \right) \prod_{i=1}^{3} \gamma_{\frac{q}{2}} \left( \frac{q}{2} - \alpha_i \right)}. \]
(5-55)
Applying Lemma 5.2 and simplifying, we obtain
\[ \Gamma(s) \mathcal{M}(s | \alpha, \gamma) |_{s = s_0} = \left( \frac{\gamma}{2} \right)^{-2s_0} \frac{2^{s_0} \gamma}{\gamma_{\frac{q}{2}}(0) \prod_{i=1}^{3} \gamma_{\frac{q}{2}}(\alpha_i)} \frac{\gamma_{\frac{q}{2}}(0) \prod_{i=1}^{3} \gamma_{\frac{q}{2}}(\alpha_i)}{\gamma_{\frac{q}{2}} \left( \frac{q}{2} - Q \right) \prod_{i=1}^{3} \gamma_{\frac{q}{2}} \left( \frac{q}{2} - \alpha_i \right)}. \]
(5-56)
Upon comparing with the right-hand side of the DOZZ formula, we see that they differ by the factor
\[ \left( \pi \left( \frac{\gamma}{4} \right) \left( \frac{\gamma}{2} \right)^{-s_0} \right) \]
(5-57)
which is precisely the factor in (4-10) due to the identity
\[ \left( \frac{\gamma}{2} \right)^{-s_0} = \tau^{\frac{1}{2}}. \]
(5-58)
The scaling invariance in (2-15) follows from (A-2). The symmetry in (2-19) is a corollary of (5-38) as both $\mathcal{M}_1(s | \alpha, \gamma)$ and $\mathcal{M}_2(s | \alpha, \gamma)$ are symmetric under $\alpha_1 \leftrightarrow \alpha_3$. Finally, (4-12) follows from (5-31). □
**Lemma 5.3.** Let $-1 \leq \rho \leq 0$ and

\[ E > 0, \quad s + E > 0, \quad s_0 + E > 0. \]  

Then,

\[ -\rho s + E > 0, \]

\[ s + E + \rho(s - s_0) > 0. \]

In particular, all arguments of the double gamma factors in (4-13) – (4-15) are positive if $s$ and $s_0$ satisfy (2-9) and (2-10), $-1 \leq \rho \leq 0$ and the as satisfy (2-11).

**Proof.** If $\rho = 0$, there is nothing to show. Else, $-\rho s > \rho E$ because $\rho < 0$ so that $-\rho s + E > (1 + \rho)E \geq 0$, because $\rho \geq -1$ and $E > 0$ as desired. Similarly, $-\rho s_0 > \rho E$ so that $s + E + \rho(s - s_0) > (1 + \rho)(s + E) \geq 0$. To apply these inequalities to the arguments of the double gamma factors in (4-13) – (4-15) it is sufficient to note that $E$ corresponds to one of the expressions $1 + \tau$, $1 + \tau - \frac{2\alpha_k}{\gamma}$, $1 + \tau + \frac{s}{\gamma} (\alpha_k - \frac{s}{2})$, and $2(1 + \tau) - \frac{a}{\gamma}$. By Lemma 5.1 we know that $E > 0$ and $s + E > 0$ for any $s$ that satisfies (2-9) and (2-10) so in particular $s_0 + E > 0$. The result now follows from (5-62) and (5-63). \[ \square \]

The next lemmas provide deformations of the Barnes beta distributions of types (2, 1) and (2, 2) in (3-4) and (3-2).

**Lemma 5.4.** Let $b_0, b_1 > 0$ and $\beta_{21}(b_0, b_1)$ be a Barnes beta distribution of type (2, 1). Let

\[ -1 \leq \rho \leq 0, \]

\[ s_0 + b_0 > 0, \]

and consider the following deformation of the Mellin transform of $\beta_{21}(b_0, b_1)$,

\[
\eta_{21}(s, \rho) = \frac{\Gamma_2(s(1 + \rho) + b_0 - \rho s_0 | \tau)}{\Gamma_2(b_0 - \rho s_0 | \tau)} \frac{\Gamma_2(b_0 + b_1 - \rho s_0 | \tau)}{\Gamma_2(s(1 + \rho) + b_0 + b_1 - \rho s_0 | \tau)} \times \frac{\Gamma_2(-\rho s + b_0 | \tau)}{\Gamma_2(b_0 | \tau)} \frac{\Gamma_2(b_0 + b_1 | \tau)}{\Gamma_2(-\rho s + b_0 + b_1 | \tau)}. \]

Then, this deformation is analytic over the same domain as the original Mellin transform, $s + b_0 > 0$, is the Mellin transform of the following random variable,

\[ \beta_{21}^{1+\rho}(b_0 - \rho s_0, b_1) \beta_{21}^{-\rho}(b_0, b_1), \]

and this deformation has the same value at $s = s_0$ as the original Mellin transform,

\[ \eta_{21}(s_0, \rho) = \mathbb{E}[\beta_{21}^{s_0}(b_0, b_1)]. \]

**Proof.** By Lemma 5.3 the conditions in (5-64) and (5-65) and $b_0, b_1 > 0$ guarantee that $\eta_{21}(s, \rho)$ is analytic over $s + b_0 > 0$, and $b_0 - \rho s_0 > 0$ so that $\beta_{21}(b_0 - \rho s_0, b_1)$ is well defined. The equality

\[ \eta_{21}(s, \rho) = \mathbb{E}[(\beta_{21}^{1+\rho}(b_0 - \rho s_0, b_1))^s] \mathbb{E}[(\beta_{21}^{-\rho}(b_0, b_1))^s], \]

and (5-68) follow from (3-4) by direct inspection. \[ \square \]
Lemma 5.5. Let \( b_0 > 0, b_0 + b_1, b_0 + b_2, b_0 + b_1 + b_2, b_1 b_2 > 0 \) and \( \beta_{22}(b_0, b_1, b_2) \) be a Barnes beta distribution of type \((2, 2)\). Let

\[
-1 \leq \rho \leq 0,
\]

\[
s_0 + b_0 > 0, \quad s_0 + b_0 + b_1 > 0, \quad s_0 + b_0 + b_2 > 0, \quad s_0 + b_0 + b_1 + b_2 > 0,
\]

and consider the following deformation of the Mellin transform of \( \beta_{22}(b_0, b_1, b_2) \),

\[
\eta_{22}(s, \rho) = \frac{\Gamma_2(s(1 + \rho) + b_0 - \rho s_0 | \tau)}{\Gamma_2(b_0 - \rho s_0 | \tau)} \frac{\Gamma_2(b_0 + b_1 - \rho s_0 | \tau)}{\Gamma_2(s(1 + \rho) + b_0 + b_1 - \rho s_0 | \tau)}
\]

\[
\times \frac{\Gamma_2(b_0 + b_2 - \rho s_0 | \tau)}{\Gamma_2(s(1 + \rho) + b_0 + b_1 + b_2 - \rho s_0 | \tau)} \frac{\Gamma_2(s(1 + \rho) + b_0 + b_1 + b_2 - \rho s_0 | \tau)}{\Gamma_2(b_0 + b_1 + b_2 - \rho s_0 | \tau)}
\]

\[
\times \frac{\Gamma_2(-\rho s + b_0 | \tau)}{\Gamma_2(b_0 | \tau)} \frac{\Gamma_2(-\rho s + b_0 + b_1 | \tau)}{\Gamma_2(b_0 + b_1 | \tau)}
\]

\[
\times \frac{\Gamma_2(-\rho s + b_0 + b_2 | \tau)}{\Gamma_2(b_0 + b_2 | \tau)} \frac{\Gamma_2(-\rho s + b_0 + b_1 + b_2 | \tau)}{\Gamma_2(b_0 + b_1 + b_2 | \tau)}.
\]

Then, this deformation is analytic over the same domain as the original Mellin transform, \( s + b_0 > 0, \ s + b_0 + b_1 > 0, \ s + b_0 + b_2 > 0, \ s + b_0 + b_1 + b_2 > 0 \), is the Mellin transform of the following random variable,

\[
\beta_{22}^{-1+\rho}(b_0 - \rho s_0, b_1, b_2) \beta_{22}^{-\rho}(b_0 + b_1 + b_2, -b_1, -b_2).
\]

and this deformation has the same value at \( s = s_0 \) as the original Mellin transform,

\[
\eta_{22}(s_0, \rho) = E[\beta_{22}^{\rho}(b_0, b_1, b_2)].
\]

Proof. By Lemma 5.3 the conditions in (5-70) and (5-71) guarantee that \( \eta_{22}(s, \rho) \) is analytic over \( s + b_0 > 0, \ s + b_0 + b_1 > 0, \ s + b_0 + b_2 > 0, \ s + b_0 + b_1 + b_2 > 0 \) and \( b_0 - \rho s_0 > 0, \ b_0 + b_1 - \rho s_0 > 0, \ b_0 + b_2 - \rho s_0 > 0, \ b_0 + b_1 + b_2 - \rho s_0 > 0 \), so that \( \beta_{22}(b_0 - \rho s_0, b_1, b_2) \) is well defined. We also note that \( \beta_{22}(b_0 + b_1 + b_2, -b_1, -b_2) \) is also well defined because \( b_0 > 0, \ b_0 + b_1 > 0, \ b_0 + b_2 > 0, \ b_0 + b_1 + b_2 > 0, \) and \( b_1 b_2 > 0 \) by assumption. The equality

\[
\eta_{22}(s, \rho) = E[(\beta_{22}^{1+\rho}(b_0 - \rho s_0, b_1, b_2))^\xi] E[(\beta_{22}^{-\rho}(b_0 + b_1 + b_2, -b_1, -b_2))^\xi]
\]

over the domain \( s + b_0 > 0, \ s + b_0 + b_1 > 0, \ s + b_0 + b_2 > 0, \ s + b_0 + b_1 + b_2 > 0 \) and (5-74) follow from (3-2) by direct inspection. \( \square \)

We can now give the proof of Theorem 4.2.

Proof. Lemma 5.3 guarantees that \( \mathcal{M}_1(s | \alpha, \gamma, \rho_1) \), \( \mathcal{M}_{21}(s | \alpha, \gamma, \rho_{21}) \), and \( \mathcal{M}_{22}(s | \alpha, \gamma, \rho_{22}) \) are analytic over the domain that is specified in (2-9) and (2-10). Further, by Lemmas 5.4 and 5.5 we have the identities

\[
\mathcal{M}_1(s | \alpha, \gamma, \rho_1) = E[\beta_{22}^{\rho_{1}(b_0 = 1 + \tau - \rho_1 s_0, b_1 = 2/\gamma (\alpha_1 - \tilde{\alpha}/2)} \times E[\beta_{22}^{-\rho_{1}s}(b_0 = 1 + \tau - 2/\gamma \alpha_2, b_1 = 2/\gamma (\tilde{\alpha}_2 - \alpha_2), b_2 = 2/\gamma (\tilde{\alpha}_2 - \alpha_3))].
\]

(5-76)
\[\mathcal{M}_{21}(s \mid \alpha, \gamma, \rho_{21}) = E \left[ \beta_{21}^s (1 + \rho_{21}) (b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_1 - \rho_{21} s_0, b_1 = 1 + \tau + \frac{2}{\gamma} (\alpha_1 - \frac{\bar{\alpha}}{2})) \right] \times E \left[ \beta_{21}^{- \rho_{21} s} (b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_1, b_1 = 1 + \tau + \frac{2}{\gamma} (\alpha_1 - \frac{\bar{\alpha}}{2})) \right], \tag{5-77}\]

\[\mathcal{M}_{22}(s \mid \alpha, \gamma, \rho_{22}) = E \left[ \beta_{21}^s (1 + \rho_{22}) (b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_3 - \rho_{22} s_0, b_1 = \frac{2}{\gamma} (\bar{\alpha} - \alpha_1)) \right] \times E \left[ \beta_{21}^{- \rho_{22} s} (b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_3, b_1 = \frac{2}{\gamma} (\bar{\alpha} - \alpha_1)) \right], \tag{5-78}\]

and

\[\mathcal{M}_1(s_0 \mid \alpha, \gamma, \rho_{1}) = \mathcal{M}_1(s_0 \mid \alpha, \gamma), \tag{5-79}\]
\[\mathcal{M}_{21}(s_0 \mid \alpha, \gamma, \rho_{21}) = \mathcal{M}_{21}(s_0 \mid \alpha, \gamma), \tag{5-80}\]
\[\mathcal{M}_{22}(s_0 \mid \alpha, \gamma, \rho_{22}) = \mathcal{M}_{22}(s_0 \mid \alpha, \gamma), \tag{5-81}\]

where \(\mathcal{M}_1(s \mid \alpha, \gamma), \mathcal{M}_{21}(s \mid \alpha, \gamma),\) and \(\mathcal{M}_{22}(s \mid \alpha, \gamma)\) are the factors of the original Mellin transform, see (5-45). This proves Part I.

The symmetry in \((\alpha_1, \alpha_3)\) when \(\rho_{21} = \rho_{22}\) derives from the fact that the original factors \(\mathcal{M}_1(s \mid \alpha, \gamma)\) and \(\mathcal{M}_2(s \mid \alpha, \gamma),\) see (5-38), are symmetric in \((\alpha_1, \alpha_3)\). The \(\rho_1\)-transformation preserves this symmetry in \(\mathcal{M}_1(s \mid \alpha, \gamma, \rho_{1}),\) see (4-13). If \(\rho_{21} = \rho_{22},\) then \(\mathcal{M}_{21}(s \mid \alpha, \gamma, \rho_{21}) \mathcal{M}_{22}(s \mid \alpha, \gamma, \rho_{22})\) is also symmetric in \((\alpha_1, \alpha_3),\) see (4-14) and (4-15). If \(\rho_1 = \rho_{21} = \rho_{22},\) then the deformed Mellin transform has the same symmetry as the original Mellin transform, which is symmetric in \((\alpha_1, \alpha_2, \alpha_3).\)

Finally, (4-22) follows from (5-31) and the leading asymptotic of \(\mathcal{M}(s \mid \alpha, \gamma, \rho_{1}, \rho_{21}, \rho_{22})\) follows from (3-5) and Stirling’s formula.

We finally give the proof of Theorem 4.3.

**Proof.** The argument is very similar to the proof of Theorem 4.1. The decomposition

\[\mathcal{M}'(s \mid \alpha, \gamma) = \Gamma \left(1 + \frac{s}{\tau} \right) \mathcal{M}_1(s \mid \alpha, \gamma) \mathcal{M}_2(s \mid \alpha, \gamma) \tag{5-82}\]

in (5-38) still holds provided \(\mathcal{M}_1(s \mid \alpha, \gamma)\) is defined as before and \(\mathcal{M}_2(s \mid \alpha, \gamma)\) is redefined to be

\[\mathcal{M}_2'(s \mid \alpha, \gamma) = \frac{\Gamma_2(s+1+\tau-\frac{2}{\gamma} \alpha_1 \mid \tau)}{\Gamma_2(1+\tau-\frac{2}{\gamma} \alpha_1 \mid \tau)} \frac{\Gamma_2(2(1+\tau)-\frac{\bar{\alpha}}{\gamma} \mid \tau)}{\Gamma_2(s+2(1+\tau)-\frac{\bar{\alpha}}{\gamma} \mid \tau)} \times \frac{\Gamma_2(s+2(1+\tau)-\frac{2}{\gamma} \alpha_3 \mid \tau)}{\Gamma_2(2(1+\tau)-\frac{2}{\gamma} \alpha_3 \mid \tau)} \tag{5-83}\]

From the definition of \(\beta_{22}\) we have,

\[\mathcal{M}_2'(s \mid \alpha, \gamma) = E \left[ \beta_{22}^s (b_0 = 1 + \tau - \frac{2}{\gamma} \alpha_1, b_1 = 1 + \tau + \frac{2}{\gamma} (\alpha_1 - \frac{\bar{\alpha}}{2}), b_2 = \frac{\bar{\alpha}}{\gamma} - \frac{2 \alpha_3}{\gamma}) \right] \tag{5-84}\]

The probabilistic property of \(\mathcal{M}'(s \mid \alpha, \gamma)\) follows. As \(s_0 = 0,\) the value of the prefactor in (4-24) at \(s = s_0\) is 1 so that \(\mathcal{M}'(s_0 \mid \alpha, \gamma)\) recovers the DOZZ formula. Finally, the leading asymptotic of \(\mathcal{M}'(s \mid \alpha, \gamma)\) follows from Stirling’s formula. 

□
6. Discussion and open questions

In this section we will examine the limitations of our construction from the viewpoint of formulating a conjecture for the GMC on the sphere and present a comprehensive summary of all constraints that need to be satisfied to formulate such a conjecture.

We start by examining the first moment of the minimal solution, see (4-10). In the special case of \( \alpha_i = 0 \) \( M(\alpha, \gamma) \) has the Mellin transform given in (4-12) so that our conjecture predicts

\[
E[\rho_g(\alpha = 0, \gamma)] = e^{2(1+\frac{1}{\tau}) x_0} \frac{\pi}{1 + \frac{1}{\tau}}.
\]  

(6-1)

Upon comparing with (2-24), we observe that the extra factor of \( 1/(1 + \frac{1}{\tau}) \) makes this incompatible with the correct first moment for any metric.

Next, we move on to the small deviation asymptotic of our construction. Given the known asymptotic of the Mellin transform of the general solution in (4-23), we see that it satisfies (3-13) so that our construction has the asymptotic,

\[
P(M(\alpha, \gamma)^{-1} \leq \varepsilon) \sim e^{-\frac{1}{\varepsilon^{1+\tau}}}.\]

(6-2)

While this asymptotic has the desired functional form, the exponent differs from the correct exponent \( \varepsilon^{\tau} \), see (2-16). Incidentally, we note that the extra \( 1 + \frac{1}{\tau} \) term in the exponent of the Mellin transform asymptotic in (4-23), which causes the wrong small deviation asymptotic, is the same as the extra factor in the first moment.

We now proceed to summarize our approach to the analytic continuation of the DOZZ formula in terms of new variables that allow one to succinctly reformulate the formula itself, all constraints, the analytic continuation, and challenges of finding other solutions. Define the variables

\[
x_i = \frac{\tilde{\alpha}}{\gamma} - \frac{2\alpha_i}{\gamma}.
\]  

(6-3)

Then, all the constraints following from \( \tau > 1 \), \( \alpha_i \)'s satisfying (2-6) and (2-11), and \( s_0 \) in (2-12) satisfying (2-9) and (2-10) can be formulated in terms of the following basic constraints:

\[
-s_0 < x_0 < \frac{1 + \tau}{2} < \tau,
\]  

(6-4)

\[
s_0 < x_i < s_0 + 1 + \tau,
\]  

(6-5)

\[
0 < x_i < 1 + \tau - s_0,
\]  

(6-6)

\[
x_1 + x_2 + x_3 = s_0 + 1 + \tau.
\]  

(6-7)

Similarly, the constraints of \( s \) satisfying (2-9) and (2-10) and \( \tau > 1 \) imply:

\[
s + \tau > 0,
\]  

(6-8)

\[
s + \tau - s_0 > 0,
\]  

(6-9)

\[
s - s_0 + x_i > 0,
\]  

(6-10)

\[
s + 1 + \tau - x_i > 0.
\]  

(6-11)
These statements follow from Lemma 5.1. The gamma and double Gamma factors in the DOZZ formula then take on the form

\[ \Gamma\left(1 + \frac{s_0}{\tau}\right) \frac{\Gamma_2(s_0 + 1 + \tau | \tau)}{\Gamma_2(1 + \tau | \tau)} \frac{\Gamma_2(1 + \tau - s_0 | \tau)}{\Gamma_2(1 + \tau | \tau)} \prod_{i=1}^{3} \frac{\Gamma_2(x_i | \tau)}{\Gamma_2(x_i - s_0 | \tau)} \frac{\Gamma_2(1 + \tau - x_i | \tau)}{\Gamma_2(s_0 + 1 + \tau - x_i | \tau)}. \]  
(6-12)

The minimal solution is

\[ \Gamma\left(1 + \frac{s}{\tau}\right) \frac{\Gamma_2(s + 1 + \tau | \tau)}{\Gamma_2(1 + \tau | \tau)} \frac{\Gamma_2(1 + \tau - s_0 | \tau)}{\Gamma_2(s - s_0 + 1 + \tau | \tau)} \prod_{i=1}^{3} \frac{\Gamma_2(s - s_0 + x_i | \tau)}{\Gamma_2(x_i - s_0 | \tau)} \frac{\Gamma_2(1 + \tau - x_i | \tau)}{\Gamma_2(s + 1 + \tau - x_i | \tau)}. \]  
(6-13)

It is easy to see that the above bounds guarantee the positiveness of the arguments of all single and double Gamma factors and that this solution recovers the DOZZ formula at \( s = s_0 \). The probabilistic structure of the minimal solution is

\[ Y_{22}(b_0 = 1 + \tau, b_1 = -x_1, b_2 = -x_3) \beta_{21}(b_0 = x_1 - s_0, b_1 = 1 + \tau - x_1) \beta_{21}(b_0 = x_3 - s_0, b_1 = x_1), \]  
(6-14)

see Section 3 for the definitions of the random variables involved and Theorem 4.1 for the proof. Once again, the above bounds guarantee that \( b_0 > 0, b_1 > 0 \) for all \( \beta_{21} \) factors, and \( b_1 b_2 > 0, b_0 + b_1 > 0, b_0 + b_2 > 0, b_0 + b_1 + b_2 > 0 \) for the \( \beta_{22} \) factor as required.

Now that we have summarized the key constraints of the problem and properties of our solution, we can consider the open question of what can be done differently.

- The purpose of the gamma factor \( \Gamma\left(1 + \frac{s_0}{\tau}\right) \) in (6-12) is to produce the \( \Gamma_2(s_0 | \tau) \) term as explained in footnote 6. One can look for analytic continuations of \( \Gamma\left(1 + \frac{s_0}{\tau}\right) \) other than \( \Gamma\left(1 + \frac{s}{\tau}\right) \). Alternatively, one can replace the \( \Gamma_2(s + 1 + \tau | \tau) \) term in (6-13) with \( \Gamma_2(s + \tau | \tau) \), thereby removing the need to introduce the factor \( \Gamma\left(1 + \frac{s_0}{\tau}\right) \) at all. While preserving the DOZZ formula at \( s = s_0 \), this replacement however destroys the probabilistic structure of the solution as it affects \( \mathcal{M}_1(s | \alpha, \gamma) \), see (5-36), corresponding to the \( \beta_{22} \) factor in (6-14).

- One can consider deformations of \( \beta_{21} \) and \( \beta_{22} \) that preserve the value of the Mellin transform at \( s_0 \) and are more general than those we considered in Lemmas 5.4 and 5.5. For example, from the Lévy–Khinchine representation of \( \beta_{22} \), see [Ostroffsky 2018, Theorem 7.1],

\[ E[\beta_{22}^{s_0}(b_0, b_1, b_2)] = E\left[ \prod_i^{\kappa_s} (\beta_{22}^{s_0}(b_0, b_1, b_2) \right] \]  
(6-15)

provided \( \kappa_i > 0, b_0^i > 0, \) and

\[ (e^{-s_0 t} - 1)e^{-b_0 t} = \sum_i (e^{-\kappa_i s_0 t} - 1)e^{-b_0^i} \quad \text{for all } t > 0. \]  
(6-16)

A similar result holds for \( \beta_{21} \). The main limitation of such deformations is that they do not change the small deviation asymptotic of the original random variable.

- We observe that the gamma factor \( \Gamma\left(1 + \frac{s}{\tau}\right) \) alone produces the desired small deviation asymptotic in (2-16). Thus, if it is indeed present in the “correct” solution, then the solution cannot have \( \beta_{21} \) factors,
see (3-13). In the minimal solution these factors arise from $M_2(s \mid \alpha, \gamma)$, see (5-37),

$$M_2(s \mid \alpha, \gamma) = \frac{\Gamma_2(s-s_0+x_1 \mid \tau)}{\Gamma_2(x_1-s_0 \mid \tau)} \frac{\Gamma_2(1+\tau-s_0 \mid \tau)}{\Gamma_2(s-s_0+1+\tau \mid \tau)} \frac{\Gamma_2(1+\tau-x_2 \mid \tau)}{\Gamma_2(s+1+\tau-x_2 \mid \tau)} \frac{\Gamma_2(s-s_0+x_3 \mid \tau)}{\Gamma_2(x_3-s_0 \mid \tau)},$$  \hspace{1cm} (6-17)

and the two $\beta_{21}$ factors are identified in (6-14). This poses the question of whether one can find a deformation of $M_2(s \mid \alpha, \gamma)$ that is the Mellin transform of a $\beta_{22}$ instead. This is for example achieved by modifying the last ratio. The expression

$$\frac{\Gamma_2(s-s_0+x_1 \mid \tau)}{\Gamma_2(x_1-s_0 \mid \tau)} \frac{\Gamma_2(1+\tau-s_0 \mid \tau)}{\Gamma_2(s-s_0+1+\tau \mid \tau)} \frac{\Gamma_2(1+\tau-x_2 \mid \tau)}{\Gamma_2(s+1+\tau-x_2 \mid \tau)} \frac{\Gamma_2(s-s_0+x_3+1+\tau \mid \tau)}{\Gamma_2(x_3-s_0+1+\tau \mid \tau)}$$  \hspace{1cm} (6-18)

is the Mellin transform of $\beta_{22}(b_0 = x_1-s_0, b_1 = 1+\tau-x_1, b_2 = x_3)$. This however affects the value at $s_0$ and produces

$$\frac{\Gamma_2(x_3+1+\tau \mid \tau)}{\Gamma_2(x_3-s_0+1+\tau \mid \tau)}$$

instead of

$$\frac{\Gamma_2(x_3 \mid \tau)}{\Gamma_2(x_3-s_0 \mid \tau)}.$$

In the special case of $s_0 = 0$ the two terms coincide, thereby producing a solution with the desired small deviation asymptotic, see Theorem 4.3.

- We observe that the conditions $s_0 = 0$ ($\bar{\alpha} = 2Q$) and $\alpha_k < Q$, see (2-11) imply $\alpha_k > 0$ for all $k$. Hence, to be able to compare what our construction in Theorem 4.3 predicts for the first moment to the exact first moment of $\rho_g$ one needs to be able to compute the integral

$$\int_C g(x)1^{-\frac{\bar{a}}{2}}|x|^{-\gamma a_1}|1-x|^{-\gamma a_2}dx,$$  \hspace{1cm} (6-19)

see (2-23), for $\alpha_k > 0$ for all $k$. This is an open problem for any metric.

- One can consider adding multiples of $s-s_0$ to the arguments of the double gamma factors in the minimal solution. This preserves the DOZZ formula but does not in general preserve the probabilistic property of the solution. For example, let us add $s-s_0$ to the terms $\Gamma_2(s+1+\tau-x_2 \mid \tau)$ and $\Gamma_2(1+\tau-x_2 \mid \tau)$ in (6-13) resulting in

$$\Gamma\left(1 + \frac{s}{\tau}\right) \frac{\Gamma_2(s+1+\tau \mid \tau)}{\Gamma_2(1+\tau \mid \tau)} \frac{\Gamma_2(1+\tau-s_0 \mid \tau)}{\Gamma_2(s-s_0+1+\tau \mid \tau)} \prod_{i=1}^{3} \left[ \frac{\Gamma_2(s-s_0+x_i \mid \tau)}{\Gamma_2(x_i-s_0 \mid \tau)} \prod_{i=1,3} \frac{\Gamma_2(1+\tau-x_i \mid \tau)}{\Gamma_2(s+1+\tau-x_i \mid \tau)} \frac{\Gamma_2(s-s_0+1+\tau-x_2 \mid \tau)}{\Gamma_2(2s-s_0+1+\tau-x_2 \mid \tau)} \right].$$  \hspace{1cm} (6-20)

One can show that the expression

$$\Gamma\left(1 + \frac{s}{\tau}\right) \frac{\Gamma_2(s+1+\tau \mid \tau)}{\Gamma_2(1+\tau \mid \tau)} \prod_{i=1,3} \left[ \frac{\Gamma_2(s-s_0+x_i \mid \tau)}{\Gamma_2(x_i-s_0 \mid \tau)} \frac{\Gamma_2(s-s_0+1+\tau-x_2 \mid \tau)}{\Gamma_2(2s-s_0+1+\tau-x_2 \mid \tau)} \right]$$  \hspace{1cm} (6-21)
is the Mellin transform of a random variable of the type that appears in the 1D GMC measure on the interval, see Theorems 8.2 and 8.3 in [Ostrovsky 2018]. In particular, it has a lognormal factor. However, the remaining expression

\[
\frac{\Gamma_2(1 + \tau - s_0 \mid \tau)}{\Gamma_2(s - s_0 + 1 + \tau \mid \tau)} \frac{\Gamma_2(s - s_0 + x_2 \mid \tau)}{\Gamma_2(x_2 - s_0 \mid \tau)} \prod_{i=1,3} \frac{\Gamma_2(1 + \tau - x_i \mid \tau)}{\Gamma_2(s + 1 + \tau - x_i \mid \tau)}
\]

(6-22)
is not the Mellin transform of Barnes beta type random variables. This calculation suggests that the mechanism of a global lognormal factor that works in 1D might not work in 2D. It is an open question whether the DOZZ formula is compatible with a global lognormal factor.

The constraints of the problem are very tight and pose significant challenges in constructing solutions that meet all the constraints and have the desired asymptotic behavior. The minimal solution is imposed by the structure of the constraints. The biggest open problem is in finding a degree of freedom that would allow us to control the asymptotic behavior without breaking the constraints. The asymmetric deformations of the minimal solution that we introduced provide several degrees of freedom but do not affect the small deviation asymptotic. In the special case of \(s_0 = 0\) we produced a modification of the minimal solution that satisfies the constraints and the asymptotic.

7. Conclusions

We have constructed a family of probability distributions that have the property that their Mellin transform satisfies the DOZZ formula. The family is parametrized by three deformation parameters. When they are all set to zero, we get the minimal solution, which is symmetric in all insertion points \((\alpha_1, \alpha_2, \alpha_3)\). By varying the deformation parameters, we can produce solutions that are only symmetric in \((\alpha_1, \alpha_3)\) or not symmetric at all. The probability distributions are constructed from products of independent Fyodorov–Bouchaud factor (Frechet) and powers of Barnes beta distributions of types (2, 1) and (2, 2). In the special case of all insertion points equal to zero, our distributions degenerate to a product of independent Frechet factors.

Our construction contains a continuous family of solutions that are symmetric in all insertion points \((\alpha_1, \alpha_2, \alpha_3)\). We have given a general construction of conformal metrics on the sphere that give rise to \(\rho_g\) possessing this symmetry.

We have advanced the theory of Barnes beta distributions by constructing one-parameter deformations of general Barnes beta distributions of types (2, 1) and (2, 2) having the property that the deformed Mellin transform has the same value at a given point as the original Mellin transform.

Our construction provides the first necessary step towards formulating a conjecture for the law of the GMC on the Riemann sphere with three insertion points. In support of our construction we note that in addition to satisfying the DOZZ formula, the Mellin transform of our family of distributions is analytic over the same domain as the known domain of analyticity of the Mellin transform of the GMC on the sphere. We also note that our construction is capable of reproducing the \((\alpha_1, \alpha_3)\) or \((\alpha_1, \alpha_2, \alpha_3)\) symmetries that are known to hold for the law of GMC corresponding to particular metrics. Our construction is nonetheless not a conjecture for the GMC as it does not match the first moment of the GMC law at zero insertion points.
(\alpha_i = 0 \text{ for all } i) \text{ for any metric or the known small deviation asymptotic of GMC laws corresponding to metrics with everywhere positive curvature. In the special case of } s_0 = 0 (\alpha_1 + \alpha_2 + \alpha_3 = 2Q) \text{ our modified construction satisfies this small deviation asymptotic making it a possible candidate for a conjecture.}

The task of formulating conjectures for specific metrics on the sphere is outside the scope of this paper as it requires going beyond the analytic continuation of the DOZZ formula alone and must await new advances on GMC, notably the understanding of how the GMC law depends on the choice of the conformal metric and the computation of the first moment of the GMC law as a function of the insertion points for the specific metrics of interest. Once this information becomes available, we expect that the metric-specific conjecture will be a refinement of our construction.

Appendix A: Scaling and symmetry of GMC on the sphere

This section is based on [David et al. 2016]. Let \( X_g(s) \) be defined by (2-4), the corresponding \( \rho_g \) by (2-7), and the metric-independent constant \( C_\gamma(\alpha_1, \alpha_2, \alpha_3) \) be as in (4-1) so that

\[
\Gamma(s) \mathbb{E}[\rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma)^{-s}]|_{s=s_0} = e^{\frac{2\gamma^2}{s}} C_\gamma(\alpha_1, \alpha_2, \alpha_3). \tag{A-1}
\]

Using the scaling relationship

\[
\chi_{\lambda g} = \chi_g + \frac{1}{2} \log \lambda, \tag{A-2}
\]

that holds for any constant \( \lambda > 0 \) we can work out what \( \rho_{\lambda g}(\alpha_1, \alpha_2, \alpha_3) \) is going to be. Observing the identity in law

\[
X_{\lambda g}(x) = X_g(x), \tag{A-3}
\]

then

\[
M_{\gamma, g}(dx) = \lambda M_g(dx). \tag{A-4}
\]

It follows from (2-7) that

\[
\rho_{\lambda g}(\alpha_1, \alpha_2, \alpha_3) = \lambda^{1 - \frac{\gamma}{4} + \frac{\gamma^2}{4}} e^{-\gamma^2 \varphi} e^{\frac{\gamma^2 x_g}{2}} \int x |x|^{\gamma \alpha_1} |1 - x|^{\gamma \alpha_2} M_{\gamma, g}(dx),
\]

\[
= \lambda^{1 - \frac{\gamma}{4} + \frac{\gamma^2}{4}} \rho_g(\alpha_1, \alpha_2, \alpha_3). \tag{A-5}
\]

This is the fundamental scaling relationship that holds for any background metric. Then,

\[
\Gamma(s) \mathbb{E}[\rho_{\lambda g}(\alpha_1, \alpha_2, \alpha_3)^{-s}]|_{s=s_0} = \lambda^{-s_0(1 - \frac{\gamma}{4} + \frac{\gamma^2}{4})} e^{\frac{2\gamma^2}{s}} x_g C_\gamma(\alpha_1, \alpha_2, \alpha_3). \tag{A-6}
\]

On the other hand,

\[
\Gamma(s) \mathbb{E}[\rho_{\lambda g}(\alpha_1, \alpha_2, \alpha_3)^{-s}]|_{s=s_0} = e^{\frac{2\gamma^2}{s}} x_g C_\gamma(\alpha_1, \alpha_2, \alpha_3),
\]

\[
= e^{\frac{2\gamma^2}{s}} \log \lambda e^{\frac{2\gamma^2}{s}} x_g C_\gamma(\alpha_1, \alpha_2, \alpha_3). \tag{A-7}
\]
Upon comparing (A-6) and (A-7), we get

\[-s_0 \left( 1 - \frac{\gamma \bar{\alpha}}{4} + \frac{\gamma^2}{4} \right) = \frac{s_0^2 \gamma^2}{4}. \tag{A-8} \]

which is correct by the definition of $s_0$.

The importance of (A-5) is that it implies the following scaling invariance of the Mellin transform that holds for all $s$ where it is defined,

\[ E[\rho_{\lambda g}(\alpha_1, \alpha_2, \alpha_3)^{-s}] = \lambda^{ss_0} \gamma^2 E[\rho_g(\alpha_1, \alpha_2, \alpha_3)^{-s}]. \tag{A-9} \]

We end this section with a proof of symmetry of $\rho_g$ under $\alpha_1 \leftrightarrow \alpha_3$ for a class of metrics. Assume that the background metric $g(x)$ satisfies the property

\[ g\left( \frac{1}{x} \right) = |x|^4 g(x), \quad x \in \mathbb{C}. \tag{A-10} \]

Then,

\[ \rho_g(\alpha_3, \alpha_2, \alpha_1, \gamma) = \rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma) \tag{A-11} \]

in law.

The proof is based on (2-4). If (A-10) holds, then it is easy to check that the following identities hold:

\[ E\left[ X_g\left( \frac{1}{x} \right) X_g\left( \frac{1}{y} \right) \right] = E[X_g(x) X_g(y)], \tag{A-12} \]

\[ g\left( \frac{1}{x} \right) d^2\left( \frac{1}{x} \right) = g(x) d^2 x. \tag{A-13} \]

The result now follows from (2-7) by changing variables $x \to 1/x$.

The natural metrics on the Riemann sphere such as

\[ g(x) = |x|^{-4}, \tag{A-14} \]

\[ g(x) = \frac{1}{(1 + |x|^2)^2}, \tag{A-15} \]

satisfy (A-10) so that the corresponding $\rho_g$ is symmetric under $\alpha_1 \leftrightarrow \alpha_3$.

**Appendix B: A construction of symmetric GMC measures on the sphere**

In this section we will give an original construction of a class of metrics $g(x)$ having the property that the corresponding GMC measure $\rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma)$ is symmetric in all $(\alpha_1, \alpha_2, \alpha_3)$.

**Lemma B.1.** Let $g(x)$ be an arbitrary conformal metric that satisfies (2-18). Define the transformed metric $T[g]$, \[ T[g](x) = g(x) + \frac{g\left( \frac{x}{x-1} \right)}{|x-1|^2} + g(1-x). \tag{B-1} \]
Then, for \( x \in \mathbb{C} \),
\[
T[g](1 - x) = T[g](x),
\]
\[
T[g]\left(\frac{1}{x}\right) = |x|^4 T[g](x).
\] (B-2) (B-3)

It is elementary to see from (B-2) that
\[
E[X_T[g](1 - x) X_T[g](1 - y)] = E[X_T[g](x) X_T[g](y)].
\] (B-4)

\[
T[g](1 - x)d^2(1 - x) = T[g](x)d^2x
\] (B-5)

so that
\[
\rho_g(\alpha_2, \alpha_1, \alpha_3, \gamma) = \rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma)
\] (B-6)
in law. It is shown in Appendix A that (B-3) implies
\[
\rho_g(\alpha_3, \alpha_2, \alpha_1, \gamma) = \rho_g(\alpha_1, \alpha_2, \alpha_3, \gamma)
\] (B-7)

so that \( \rho_{T[g]} \) is fully symmetric in all insertion points.

**Proof.** First, due to (2-18) the original metric satisfies
\[
\lim_{x \to \infty} g(x)|x|^4 = g(0)
\] (B-8)

so that the point \( x = 1 \) is a removable singularity of \( T[g] \),
\[
\lim_{x \to 1} \left[ \frac{g\left(\frac{x}{x-1}\right)}{|x-1|^4} \right] = [\lim_{z \to \infty} g(z)|z-1|^4],
\]
\[
= g(0).
\] (B-9) (B-10)

Next, consider how \( T[g] \) transforms under \( x \to 1 - x \).
\[
T[g](1 - x) = g(1 - x) + \frac{g\left(\frac{1-x}{x}\right)}{|x|^4} + g(x),
\] (B-11)
\[
= g(x) + \frac{g\left(\frac{x}{x-1}\right)}{|x-1|^4} + g(1 - x),
\] (B-12)

where we applied (2-18) at the point \( x/(x-1) \). Similarly, consider how \( T[g] \) transforms under \( x \to 1/x \).
\[
T[g]\left(\frac{1}{x}\right) = g\left(\frac{1}{x}\right) + \frac{g\left(\frac{x}{1-x}\right)}{|1-x|^4} + g\left(1 - \frac{1}{x}\right),
\] (B-13)
\[
= |x|^4 g(x) + |x|^4 \frac{g\left(\frac{1}{1-x}\right)}{|1-x|^4} + \left|\frac{x}{x-1}\right|^4 g\left(\frac{x}{x-1}\right),
\] (B-14)
\[
= |x|^4 \left( g(x) + \frac{g\left(\frac{x}{x-1}\right)}{|x-1|^4} + g(1 - x) \right),
\] (B-15)

where we applied (2-18) at the points \( x, \ x/(x-1), \) and \( 1 - x \). □
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