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SHARP STRICHARTZ INEQUALITIES FOR FRACTIONAL AND
HIGHER-ORDER SCHRODINGER EQUATIONS

GIANMARCO BROCCHI, DIOGO OLIVEIRA E SILVA AND RENE QUILODRAN

We investigate a class of sharp Fourier extension inequalities on the planar curves s = |y|?, p > 1. We
identify the mechanism responsible for the possible loss of compactness of nonnegative extremizing
sequences, and prove that extremizers exist if 1 < p < po for some pg > 4. In particular, this resolves
the dichotomy of Jiang, Pausader, and Shao concerning the existence of extremizers for the Strichartz
inequality for the fourth-order Schrodinger equation in one spatial dimension. One of our tools is a
geometric comparison principle for n-fold convolutions of certain singular measures in R, developed in
the companion paper of Oliveira e Silva and Quilodran (Math. Proc. Cambridge Philos. Soc., (2019)).
We further show that any extremizer exhibits fast L2-decay in physical space, and so its Fourier transform
can be extended to an entire function on the whole complex plane. Finally, we investigate the extent to
which our methods apply to the case of the planar curves s = y|y|?~L, p > 1.
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1. Introduction

Gaussians are known to extremize certain Strichartz estimates in low dimensions. Consider, for instance,
the Strichartz inequality for the homogeneous Schrodinger equation in d spatial dimensions,

le™ 2 Fll 2tara garry < S @Lf 2 @ay. (1-1)
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with optimal constant given by

||€_”Af||L2+4/d Rd+1
S(d):= sup xr )

(1-2)
0+ feL? ||f||L2(Rd)

That S (d) < oo is of course due to the original work of Strichartz [1977], which in turn had precursors in
[Tomas 1975; Segal 1976]. If d € {1,2}, then Gaussians extremize (1-1), and therefore § (1) = 1271/12
and S (2) = 2!/ This was originally established in [Foschi 2007; Hundertmark and Zharnitsky 2006],
and alternative proofs were subsequently given in [Bennett et al. 2009; 2015; Gongalves 2019]. All
of these approaches ultimately rely on the fact that the Strichartz exponent 2 4 % is an even integer if
d € {1,2}, which in turn allows us to recast inequality (1-1) in convolution form. This is a powerful
technique that has proved very successful in tackling a number of problems in sharp Fourier restriction
theory; see the recent survey [Foschi and Oliveira e Silva 2017].

In the recent work [Oliveira e Silva and Quilodrén 2018], we explored the convolution structure of
a family of Strichartz inequalities for higher-order Schrddinger equations in two spatial dimensions in
order to answer a question concerning the existence of extremizers that had appeared in the previous
literature. Our purpose with the present work is three-fold. Firstly, we resolve the dichotomy from [Jiang
et al. 2010] concerning the existence of extremizers for the Strichartz inequality for the fourth-order
Schrodinger equation in one spatial dimension. This is related to the Fourier extension problem on the
planar curve s = y* Secondly, we study similar questions in the more general setting of the Fourier
extension problem on the curve s = |y|? for arbitrary p > 1. We also consider odd curves s = y|y|?~1,
p > 1, the case p = 3 relating to the Airy—Strichartz inequality [Farah and Versieux 2018; Frank and
Sabin 2018; Shao 2009]. Lastly, we study superexponential decay and analyticity of the corresponding
extremizers and their Fourier transform via a bootstrapping procedure.

Jiang, Pausader, and Shao [Jiang et al. 2010] considered the fourth-order Schrédinger equation with
L? initial datum in one spatial dimension,

i0u—pud2u+0dtu=0, (x,1)eRxR,

u(-.0) = f € LA(R), (-3

where u : RxR — C, and p > 0. By scaling, one may restrict attention to u € {0, 1}. The solution of the
Cauchy problem (1-3) can be written in terms of the propagator

_ it —ud2) _ 1 ixE it(EY4ug?) 7
uGer) = e O feae,
where the spatial Fourier transform is defined as!

£ = fR ¢ f(x) dx.

I'The Fourier transform will occasionally be denoted by F( f) = f .
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The solution disperses as |¢| — oo, and consequently the following Strichartz inequality due to Kenig,
Ponce, and Vega [Kenig et al. 1991, Theorem 2.1] holds:?

1 a4 _ a0
||D/3‘zelt(ax MBX)f”L?CJ(RIJ'_I) 5 ”f”Lz(R) (1'4)

The main result of [Jiang et al. 2010] is a linear profile decomposition for (1-3), which uses a refinement
of the Strichartz inequality (1-4) in the scale of Besov spaces, together with improved localized Fourier
restriction estimates. As a consequence, the authors of [Jiang et al. 2010] establish a dichotomy result for
the existence of extremizers for (1-4) when p = 0, which can be summarized as follows: Consider the
sharp inequality in multiplier form

Loa4
||D§e”8xf||14g.t(qu1+1) =M fllL2w)- (1-5)

with optimal constant given by

3 itdt
||D§€l xf||L6 ,(RIF1)
M = sup 2
04 feL? Il 2w)

(1-6)

Then [Jiang et al. 2010, Theorem 1.8] states that either an extremizer for (1-5) exists, or there exist a
sequence {a,} C R satisfying |a,| — oo as n — oo and a function f € L? such that

1
3 ,itd% (Lianx
IDg e ("> f)ll L6 i+t
M= lim — LL®T)

n—>00 I/ 2@

In the latter case, one necessarily has M = §(1), where S (1) denotes the optimal constant defined in
(1-2). Our first main result resolves this dichotomy.

Theorem 1.1. There exists an extremizer for (1-5).

Theorem 1.1 will follow from a more general result which we now introduce. As noted in [Kenig et al.
1991, §2], the operator Dé/ 3% s nothing but a constant multiple of the Fourier transform at the point
(—x, —t) € R? of the singular measure

dog(y.s) = 8(s —yH)|y|3 dy ds (1-7)

defined on the curve s = y4. As in [Oliveira e Silva and Quilodran 2018, §6.4], one is naturally led to
consider generic power curves s = |y|?. The corresponding inequality is

”Ml’(f)”Lfc’,(Rl-i'l) =< Mp”f”LZ([R{)’ (1'8)
where the multiplier operator M,, is defined as
252 1)o7
Mp(f)(x.1) =Dy° e f(x).

2Given p € {0, 1}_ and o € R, we follow the notation from [Jiang et al. 2010] and denote by ij the differentiation operator
D f(x) 1= gz [ ™ ( +66%)%/> £ (§) ds.
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Inequality (1-8) can be equivalently restated as a Fourier extension inequality,

1€ ()Lo@2) = Epll f 2wy (1-9)
or in convolution form as
| fop * fop * fopll@y < ol f 1172 q)- (1-10)

Here, the singular measure o), is defined in accordance with (1-7) by
p r—2
dop(y.s) = 8(s—[y[")|y] ¢ dyds, (1-11)

and the Fourier extension operator £,( f) = F(fop)(—-) is given by

Ep(f)(x,1) = fR ¢ 1y |56 £ (y)dy, (1-12)
so that

67 £,(f) = 20 My (f).

If f is an extremizer for (1-9), then f is likewise an extremizer for (1-10), and F ~!( f) is an extremizer
for (1-8). Thus these three existence problems are essentially equivalent. The convolution form (1-10)
also shows that the search for extremizers can be restricted to the class of nonnegative functions. An
application of Plancherel’s theorem further reveals that the corresponding optimal constants satisfy

_P
Ep = (2n)*CY = (2n)’6' 2 M.

Our next result extends the dichotomy proved in [Jiang et al. 2010, Theorem 1.8] to the case of arbitrary
exponents p > 1. It states that one of two possible scenarios occurs, compactness or concentration at a
point. We make the latter notion precise.

Definition 1.2. A sequence of functions { f,} C L?(R) concentrates at a point yo € R if, for every
g, p > 0, there exists N € N such that, for every n > N,

[ 0P <el il
[y=yol=p

We choose to phrase our second main result in terms of the convolution inequality (1-10) because, as
we shall see, condition (1-13) has a very simple geometric meaning in terms of the boundary value of the
relevant 3-fold convolution measure.

Theorem 1.3. Let p > 1. If
6 2

(o —
» 7 Jap(p—1)

then any extremizing sequence of nonnegative functions in L*(R) for (1-10) is precompact, after normal-

(1-13)

ization and scaling. In this case, extremizers for (1-10) exist. If instead equality holds in (1-13) then, given

any yo € R, there exists an extremizing sequence for (1-10) which concentrates at yy.
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A few remarks may help to further orient the reader. Firstly, if p = 1, then the curve s = |y| has no
curvature, and no nontrivial Fourier extension estimate can hold. Secondly, if equality holds in (1-13), then
Theorem 1.3 does not guarantee the nonexistence of extremizers. Indeed, C26 =/ /3, and Gaussians
are known to extremize (1-10) when p = 2. Various results of a similar flavor to that of Theorem 1.3
have appeared in the recent literature. They are typically derived from a sophisticated application of
concentration-compactness techniques [Christ and Shao 2012a; Shao 2016a], a full profile decomposition
[Jiang et al. 2010; 2014; Shao 2009], or the missing mass method as in [Frank et al. 2016; Frank and
Sabin 2018]. We introduce a new variant which follows the spirit of the celebrated works [Brézis and Lieb
1983; Lieb 1983; Lions 1984a; 1984b]. It seems more elementary and may be easier to adapt to other
manifolds. The proof of Theorem 1.3 involves a variant of Lions’ concentration-compactness lemma
[1984a], a variant of the corollary of the Brézis—Lieb lemma from [Fanelli et al. 2011], bilinear extension
estimates, and a refinement of inequality (1-9) over a suitable cap space.

In a range of exponents that includes the case p = 4, we are able to resolve the dichotomy posed by
Theorem 1.3.

Theorem 1.4. There exists pg > 4 such that, for every p € (1, po) \ {2}, the strict inequality (1-13) holds.
In particular, if p € (1, po), then there exists an extremizer for (1-10).

Our method yields pg &~ 4.803 with three decimal places, and effectively computes arbitrarily good
lower bounds for the ratio of L2-norms in (1-10) via expansions of suitable trial functions in the orthogonal
basis of Legendre polynomials. We remark that the value pg ~ 4.803 is suboptimal, in the sense that a
natural refinement of our argument allows us to increase this value to ~ 5.485; see Section 4C below.

Once the existence of extremizers has been established, their properties are typically deduced from the
study of the associated Euler—Lagrange equation. Following this paradigm, we show that any extremizer
of (1-9) decays superexponentially fast in L2, which reflects the analyticity of its Fourier transform. This
is the content of our next result.

Theorem 1.5. Let p > 1. If f is an extremizer for (1-9), then there exists Lo > 0 such that
x > e £(x) e LA(R).

In particular, its Fourier transform f can be extended to an entire function on C.

Note that the exponent o necessarily depends on the extremizer itself; see the discussion in [Christ
and Shao 2012b, p. 964]. The proof relies on a bootstrapping argument that found similar applications in
[Christ and Shao 2012b; Erdogan et al. 2011; Hundertmark and Shao 2012; Shao 2016b].

To some extent, our methods are able to handle the case of the planar odd curves s = y|y|?~, p > 1.
Define the singular measure

p—1 =2
dup(y.s) = 8(s—yly|P7 )|yl & dyds. (1-14)

The associated Fourier extension operator S, (f) = F(fup)(—-), defined in (6-2) below, satisfies the
estimate ||Sy(f)|lL6 < ||.f|lz2. In sharp convolution form, this can be rewritten as

I fip * frp * frpllzmey < @l 17 (1-15)
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where Q) denotes the optimal constant. Odd curves are of independent interest, in particular because a
new phenomenon emerges: caps centered around points with parallel tangents interact strongly, regardless
of separation between the points. This mechanism was discovered in [Christ and Shao 2012a], and
further explored in [Carneiro et al. 2017; Foschi 2015; Frank et al. 2016; Frank and Sabin 2018; Shao
2016a]. Some of these works include a symmetrization step which relies on the convolution structure
of the underlying inequality. In the present case, we also show that the search for extremizers can be
further restricted to the class of even functions, but interestingly our symmetrization argument does
not depend on the convolution structure. This may be of independent interest since it applies to other
Fourier extension inequalities where some additional symmetry is present, as we indicate in Section 6A
below.
The following versions of Theorems 1.3 and 1.4 hold for odd curves.

Theorem 1.6. Let p > 1. If
6 5w

»” Japp—1)

then any extremizing sequence of nonnegative, even functions in L2 (R) for (1-15) is precompact, after

0 (1-16)

normalization and scaling. In this case, extremizers for (1-15) exist. If instead equality holds in (1-16)
then, given any yo € R, there exists an extremizing sequence for (1-15) which concentrates at the pair

{—Y0. Y0}

The case p = 3 of Theorem 1.6 coincides with a special case of [Frank and Sabin 2018, Theorem 1],
which was obtained by different methods.

Theorem 1.7. If p € (1,2), then the strict inequality (1-16) holds and, in particular, there exists an
extremizer for (1-15).

We believe that extremizers do not exist if p > 2; see Conjecture 6.6 below.

Overview. The paper is organized as follows. Section 2 is devoted to the technical preliminaries for the
dichotomy statement concerning the existence of extremizers: bilinear estimates and cap bounds. We then
prove Theorem 1.3 in Section 3. Existence of extremizers is the subject of Section 4, where we establish
Theorem 1.4. Theorem 1.5 addresses the regularity of extremizers and is established in Section 5. Odd
curves are treated in Section 6, where Theorems 1.6 and 1.7 are proved. In the Appendix, we establish
useful variants of Lions’ concentration-compactness lemma (Proposition A.1) and of a corollary of the
Brézis-Lieb lemma (Proposition B.1).

Notation. If x, y are real numbers, we write x = O(y) or x < y if there exists a finite absolute constant C
such that |x| < C|y|. If we want to make explicit the dependence of the constant C on some parameter «,
we write x = Og(y) or x <q y. We write x 2 y if y S x,and x >~ y if x £ y and x = y. Finally, the
indicator function of a set E C R? will be denoted by 1f, and the complement of E will at times be
denoted by E C
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2. Bilinear estimates and cap refinements

In this section, we prove the bilinear extension estimates and cap refinements which will be needed
in the next section. Bilinear extension estimates are usually deep [Tao 2003; Wolff 2001], but in the
one-dimensional case one may rely on the classical Hausdorff—Young inequality. Throughout this section,
we shall consider the dyadic regions

I =252t and 17 = (2Kt 2FJu Rk 2R (ke 2).

2A. Bilinear estimates. Recall the definitions (1-11) and (1-12) of the measure o, and the Fourier
extension operator &, respectively. Our first result quantifies the principle that distant caps interact weakly.

Proposition 2.1. Let p > 1 and k, k' € Z. Then

ek’ =1
1€, ()Ep(@ NIL3@m) <p 27 K1 f 2@ gl 2@ -1
for every f. g € L*(R) satisfying supp f C I and supp g C Iz,

—2
Proof. Setting ¢ = |-|? and w = |- |pT, we have

& ()EN () (xo1) = /R OG0 ¢ (1)g(Y w()2w(y')z dydy'.

Change variables (y, y") = (u,v) = (y + ', ¥ (¥) + ¥ (»")). Except for null sets, this is a 2-to-1 map
from R? onto the region {(u, v): v > 2y (u/2)}. Its Jacobian is given by

Ay = A g1 40
O =505 T o

and satisfies |J~1(y, y")| = p||y|P~1 —|y’|P~!|, with equality if and only if yy’ > 0. Thus

) — VO - O0) = Y P =P 2

(E(NE@N.1) =2 / el f(y)g(yyw(y) 2 w(y') 2 J (u,v) du dv, (2-3)
where the integral is taken over the region {(u, v): v > 2v(u/2)}. Note that this implies

(fop * o) (u,v) = 2 (Mg (Y )w(3) T w(y')2 J (u, v) 2-4)

for every (u, v) satisfying v > 2v(u/2), where (y, y’) is related to (u, v) via the change of variables
described above.

By symmetry, we can and will restrict attention to |y’| < |y|. Taking the L3-norm of (2-3), invoking
the Hausdorff—Young inequality, and then changing variables back to (y, y’),

1€ () (@) L3z S I F ()G 2w ()T, V) 2726141,

= 1/ 0w 2w G 32 g,
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If 2k < |y| < 2k+1 2K < |y/| <2K'+1 and k > k' + 2, then

1252 (k+k") 232 ,
Yy’ S 2 * < k- g-% (2-5)

p%||y|p—1 — |y/|p—1|% ~ szl(1 _2—(k—k/—1)(p—1))% ~

It follows that
3 3 3 3 1
1Ep()Ep(@II] 5 = /Rz Mg w(y)*w(y)* | J(y, y")|2 dy dy’

lyy'| 5 /
dydy

3
< / FMgOE— -
R? pz|lylP=t —|y'|P71)2

/_ E_k—/ kK 3 >
<2W=RS=52%2 % | 112, g2,
1/ p—1 3 3
= 2 WRIE ) 712, g 2, 20
If k € {k’,k’ + 1}, then we can simply use the estimate ||E,(f)Ep(&)ll3 S| fllz2llgllz2- O

Corollary 2.2. Let p > 1 and k, k' € Z be such that k' < k. Then
A —}/| 2=
1€, (N)Ep D3y Sp 27 * K1 fll 2@ I8l 2y (2-7)
for every f, g € L*(R) satisfying supp f C {|y| > 2*} and supp g C {|y"] < 2¥'}.

Proof- Write f =3 ;o fjand g =3,/ 4 gj’, Where fj := fl,j- and g; 1= gle-/. Then

_|i—j/ =L
& (D@D lsmy = Y. & UNEEIs s D> 27V fillpzlgi e

j=k, j <k’ j=k, j <k’
1 1
=125\ NERSEIA S
f( 2. 2 : )( > ||f]||L2||g,f||L2)
j>k, j <k’ j=>k, j <k’
1
. 71 p—1 2
= (Z 7V '3) 1 fllz2lglL2
j=k

_k_kfpi—l
~ 27K Fll Mg N 2

where we used the triangle inequality, Proposition 2.1, the Cauchy—Schwarz inequality, L2-orthogonality,
and the fact that a geometric series is comparable to its largest term. O

When studying concentration at points different from the origin, it will be useful to consider dyadic
decompositions of the real line with arbitrary centers. By reflection and scaling, it suffices to consider
decompositions centered at 1. Define the dyadic regions

=02 <y—1<2M1) and 0= 0F <y -1 <28 (ke

so that 7y = 1+ I and Zp = 1+ I7. The following analogue of Proposition 2.1 holds.
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Proposition 2.3. Let p > 1 and k, k' € Z. Let f = min { &, Z=*}. Then

1€, (NE @@y <p 27 P ¥ £l 2@ gl L2 (2-8)
for every f. g € L?(R) satisfying supp f C Z; and suppg C Ip,.

Before embarking on the proof, let us take a closer look at the factor |yy’|®P=2/4|J(y, y")|'/? that
appears after applying the Hausdorff—Young inequality in (2-6). We have already seen that

17 D= pyly P72 =y P72, (2-9)
In (2-5) we observed that, if y, y’ are separated (say, |y’| < %|y|), then
p—2
'l

lyy'| 5 lyy'| 3 _»
T S = = Iyl 1y (2-10)
lyly1P=2=y'|y'|P72|2  |y|" 2

In order to obtain a useful bound in the case when both y, y’ are close to 1, invoke the mean value theorem
and write

Pt =P = (= DsP (v = 1)
for some s € [|y’[, |y|]. Then, for 0 < y’ < y, we have

/p 1| > |y Yy |yp_2 1fp€(1,2],

P2 =y Y|P3 = P - o
ly =y |y'?™2 if pe[2,00).

w

Thus the following estimate holds for every % <y.y' <3¢

yy'| 5
lyly|P=2 = y']y'|P=2|3

t\)\

Sly—vy | (2-11)

Proof of Proposition 2.3. Without loss of generality, assume |k — k’| > 2. We start by considering the
situation when 0 is an endpoint of Z},, i.e., k' € {—1,0}. Let k' = —1, so that Z}, = (0, 3] U[3. 2), split
g =g¢+gr, with gp:= gl(o 1] and g, ;= gl[% 2)° and take the dyadic decomposition

= Zgj, with g; := gl(zf(j+1),27j].
j=1

If k < —3, then (2-10) implies

WIN

IISp(f)fp(ge)llL3§Z(f 10 onE— 2 ldydy’)

=\ Iylp=1 =y j=1]3
: 3
_ip—2 3 .
<> (5 [ gt asey) sz(z 1725 4||f||L2||gj||L2)
j>1 Jj=1

= 26| £l ZZ A IIgJ l2 261 e llgell e <
j=1
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If k > 1, then Corollary 2.2 applies, and directly yields
—lk—k'|2=L
1€ ()Ep(g)ls S 27 ¥ Fll2llgll 2.
A similar analysis applies to g,. Setting 8 := min {% pT_l}, we conclude that, if k¥’ = —1 and |k —k'| > 2,
then
180 (N)Ep (@) lzs < 27 PRF1) £ll2 gl 2.

The case k" = 0 admits a similar treatment. If k, k¢’ < —2 and k — k' > 2, then (2-11) implies

k K

2626 lk—

_le=k|
1Ep()Ep(DNLs S —5— N 2liglie =275 [ flr2llglL2-

23

Finally, the remaining cases can be handled in a similar way by Corollary 2.2. ([

Corollary 2.4. Let p > 1 and k,k' € Z be such that k' < k. Let f = min{%, 2=}, Then

1&p(NEp©NL3@2) Sp 277K NN f 2@ gl 2m) (2-12)
for every f, g € L2(R) satisfying supp f € {|y — 1| = 2%} and supp g < {|y’ — 1| < 2K}
We finish this subsection by taking yet another look at the Jacobian factor (2-9). This will be useful in
Section 2B below. Let p > 2. If yy’ <0, then |/ ~Y(y, y")| = p(|y|?~! + |y’|?~ 1), in which case
, =2
lyy'|"=
1
(Iy[P=t+[y1P=1)2
uniformly in y, y". To handle the complementary case yy’ > 0, note that, if p > 2 and 0 < a < b, then

bl — P~ ~ (b —a)bP 2. (2-13)

_1 _1
SUyl+ D 2=ly—=y12

It follows that, if p > 2 and yy’ > 0, then
[T 0 O = pllyPTH =1/ 1P7H = |y =y [ max{] ], [y [}P 72,
and so if additionally |y| > |y’|, then
y2=2 1 2=2
lyy'14 N A A

1
< —= <ly-y'l2.
_ 1,1 p—2 1
[[y[P=t =]y [P712 |y 72 |y —)'|2

Therefore the estimate
3
RAS{SRIE
1
ly =yl
holds as long as p > 2. We cannot hope for such a bound if 1 < p < 2 since (2-13) fails in that case.

3
IEp () s = | ydy’ -14)

However, if |y| > |y’|, then one can check in a similar way that the estimate

3
3 | fe (g ()2
IEp (& @0 my < [ | DI ay 0y @-15)
R |y —y'|2

holds for any p > 1 and functions f, gx which are both supported on /.
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2B. Cap bounds. Aninspection of the proof of Proposition 2.1 reveals that if supp f C I and supp g C I,
for some k, k' € 7 satisfying k —k’ > 2, then

2
lk—k/| 221 _1 3\3
e (] / |f|z) (117 [ 1er?)

k
NG IING U TN P (2-16)

where the quantity A(f) is defined via
A= s 1l f 112, @-17)

The purpose of this subsection is to develop on this observation. Given f € L?(R), write f = Y kez Jo
with f ;= f1 e Our first result is the following.

Proposition 2.5. Let p > 1. Then the following estimates hold for every f € L*(R):

1€ (I 62y Sp D 1 fklF 2y (2-18)

kez .

4 3 4
169 My S 3 16p Uiy + A (X 1ilian) W oy 219

kez kez

Proof. By the triangle inequality,

IE(NIFs = D 1EUNENESfiL2-

(.j.k)ez3
For each triple (i, j, k) in the previous sum, we lose no generality in assuming that
| =kl =max{[i"—j'| :i", j" € {i. j.k}}. (2-20)

Holder’s inequality and Proposition 2.1 then imply

1€ (D E (NE(fllLz < 275 fill 21 ezl ficll -

By the maximality of |j — k|, we have |j — k| > %|i —Jl+ %|j —k| +%|k—i|, and hence

I (NBe s Y 27l o= o el 50 oo £ o fil o

i.j.k)ez3

A final application of Holder’s inequality yields (2-18). Estimate (2-19) follows from similar considerations
which we now detail. Let S := {(i, j, k) € Z3:max{|i — j|,|j —k|, |k —i|} <1} and sC.= 73\ S. Split
the sum into diagonal and off-diagonal contributions,

1€ ()76 <

7

> & UNENE (i) .

(i,j,k)eS

+ H > E&UEUNEUD|

G,j.k)est
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and analyze the two terms separately. For the diagonal term, note that

' > E(EUNE i)

(i,j,k)eS L2

< BlE (& (f)én firDllz2 + 31 (feeD)Ep(fi)En (fillL2 + 1€ (fi)En (fi)Ep(fi) I 12)
kez

<) BleE Nz slEp (St Iz + 31E fe-DlrslEs (fil7s + 1€ (fidll76) S D 1€ (i)l 6
kez kez

To handle the off-diagonal term, note that estimate (2-16) implies

< Y WAl UDE L

2 .. A
L2 k)l j—k|>2

4 ! | j—f| 2=t 2 2
SAE Y 2V Al il el s

H > EUNEUNE )

(i,j.k)esC

where the sum X’ is taken over triples (i, j, k) € S C for which (J, k) satisfies the maximality assumption
(2-20). It follows that

H S S UNEUNE S| S AP S 2R =IDER 15 £l

(i.jk)eSt Lz ik
1 2
4 3 3
<A (Z ||fk||zz) (Z ||fk||iz) .
kez kez
This implies (2-19) at once, and concludes the proof of the proposition. O

The following L? dyadic cap estimate is a direct consequence of (2-18).

Corollary 2.6. Let p > 1. Then, for every f € L*(R),
oIy o (500 1 ellizo)lLf ey
€z

We now derive a cap bound similar to [Jiang et al. 2010, Lemma 1.2] and [Shao 2009, Lemma 1.2].

Proposition 2.7. Let p > 1. Then the following estimate holds:

wiN

_1 z
||5p(f)||26(R2) <p (sup sup 7176 fllL3/2¢r)) (WA (2-21)

keziciy
for every f € L?(R), where the inner supremum is taken over all subintervals I C I e
Proof. We start by considering the case when f = fi(= f1 Ik')‘ From (2-15), we have

FADYCOTE

1 (2-22)
ly —»'|2

lep ol % [
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Arguing as in as in [Jiang et al. 2010; Shao 2009] we obtain, for every g > 1, that

1_1 1 2
1€ (fi)lLe < (sup 111277 | ficllLay) * Il fiell 2 gy - (2-23)

icIg

For the convenience of the reader, we provide the details. In light of (2-22), we may assume f; > 0.
Normalizing the supremum in (2-23) to equal 1, we may further assume that

/ / kq <1 |1_% for every subinterval I C I}. (2-24)
1

Denote the collection of dyadic intervals of length 2/ by D = {27k, k+1):keZ},andset D:=J ez Dj-
We perform a Whitney decomposition of R?\ {(y, y) : y € R} in the following manner; see for instance
[Dodson et al. 2018, Lemma 10] and [Bégout and Vargas 2007, Proof of Theorem 1.2]. Given distinct
¥,y € R, there exists a unique pair of maximal dyadic intervals 7, I’ satisfying

(v, yhelIxI', |Il=|I'|, and dist(I,1")>4|I|.
Let J denote the collection of all such pairs as y # y’ ranges over R x R. Then

Z 171 () =1 forevery (y,y') € R? with y # y/,
(I,1"ed

and therefore
Se e = D" feaOW) fir(y) forae. (y.y)eR?,
(I,1)ed
where fi ;1= fx1;. Clearly, if (y,y") € I x 1" and (I,1’) €3, then |y — y’| 2~ |I|. From this and (2-22),
we may choose a slightly larger dyadic interval containing / U I’ but of length comparable to || (still
denoted by 1), and it suffices to show that

> : (/fk%,)zéfsz.

1
IeD |]|2

We further decompose fi 1 as

Seax =Y fegn.  where fi g = Tl er.

n+1 3,
nez }

on
mffk (J’)<m

and note that it suffices to establish

1 302
2T ”5( / fkfz,n) s [ gz 2-25)
IeD

for some ¢ > 0 and every n € Z. By the Cauchy—Schwarz inequality,

(/ fk%f,n)z < ([ 720a) ([ o)
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By construction of fi 1 ,, Chebyshev’s inequality, and normalization (2-24),

n+1
/fkln_

for every ¢ > 1 and n > 0. If n < 0O, then the following simpler estimate suffices:

27[
/fk,l,ng 1
1112

Combining (2-26) and (2-27), we conclude

IED|I|(/fk ) <2 Inleszkln

1D

on 2n+l q
%y el fir(y) = — HS — e ;S 27D (2-26)
B g3 2mapr

—27Inljg)2, (2-27)

for some ¢ > 0, from which we get the desired (2-25) by noting that

> [ fia- ZZ/fkl{fpw/z}—/( ) fk(y))dy [ 7

lIeD JEZIED; JEZ:
Si(y)=2n—7/2

This concludes the verification of (2-23). Recalling inequality (2-19), and specializing (2-23) to ¢ = %

yields
1 2 z
1& (N6 < ( sup 11780 fiellarzany) D1 ficlZa + (sup Tl 781 fiell ) S 1711
k ICI kez kez
1 2 z
< (sup sup |16l fiellLar2eny) * 112
keziciy
where the last line follows from Hélder’s inequality. O

In the next section, it will be useful to have the L! version of (2-21) at our disposal, and this is the
content of the following result.

Proposition 2.8. Let p > 1. Then there exist y € (0, 1) such that

1€p ()l Loy Sp.y (zup sup |117211f 1)) 1/ 124 (2-28)
I.

for every f € L?(R), where the inner supremum is taken over all subintervals I C Ip.

The proof below yields y = and is inspired by [Christ and Shao 2012a, Proposition 2.9].
Proof of Proposition 2.8. Set 8 = 1Ep (sl f ||L21 From (2-21) we have
_1 2
sup sup 176 fllLa2¢ry 2 82 11Lf lL2@wy-
kezicip

Then there exist k € Z and an interval / C [ ]: such that

3 27 1 3
5 a 1 2
[ = o111 1
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for a universal constant ¢o (independent of f,4). Given R > 1, define the set E :={y € I:| f(y)| < R}.
Set g:= f1g and h:= f — g. Then g and & have disjoint supports, and ||g||z < R. Since |h(y)| > R
for almost every y € I for which A(y) # 0, we have

3 _1 _1
[ <&t [ < RS By

_1
Choose R satisfying R2 = %008%|1|% ||f||L22(R)' Then

3 3 3 Co,27, .1 3
1t = [ 13 = [0 = 2o%1014 111
Since g is supported on I, Holder’s inequality implies
1 2

gl = e llgllpsrz = 12 fliL2. (2-29)
where ¢ is universal. Since ||g||ze < R, we have (by the definition of R) that

27, 1

g =28 2|17 2| fllL2@m)Lr(y) for almost every y € R,

where ¢ is universal. Together with (2-29), this implies the lower bound

2

1g] _1.27 1 lIgllss 45 1

/Mz/w|_ﬁ TR s s 1 e
1 17 8 2172 fllg2 I/ 12

where c3 is universal. Since |g| <|f]|, it follows that

45 1
382 112 flleewy = gl = 1 iy
Recalling the definition of §, we obtain (2-28) with y = %. ([

3. Existence versus concentration

This section is devoted to the proof of Theorem 1.3. Start by observing the scale invariance of (1-10), or
equivalently that of (1-9). Indeed, if f3(y) := f(Ay), then || fallL2@w) = )t_l/2||f||L2(R). On the other
hand, &,(f3)(x,t) = A=@FH/0g, (£)(x/A,t/AP), and so

_ptd ptl _1
1€ () ls@ey =276 7o 1E(Nswey = A2 1€ (Nl Lsw)-

In particular, given any sequence {a,} C R\ {0}, if { f;,} is an L2-normalized extremizing sequence for
(1-9), then so is {|an|'/? fo(an -)}.
We come to the first main result of this section.

Proposition 3.1. Let { f,,} C L?(R) be an L?>-normalized extremizing sequence of nonnegative functions
for (1-9). Then there exist a subsequence { f, } and a sequence {ay} C R\ {0} such that the rescaled
sequence {gx}, gk = lag |/ fu «(ag +) satisfies one of the following conditions:

(i) There exists g € L*(R) such that g — g in L>(R) as k — oc.

(i1) {gx} concentrates at yo = 1.
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Theorem 1.3 follows at once from Proposition 3.1 and the following result.
Lemma 3.2. Let p > 1. Given yo € R\ {0}, let { f,} C L*(R) be a sequence concentrating at yo. Then

) | fnop * fnop * fnap”iz([@z) 2
lim sup =

< ) (3-1)
n—00 ||fn||22(R) «/§p(p— 1)

If we set fn(y) = e—n(lyI”—Iyoll’—pyo\yoIl’*z(y—yo))|y|(p—2)/6’ then the sequence {fnllfnllZzl} concen-

trates at yo, and equality holds in (3-1).

Convolution of singular measures is treated in much greater generality in the companion paper [Oliveira
e Silva and Quilodran 2019]. Lemma 3.2 is almost contained in [Oliveira e Silva and Quilodran 2018;
2019], and we just indicate the necessary changes.

Proof sketch of Lemma 3.2. Once the boundary value for | - |(?~2)/ b0 x| - |(P=2)/ b0, % | - |(P=2)/ b0,
given in (4-3) below is known to equal the right-hand side of (3-1), the proof for p > 2 follows the exact
same lines as that of [Oliveira e Silva and Quilodran 2018, Lemmas 4.1 and 4.2]. We omit the details.

If 1 < p <2, then the function | - |(?~2)/€ fajls to be continuous at the origin, and an additional argument
is needed. We show how to reduce matters to the analysis of projection measure. Let { f;,} C L?(R)
concentrate at yg # 0. Then

. ||fn0p*fn0p*fnop“iz P21 ||fnvp*fnvp*fnvp”%2
lim sup = |yo] lim sup

n—>00 1fnl§ n—>00 1fnl§

, (3-2)
where v, denotes the projection measure dv, = &(s —|y[?)dy ds. To verify (3-2), consider the interval
J :=1[y0/2,3y0/2]. Then

| fnop * fnop * fnUp”iz | fnlrop * falyop * fnlJUp”iz

lim sup = lim sup
n—>00 1 £§ 2 n—>o0 1 /s
p—21: ||anp*anp*anp”i2
= |yo| lim sup 3
n—oo || fn ”Lz

Here, to justify the first equality, invoke the continuity of the operator £,, and the fact that the sequence
{ fu} concentrates at yo. For the second equality, additionally note that

-2 -2
1 fulsl-17%6 = falslyol e IlL2
1 s 22

From [Oliveira e Silva and Quilodran 2019, Proposition 2.1], the measure v, * vp, * v, defines a continuous

—0 asn — o0.

function in the interior of its support, with continuous extension to the boundary except at (0, 0). Moreover,

for any yg # 0,
2

—1)|yo|P~2

The result now follows as in [Oliveira e Silva and Quilodran 2018, Lemmas 4.1 and 4.2]. O

(vp * vp x vp)(3y0, 3|yol?) =
V3p(p
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The proof of Proposition 3.1 relies on the bilinear extension estimates and cap bounds from Section 2,
together with a suitable variant of Lions’ concentration-compactness lemma, which is formulated in the
Appendix as Proposition A.1. This has two important consequences for the present context, the first of
which is the following.

Proposition 3.3. Let { f,,} C L?(R) be an L?-normalized extremizing sequence for (1-9). Let {r,} be a
sequence of nonnegative numbers satisfying r, — 0 as n — oo and

1+r,
inf / fa )P dy > 0.

neN Ji_,,
Then the sequence { fn} concentrates at yy = 1.
Proof. Consider the intervals J,, :=[1 —r,, 1 +ry,], n € N, and define the pseudometric
o:R\{l} xR\ {1} > [0,00),  o(x,y):= k=K, (3-3)
where k, k' are such that |x — 1| € [2%, 2% 1) and |y — 1| € [2¥,2K"+1). Let R be an integer. Then the
ball centered at x # 1 of radius R defined by p is given by
B(x,R) = {y e R\ {1}:2F"R < |y — 1| <2k TR+1y

Let { ,,} be as in the statement of the proposition. Apply Proposition A.1 to the sequence {| f,,|?} with
X = R equipped with Lebesgue measure, X = 1, the function g defined as in (3-3), and A = 1. Passing to
a subsequence, also denoted by {| f;,|?}, one of three cases arises.

Case 1: The sequence {| f,|?} satisfies compactness. In this case, there exists {x,} C R\ {1} with the
property that for any & > 0 there exists R < co such that, for every n > 1,

/ | ful2>1—e. (3-4)
B(xnsR)

Suppose that limsup,, _,, |x» — 1| > 0. Then, possibly after extraction of a subsequence, {x,} is
eventually far from 1; i.e., there exist No € N, £* € Z such that |x, — 1| > 2¢" for every n > Nj. Let
g:= %inf,, | fx ||%2 ks 0, and choose an integer R such that (3-4) holds. Now,

B(xy,R)={y € R\{l}:zk”_R < |y _ 1| < 2kn+R+1}’

where k, is such that |x, — 1| € [2k»,2kn+1) "and hence B(x,, R) C {y # 1:|y — 1| > 2" =R}, Let
N; > Ny be such that r,, < 2¢" R for every n > Njp. In this case, we have J, N B(x,, R) = &, which is
impossible because our choice of ¢ would then force

1=f|fn|22/ |fn|2+f Ll > 1.
R In B(xnsR)

It follows that x,, — 1 as n — oo and consequently the sequence { f,, } concentrates at yo = 1. Indeed, given
¢ > 0, choose an integer R such that (3-4) holds. Then B(x,, R) C [1 —2kn+RF1 1 4 2kntRE1]\ (11
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where |x, — 1| € [2kn, 2+ 1) and k,, — —o0, as n — 00, so that 2k» T R+1 5 0 as n — co. This forces

142kn+R+1

/1 | fa)Pdy = 1—¢

—pkn+R+1
for every n > 1, which implies concentration of the sequence { f,} at yo = 1.

Case 2: The sequence {| f,,|?} satisfies dichotomy. Let a € (0, 1) be as in the dichotomy condition. Given
& > 0, consider the corresponding data R, ko, pn,; = | fn.; 1% j €1{1,2}, {xn} CR\ {1}, {Ry} C [0, 00).
In particular,

supp(fp.1) C B(xn. R) and  supp(fu2) C B(xn. Rp).

Since R, — R — o0 as n — 00, by Corollary 2.4 we obtain

||5p(fn,1)5p(fn,2)||L3 <Gy ||fn1 ||L2||fn,2||L2’ (3-5)

where C,, = Cp(¢) S 2 P®Rn=R) for some B > 0. In particular, given & > 0, we have C, — 0 as n — oo.
Aiming at a contradiction, consider

1
1Ep(fn — fua = fn2)llLs < Epll fo— (fn1 + fu2) L2 < Epe>. (3-6)

The latter inequality requires a short justification which boils down to the pointwise estimate
(fal = (Sl + 1 f22D)? < fal? = A St + 1 fn2D? L = (1l = (S P+ 1 fn2D] G-

This, in turn, follows from the disjointness of the supports of f, 1 and f; 2, together with the trivial
estimate ||.fu| = (| /.1l +[fn.2DI = [fn] + (| f.1] + |/ 2]). In this way, (3-7) and Proposition A.1 imply

I fal = (St L+ 2D I S N fal? = A fua 2+ 1 a2l <e.
Coming back to (3-6), we have as an immediate consequence that

1
1€p(fu)llLe < Epe? + 1€ (fu,1 + fu2)ll e

Expanding the binomial, using || f,11/z2, || fn,2]lz2 < 1, and Holder’s inequality together with (3-5), we
find that there exists ¢ independent of n such that, for sufficiently large n,

||gp(fn,1 + fn,2)||26 = ”gp(fn,l)”?p + ||5p(fn,2)||16ﬁ +cCy
< ES(Ifanll§ >+ I fa2ll32) +cCa
fE:((Ol+8)3+(1—0l+8)3)+ccn. (3-8)

This implies, for every sufficiently large n,
1 1
€5 (fu)lls < Epe? + (Ef((@+€)° + (1—a +¢)°) +cCy)e.
Taking n — oo, and recalling that { f,,} is an L2-normalized extremizing sequence for (1-9), we find that

E, <Epe? + Ep((a+¢)° + (1 —a+6)%)s
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for every & > 0. Taking ¢ — 0 yields 1 < a3 + (1 — )3, which is impossible since € (0, 1). Hence
dichotomy does not arise.

Case 3: The sequence {| f,|?} satisfies vanishing. In this case,

lim sup | fa()?dy =0

=0 rez /zk—R§|y—1|§2k+R+1
for every integer R < oco. In particular, for fixed k € N, we have
lim | a0 dy =0. (3-9)
00 Jo—k<|y—1|<2k

Set fn,1:= falp—o— 1421 and fn2:= falgy_q52ky- Since || fu — fu1 — fa2llp2 > 0asn — oo
it follows that {f; 1 + fu.2}n is also an extremizing sequence for (1-9) for each k € N. This new
sequence splits the mass into two separated regions, and so we expect to reach a contradiction if
limsup, _, o || fn,2llz2 > 0, just as in Case 2. Set ot := limsup,, _, ”f"»2”22 (recall that f, » depends
on k), and note that {o } is a constant sequence. Indeed,

[ hore = 0P+ [ AOEd G-10
ly—1|=2% ly—1]=2k+1 2k <|y—1]|<2k+1
and from (3-9) with k + 1 instead of & we have

lim | fu()*dy = 0.

n00 Jok <|y—1]<2k+!

Taking limsup,,_, o, in (3-10) yields ax; = o for every k € N. An argument analogous to that of
Case 2 (starting from (3-8)) shows that there exist 8 > 0 and a sequence {Cy}, 0 < Cx S 27P% - 0 as
k — oo such that

1< ai +(1—ay)®+C forevery k € N.

Since o = « is constant, we may take k — oo in the previous inequality and obtain 1 < o3 + (1 —a)3.
Since « € [0, 1], necessarily o € {0, 1}. We claim that o = 0. For any k > 1, the support of f, » is disjoint
from the interval J, if n large enough. Thus
Unalo <= [ 15P<1-int [ 150

I neN J,

and therefore
cxfl—inf/ | ful? < 1.

neN Jn

We conclude that o« = 0, as claimed. Finally, we show that vanishing implies concentration at y = 1. Since

1= ||fn||%2 = ”fn,l”iz + ||fn,2||i2 +on(l) = ||fn,1||iz +on(l) = ||fn1[1_2—k,1+2—k]||iz +on(1),

we find that, for every k € N,

1427% 5
1im/ o) dy = 1.
1—2—k

n—>oo

This implies that the sequence { f,} concentrates at yo = 1.
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To sum up, we proved that any sequence { f,} as in the statement of the proposition does not satisfy
dichotomy, and that if it satisfies compactness or vanishing, then it concentrates at yg = 1. Thus the proof
is complete. O

As a second application of Proposition A.1, we prove dyadic localization of extremizing sequences,
after rescaling. We take X = R, X = 0, and use the dyadic pseudometric

0: R\ {0} x R\ {0} — [0,00), o(x,y) := |k K|, (3-11)
where this time |x| € [2%,25%1) and |y| € [2K', 2K +1). In this case, if R is an integer, then
B(x. R) ={y € R\ {0}: 27K < |y| <2FFFH1y,

Proposition 3.4. Let { f,} C L?(R) be an L?-normalized extremizing sequence for (1-9). Then there
exist a subsequence { fp, }, a sequence {ay} C R\ {0}, and a function © : [1, 00) — (0,00), O(R) — 0
as R — oo such that the rescaled sequence {gr}, gk ‘= |ak| 1/2fnk (ag -), satisfies

||gk||L2([_R,R]c) <O(R) foreveryk>1and R>1. (3-12)

This proposition will provide the input for the suitable application of the Brézis-Lieb lemma, which is
formulated in the Appendix as Proposition B.1.

Proof of Proposition 3.4. Let { f;} be as in the statement of the proposition. In view of Corollary 2.6,
there exists £, € Z such that || f, ”Lz(IZ y Zp L, if n is large enough. Setting g, := 26n/2 f,(2% 1), we
then have

lgnllzzcrg) Zp 1 (3-13)

for every sufficiently large n. Using Proposition A.1 with the pseudometric (3-11), we obtain a subsequence
{18ns |2} that satisfies one of three possibilities. Because of (3-13), vanishing does not occur. The argument
given in Case 2 of the proof of Proposition 3.3 can be used in conjunction with Corollary 2.2 to show that
the sequence {|gn, |?} does not satisfy dichotomy either. Therefore it must satisfy compactness. Thus,
there exists a sequence {Nj} C Z such that, for every k > 1 and ¢ > 0, there exists an integer r = r(¢)
for which

2
dy>1-—e.
/2Nk_r§|y|§2Nk+r+l lgx(|7dy =

Because of (3-13), the sequence { Ny } is bounded, supy - | Ng| =:ro < 0o. By redefining r as r +ro + 1,
it follows that

/ lgx(M)?dy > 1—¢ forevery k > 1. (3-14)
27" <|yl=2"

Defining the function

6(R) := sup / ge () dy.
k>1J{R-1<|y|<R}C
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R — 6O(R) is a nonincreasing function of R which is bounded by 1 and, in view of (3-14), satisfies
0(R) — 0 as R — oo. By construction,

/{R | <ly|<RIE lgx(¥)|?dy <O(R) foreveryk >1, R>1,
“I=lyl=

which implies (3-12) at once by taking ® := 91/2, O
We are finally ready to prove Proposition 3.1.

Proof of Proposition 3.1. Let { f,} be as in the statement of the proposition. Apply Proposition 3.4 to
{ fn}, and denote the resulting rescaled subsequence by {g,}. From the L! cap estimate (2-28) we know
that, for each sufficiently large n, there exists an interval J, = [s, — Fy, Sy + '], contained in a dyadic
interval® [2Kn  2%n+1] such that
[ tenl = clnl?
In

for some ¢ > 0 which is independent of n. By the Cauchy—Schwarz inequality,

lgnllz2cs,) = ¢, (3-15)

and so estimate (3-12) implies the existence of C > 0 independent of n, such that C~1 < |s,| < C.
Rescaling again, we may assume s, = 1 for every n.

If r* :=liminf,— | J»| > 0, then passing to the relevant subsequence that realizes the limit inferior
we have

1+2r* 142r*
[1 gn(y)dy=/ |gn<y)|dyz/J PREN

—2r* 1-2r*

provided 7 is large enough to ensure J, C [1 —2r*, 1 4 2r*]. Therefore any L2-weak limit of the
sequence {g5} is nonzero. Here we used the nonnegativity of the sequence {g5}. By Proposition B.1, we
conclude that there exists 0 # g € L2(R), such that possibly after a further extraction, g, — g in L?(R),
as n — oo. In other words, (i) holds.

It remains to consider the case when |J,| — 0, as n — co. In view of (3-15), Proposition 3.3 applies,
and the sequence {g,} concentrates at yo = 1, i.e., (ii) holds. This finishes the proof of Proposition 3.1
(and therefore of Theorem 1.3). O

4. Existence of extremizers

In this section, we prove Theorem 1.4. The basic strategy is to choose an appropriate trial function f for
which the ratio from (1-10),

”fap * fGP * fGP||1242(R2)

; 4-1)
171820

®p(f) =

30r its negative, but in that case we replace fj, by its reflection around the origin.
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can be estimated via a simple lower bound. We will give different arguments depending on whether
1 < p <2or p > 2, which rely on distinct choices of trial functions. This can be explained by the
different qualitative nature of the 3-fold convolutions wv, * wv, * wv, in the two regimes of p; see
Figure 1. Here, and throughout this section, dv, = §(s —|y|?) dy ds denotes projection measure on the
curve s = |y|?, and the weight is given by w = |- |?~2/3, Note that dop, = Jw dv,.

The following analogue of [Oliveira e Silva and Quilodran 2018, Proposition 6.4] holds for 3-fold
convolutions in R?.

Proposition 4.1. Given p > 1, the following assertions hold for wv, * wvp * wWvp:
(a) It is absolutely continuous with respect to Lebesgue measure on R2.
(b) Its support, denoted by E,, is given by
Ep={(. 1) eR? 23777} (4-2)

(¢) If p = 2, then its Radon—Nikodym derivative, also denoted by wvy, * wv, * wvy, defines a bounded,
continuous function in the interior of the set E,. If 1 < p < 2, then wv, * wv, * wv, defines a
continuous function on the set

Ep:={(£,7) eR?>:317PIg|P < ¢ <217 P|g|P}.
(d) It is even in &, that is,
(Wvp * wWyp * WYp) (=&, 7) = (WYp * WYy * WVp) (&, T)
for every £ € R, T > 0, and is homogeneous of degree zero in the sense that
(Wvp * WYy * WVp)(AE, AP 1) = (wyp * wyp xwVp) (€, T) forevery A > 0.

(e) It extends continuously to the boundary of E,, except at the point (§, T) = (0, 0), with values given by

(wp * wvp * wp) (6,377 |§]7) =

21
e ) 4-
Jipr—1) ifE€#0 (4-3)
Proof. For p > 2, the result follows from Proposition 2.1 and Remark 2.3 of [Oliveira e Silva and
Quilodran 2019]. If 1 < p < 2, then the weight w is singular at the origin, and an additional argument is
required in order to establish parts (c) and (e) (as the others follow from [loc. cit.]). Note that part (e)
also follows from [loc. cit.] after we verify (c), and so it suffices to show the latter.

Let ¥ = |-|?. From [loc. cit., Remark 2.3], the formula
1 1 1 232
Eta(w) +w)| |36 —aw| |36 —aws]|) 3
(wvp *x wvp x wrp)(§,7) = /Sl & (1 QS) + (w2 £3) ) dil(w,w), 44
4 T

where
W; (5. 7. 01, w2) = VY (36 + aw1 +awy) = VY (3 —aw;), =12,
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holds on E p, provided that the function W defined by

W(E w1, 02) = (|36 + a(w1 + 02)| |36 —awr | |36 —Olwz\)pT 4-5)
is continuous in the domain of integration. Here a)f + a)% = 1, arc-length measure on the unit circle S!
is denoted by u, and the function o = «(&, T, w1, w>) is implicitly defined by

‘%E + a(wy —i—wz){p + |%S—o¢w1|p + }%E—awz}p =1

see [Oliveira e Silva and Quilodran 2019] for details. It follows that

|36+ a(wr —|—a)2)}p + |48 —aa)l‘p + ‘%S—awz‘p <27PgP,
provided (£, 1) € E p. On the other hand, if %E —oaw; = 0, then convexity of ¥ implies

126 +aws|” + |36 —aws|” = 2177 |7,
and similarly if %S —awy = 0, while if %5 + a(w1 + wy) =0, then
116 —aw|” + |36 —aws|” 2 2177|238 —a(w) + w2) |7 =217

It follows that none of these three terms can vanish in a neighborhood of any point (£, 7) € E p» and therefore

W is continuous there. Thus identity (4-4) holds, and this concludes the verification of part (c). O

The boundedness of wvj, * wv, * wv, provides an alternative way towards estimate (1-10) via the usual
application of the Cauchy—Schwarz inequality, at least in the restricted range p > 2. Moreover, identity
(4-3) and the argument in Lemma 3.2 together imply that the corresponding optimal constant C, satisfies

C; > 2—”’
Vap(p-1)
which should be compared to (1-13).

4A. Effective lower bounds for Cp,. We start by examining a simple lower bound, which is the analogue
of [Oliveira e Silva and Quilodran 2018, Lemma 6.1] for 3-fold convolutions in R2.

Lemma 4.2. Given a strictly convex function ¥ : R — R and a nonnegative function w : R — [0, 00),
consider the measures dv(y,s) = 8(s —W(y))dy ds and do = J/w dv. Let E denote the support of the
convolution measure v x v x v. Given A >0, a € R, let f} ,(y) := e~ AMYD+aY) Jiyy(y). Then

/a0 % f1.a0 * 10022y rallSoge
1 /a2y = T e 2KGrab) dE de

forevery f; 4 € L?(R) such that J2.a0 * f2,a0 * fa,40 € L?(R?).

(4-6)

The proof is entirely parallel to that of [Oliveira e Silva and Quilodran 2018, Lemma 6.1]. Note that
(4-6) implies
Ifo % fo* 012 _ | frall$2 e

sup > sup — )
0+#£ f€L2(R) ”f ng(R) A>0,a€R fE e2A(z+ad) dédr

(4-7)
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Specializing Lemma 4.2 to the case of the measure o, with the natural choice of trail function f(y) =
e 171y |(P=2)/6_ 4 quick computation yields

4T
#. (4-8)

This lower bound is good enough to establish the strict inequality (1-13) in a range of p that includes
the cubic case p = 3 but not the quartic case p = 4, so we have to refine it. For the above choice of
trial function, the corresponding ratio (4-1) can be expanded as an infinite series with nonnegative terms,
whose coefficients are given in terms of the Gamma function and whose first term equals the expression
on the right-hand side of (4-8).

Proposition 4.3. Let p > 1 and f(y) = e 121”7 |y|(P=2/6 ¢ L2(R). Then

317 p2r " k-1
%(f)=#2(4 n+ 124" 1(};}(3,’@)(”2” )12k<p)) (4-9)

where the coefficients {I,;(p)}k>0 are given by expression (4-15) below.

The proof will make use of the classical Legendre polynomials, denoted by { P, },>0, which constitute
a family of orthogonal polynomials with respect to the L2-norm on the interval [—1, 1]. Explicitly, they

are given by*
n+k—1

Pn(f)zzni(Z)(T)’kv l<r<l, (4-10)

k=0
from where one checks that (P, Py);2 = (2/(2n 4+ 1)) § (n = m); see [Stein and Weiss 1971, Corol-
lary 2.16, Chapter 4]. See also [Carneiro and Oliveira e Silva 2015; Christ and Shao 2012a; Foschi
2015; Gongalves 2019; Negro 2018] for earlier appearances of Legendre and other families of orthogonal
polynomials in sharp Fourier restriction theory.
Proof of Proposition 4.3. Start by noting that the function f(y) = e~1”|y|?=2/6 coincides with
e~ " /w(§) on the support of 6. Using this together with parts (b) and (d) of Proposition 4.1, we obtain

2 - 2
| fop * fop * foplly = lle F(wvp * wup *Wvp)ll72

31—=1/pg1/p
/ /31 1p1/p _Zt(va*va*w"p)z(é,f)dfdr
T
31-1/p
[ / =2 (v % wvp * wVp)(r7 A, 7) dA dr
31— l/p
31-1/p
= (/ ‘[P -2t d[)/ (va*va*va)Z(A’ 1) d/\,
0 —31-1/p
3171 (L)
=l—p/ (Wvp * WYy * WVp) (31 p[ 1)dr. 4-11)
p2

4Recall that the binomial coefficient (2‘) ==a(e—1)---(¢—n+1)/n!is also defined when o ¢ Z.
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On the other hand,
1

- o _ p=2 237 3p p+1
1712 = [Py ay =2 [Ty a2 0 (20w
0

Given t € [—1, 1], define g, (¢) := (wvp * wyp * va)(31_1/pt, 1). Expanding g, in the basis of Legendre
polynomials,

wiN

o0

1 ! 2
2
”gl’”LZ([—l,l],dt) Z ||Pn||L2 (/ . gp(t)Pn([) dl)

Sy (EEN ).

where the last identity follows from (4-10), the normalization || P, ||? 72 =2/(2n+1), and the fact that g is
an even function of . We proceed to find an explicit expression for the moments 7, (p) := f L &p() " dr.
Given b € R, we compute

/ e~ PO (v, x wyp, * wy) (€, T) dE dT

31=1/p

// 117_’ebrl/p)‘(va*va*va)(k,l)d/\dr
31—1/p

(1-5)@en+1) 20
3 b g 2n+
- ; 2n)! (/0 o

0 L(1-1)@2n+1);2x
3(1-5 b2 +1 (20 +1
F( )IZn(p)-

' (2n -1
(wvp * wvp *wWvp)(3™ 7t,1)dt
-1

; @) p (4-13)
This Laplace transform can be alternatively computed as
3
/ e_(’_bg)(va * WYy ok wWop) (£, 7)dédr = (/ e—lylpeby|y|pT2 dy)
R2 R
o0 2 3
- (Z 267" /ooe‘ypyp;z“” dy)
= 2mtJo
00 3
2b%" _(p+1+46n
- (X e () R
n=0
Equating coefficients of the same degree, we obtain
k +1+6k +1+6 +1+6(n—k—m)
= g e )
n 3(1—%)(2n+1)p2(2n + I)F(2n+1 k p Rt (2k)! 2m)! 2(n —k —m))!
(4-15)

Identity (4-9) follows at once, and the proof is complete. O
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_p=
_p=
p:
p=11
p=12
0.0 0.2 074 06 0.8 10r
——p:=%
——p==%
pP=3
ooF 1 L L L
02 04 06 0.8 1.0t

Figure 1. Plots of the functions g, n (), appropriately normalized so that they are
closetolatt =1 for p € {3,4,5,10,11,12} and p € {%, %, %} For p € {3,4,5} and
pE {%, % %} we used N = 10, for p € {10, 11, 12} we used N = 15.

Remark 4.4. From the preceding proof, we have the following approximating sequence {g, N }N>0
for gp:

al 2 ony n+k—1

. 2n—1 —2
gr.N (1) =) (4n+1)2%" (Z(Zk)( o 2)12k(17)) Pan(1), —l<r<l.
n=0 k=0
This was used to construct Figure 1. They correspond to approximate graphs of wv, * wv, * wv, on the
region {(£,1):0 < & < 3171/P} for different values of p. By homogeneity, the full picture on R can be
obtained from these graphs. Figure 1 (top) indicates that, for large p, the function g, (#) becomes small as
t — 0. The function (wv, *wv, *wvp)(§, T) should then be small near the t-axis, unlike the case of small

values of p. This suggests that extremizing sequences may concentrate at the boundary if p is large enough.

4B. Proof of Theorem 1.4. We consider the case p > 2 first. From Theorem 1.3 and Proposition 4.3, it
suffices to show that there exists N € N such that

31—%pzr(%) N ot (2 k- 5 .
W};M”H)Z (Z(zk)( 0 >I2k(1’)) > ooy &1

k=0

where the coefficients I, (p) are given by (4-15). The range of validity of (4-16) can be estimated by
performing an accurate numerical calculation. Taking N = 15, one checks that inequality (4-16) holds
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for every p € (2, po), where pg € [4, 5] and can be numerically estimated by po ~ 4.803, with three
decimal places. Increasing the value of N does not seem to substantially increase pg.

If 1 < p < 2, then inequality (4-16) fails (for every N € N). Incidentally, note that if p = 2, then the
left- and right-hand sides of (4-16) are equal (for every N € N) since the 3-fold convolution of projection
measure on the parabola is constant inside its support; see [Foschi 2007, Lemma 4.1]. We are thus led to
a different trial function. For n € N, define

Fa(y) = e 2017 =Py =% 4-17)

In light of Lemma 3.2, the sequence { f, | f» ||Zzl} concentrates at yop = 1. Passing to a continuous
parameter A > 0, Lemma 4.2 yields the lower bound

[FAR
®)
@y (f1) >
—A(z—pé)
pre =P8 dE dr

= d)P (A')7
which we proceed to analyze. Since

2 % AP —py) |y 252
”fA”Lz(R) = e ly[773 dy,
—0oQ0

/ e~ H(T—pf) de dr = /oo APt (/Oo e A dr) de = l /m e—)&(31—p|€|"—p§) dg,
Ep —o0 31-n|g|p AJ-co

we have

(> e—x(lyl”—py)|y|—2%” dy)3

_ —Oo0
¢p(A) =4 [ MG =00 g

In view of (4-7), we have Cp6 > ¢p(A) for every A > 0. Therefore it suffices to show that ¢, (1) >
27/ (¥/3p(p — 1)), provided A is large enough. This is the content of the following lemma, which we
choose to formulate in terms of the function g, (1) := ¢p(A71).

Lemma 4.5. Let p € (1,2). Then

lim g,(0) = — 2" (4-18)
A—0F o= V3p(p— 1)’

oy T2=p)@2p—1) ]
xlirf)i‘ppm_ 9V3p2(p—1)2 " 19

In particular, if A > 0 is small enough, then ¢, (A1) > 27 /(V3p(p—1)).

Note that (4-18) follows from Lemma 3.2, but we choose to present a unified approach that establishes
both (4-18) and (4-19).

Proof of Lemma 4.5. Rewrite ¢, in the equivalent form
(f°° e—l(lylp—l—p(y—l))|y|—2%" dy)3

_ —0O0
Pp(A) = A s e—A317r(y|P=37—p37=1(y=3)) q)
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Define real-valued functions y — a(y) and y — B(y) via®
PP =1=po -1 =(5) =D +at-1), (4-20)
1P =37 p3rt(y=3) = 372(£) (v =32 + By - 3)).

By the binomial series expansion, if |y| < 1, then

-2 -2)(p-3
a(y) =5 PP ey (4-21)
pP=2 53 (P=2)(p-3) 4
= e 4_22
PO) =3y 3 (4-22)
One easily checks that | (y)| — oo and |8(y)| — oo as |y| — oo, and

lim Aa(A~Zy) = lim AB(A"2y) =0 (4-23)

A—00 A—00

for each y € R. We also have

P_1— -1 _ ~ B
/CXP(—A|y| p(y ))|y|—23p dy =)L_£/e_yze_’m(k 1/2y)|1 +A_%y|_2Tp dy’
R

(3) R

/ exp(_x31"’(|y|” - 31’p—p31"1(y —3))) dy =3
R (2)

D=

= / e e 3B gy
R
and consequently

] ( 7 ) - 5 (fR e_yze_mu_l/zy)ﬂ +A_%y|_2_Tp dy)3
14 = .
r=0) V3p(p-1 Jper2e 3D 0 gy

For bookkeeping purposes, set

1/2

3
Ap(h) = ( / A i Gl B R dy) and B,(A) = / e384y
R R
We now analyze each expression. Recalling (4-22), the numerator A, (1) is seen to satisfy
-2)(2p—1 3
Ap(4) :”%(l_%-i- 0(1—3)) as A — oo. (4-24)

Since binomial series expansions are only valid inside the unit ball, this step requires some care which
we now briefly describe. Split the integral defining 4, (A) into three regions,

1 _g 4 oo 1 2
5 2 —1/2 —
Ap(0) = (/ +/ s +/ﬁ)e_y AT N 4 A7y 7S dy = T+ T4 I
> -2 2

>Note that a(y) = 372(3y).
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and estimate each of them separately. The main contribution comes from the integral IT =II(1). Appealing
to (4-21) and to the binomial series expansion, we have
(r—2)?

(P=2)(p-3),_ _ _3
e 1y4+TA 16+ 0,(172),

(p_2iép_5)k_1y2 + Oy(k_%)

uniformly in y € [-+/A/2, v/A/2]. From this one easily checks that
1(p=2)@p-1)
144

Matters are thus reduced to verifying that the contributions from I and III become negligible as A — oco.
On the region of integration of I = I(1), the factor |1 + A~1/2y|~(2=P)/3 has an integrable singularity at
y= RES Recalling the definition (4-20) of the function «, and changing variables AT1/2 Y ~> X, we

-2
exp(—Aa(A2y) = 1= Fo=072)

_1 _2-p -2 1
a2y =1 By 4

MA) =72 +7 Al o).

have

_1
1) =2t [ 7Ty g,
—OoQ

Invoking the elementary inequality |1 + x|? — 1 — px %, |x|?, which is valid for every x < —% and
1 < p <2, we may use Holder’s inequality together with the local integrability of x — |1 + x|_(2_1’)/ 3
in order to bound

I(A) = 0p(AZ exp(~CpA))

for some C, > 0. The contribution of III(A) is easier to handle because no singularity occurs on
the corresponding region of integration. This concludes the verification of (4-24), which can then be
differentiated term by term because there is sufficient decay. Therefore

3(p—2)2p— )2
144 ’

lim A4,() =73 and lim —A>4, (1) =
A—00 A—o00
On the other hand, using the binomial series expansion (4-22) we obtain

1
AL((3)\? p—2._1 (p—2)(p-3),_ (p—2)7% _ _3
() 125D

(l/\) 1/2, %(%)&) 1/2], so that an argument similar to that for 4, (1) gives

uniformly in y € [—% 3

1
1, @=2)@p—Drn> -3
By(\) =72+ i +0(A72),
1
' ' , (P—2)2p—Dr2
Jim_ Bp(A)=m2 and Algmm—szé(k)z 144 '
We conclude
2 2
lim A) = lim A) = lim = :
e () = lim ¢, (1) x—>oo¢p(p(p—1)) V3p(p—1)
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To address (4-19), note that

_ -2 -1 . R B 2
gp(1) ==A72g507"). andso lim g} (h) = lim ~22¢} (3.

Therefore
im 24 (¢( 2% )): 2 (_3(p—2)(2p—1)_(p—2)(2p—1)):Jr(2—p)(2p—1)
A0 P\p(r-1)) " Bp(p—-1) 144 144 18v3p(p—1)

which readily implies (4-19). This completes the proof of the lemma (and therefore of Theorem 1.4). [J

4C. Improving py. In view of the results from the last subsection, it is natural to let the functional ®,,
defined on (4-1) act on trial functions f(y) = e~ Y17 |y|(P=2/6+a for different choices of a.® By doing
s0, the value pg ~ 4.803 can be improved. We turn to the details.

Set k := |- |(P=2)/3%a and note that

(kv * KVp * KV ) (AE, AP T) = A3 (kv * Kvp % kvp) (£, T)  for every A > 0.

Reasoning as in (4-11) and (4-12), one checks that

31 pr(1+6a)
||f0p*f0p*fap||i2(R2) = W(l—i—&z)/ (kvp * KVp % KVp) 231~ pt 1) dr,
P

2N (p1+6
D p a

1 1250 = F( )
L2(R) ) 317

Given t € [—1, 1], define h (1) := (kvp * kKVp * Kl)p)(31_1/p[, 1). Expanding £, in the basis of Legendre
polynomials,

n
2 An—1 2n n—+k— 2k
”hP”LZ([—l,l],dt) = E (4n + 1)27"~ (kE (Zk)( n h (D)t dt .

n=0 =0

We proceed to find explicit expressions for the moments I, (p, a) := f_ll hp(t)t" dt. Given b € R, we
compute as in (4-13) and (4-14)

o (1-L4)@n+1)12n
3(1-3 b2n 2n4143a [ 2n+143a
—(t—-bé) _

e (kvp*kvp*kvy)(E,7)dEdT = E F( )12 (p,a)

/Rz prEIRTR o (2n)! p "

B i 207" (pH1+6n+3a))’
- = p(2n)! 3p '

Equating coefficients as before, we find that the moment /5, (p, a) equals

_1 k —k—
3~ (1 )(2n+1)23(2n)' Xn: nXI:c F p—l—l—;; +3a)F(p+1—261)m+3a)r(p+1+6(n3p m)+3a)
p2(2n+1+3a)T( 2"+1+3a ) = = k) 2m)! 2(n — k —m))!

®Note that L2-integrability forces a > —(p + 1)/6.
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This implies

31—% 21—~ 1+6a n k 2
Op(f) = 23F(];+1(+6a))(1+6a)2(4n+1)24” 1(2(312)(’”2;4 )Izk(p,a))

k=0

and consequently the following lower bound holds for every N > 0:

31—i 21 (1+6a)

Iz n k 2
Dp(f) = 3F(€’+1+6“)3 (14 6a) Z(4n—|—1)24n 1(;(32)("4-2” )Izk(P’a))

one can establish a lower bound that beats

By numerically evaluating this sum with N =15 and a = 15,
the critical threshold 27/ (+/3p(p — 1)) for every p € (2, p1), where p; & 5.485 with three decimal
places. One further observes that the lower bound for small values of a > 0 is larger than that for a = 0,
strongly suggesting that the original trial function y — e~?1”|y|(?=2/6 might nor be an extremizer in
that range of exponents.

5. Superexponential L2-decay

This section is devoted to the proof of Theorem 1.5. We follow the outline of [Erdogan et al. 2011; Hundert-
mark and Shao 2012], and shall sometimes be brief. The Euler—Lagrange equation associated to (1-9) is

EXEp (N DIENC DY) = AS; (5-1)

see [Christ and Quilodran 2014, Proposition 2.4] for the variational derivation in a related context. The
following 6-linear form will play a prominent role in the analysis:

3
Q(f1, f2, f3: fa, 5, f6) := /RZ [T (N 0E(fj+3)(x, 1) dx de.
j=1
An immediate consequence of (1-9) is the basic estimate

6
1Q(fr1. fa f. far S5, S S [ 13 2y (5-2)

j=1

The form Q can be rewritten as
Q(fl’fZ’f3af4»f5»f6)=/ Hfj(yj)b’jl 5 Fraa(ianlyial 5 8@(y) 8(B(»)) dy,

where y = (y1,..., ys) € R® and
a(y) = [y1|? + |y21? +1y3” —yal? —|ysl? —|ysl?,
B(y):=y1+y2+y3—Ya—ys— Ve

We will also consider the associated form

K(fl? fz? f3’ f4’ f5’ f6) = Q(|f1|’ |f2|v |f3|’ |f4|’ |f5|7 |f6|)7
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which is sublinear in each entry. Clearly,

|Q(f1. f2. f3. fa. f5. fo)| < K(f1. f2. f3. fa. f5. f6): (5-3)
6
K(fi fa f3 fas fso ) S T 1 l2y- (5-4)
j=1

Let us now introduce a parameter s > 1, which will typically be large. If there exist j # k such that f; is
supported on [—s, s] and fy is supported outside of [-C's, Cs] for some C > 1, then estimate (5-4) can
be improved to

—1

6
K(fi. fo. fo. fa S5 f8) S €75 T 1 l2my. (5-5)
j=1

in accordance with the bilinear estimates of Corollary 2.2. Introducing the weighted variant

6
Kot fo fo forfs f0:= [ €00E-2000 T s loy 2 8(ats) 8B ay.
j=1

one checks at once that

K€ f1,e7C 5,76 f3,67C fa,e7C f5.67C f5) = KG(f1, fo. f5. far f5, fo)- (5-6)

Given u, € > 0, define the function

ulyl?
1 +¢ly|P’

The same proof as [Hundertmark and Shao 2012, Proposition 4.5] yields

KGu,g(fla f25 f37 f49 fS, f6) S K(fl’ f2’ f3’ f41 f5’ fﬁ)’ (5_8)
see also Remark 4.6 of that paper. Split f = f< + f~ with fs = fl[_sz 521G and define

1/ .o = le@ foll o
Definition 5.1. A function f € L?(R) is said to be a weak solution of (5-1) if there exists A > 0 such that
Q. [ ./ [ ) =Mg. f)2 forevery g € L*(R). (5-9)

Note that if f extremizes (1-9), then f satisfies (5-9) with A = E 1? .f ||22. The following key step
shows that for some positive u, the quantity || f|| s, is bounded in & > 0.

Gue(y) = (5-7)

Proposition 5.2. Given p > 1, let f be a weak solution of the Euler—Lagrange equation (5-1) with
| fll 2 = 1. If s > 1 is sufficiently large, then there exists C < oo such that

5
M Ng=2r g <01 S g2 g +C SN 12y, + 02(D). (5-10)
=2

where for j € {1,2} we have 0; (1) — 0 as s — oo uniformly in &. Moreover the constant C is independent
of s and ¢.
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Proof. We start by introducing some notation. Let G := G, ¢ be as in (5-7). Let h := €O f, hs=eY £,
and h< := h — h~. Further split f« = f« + f< and h< = hg + h~, where f« = f1[_; and
h« :=eY f«. Since f satisfies (5-9), we have

MeC foll2s = 1e?C fo, fodpo =Me* fo, f12= 0 C for £ f £ £ f)
=0 hs, f. fi fi £, f)=0(h>,e Oh, e Oh, e Ch,e Ch,eCh)=: 0g.
It follows from (5-3), (5-6), and (5-8) that |Qg| < K(h>,h,h,h,h, h). Writing h = h< + h~, the

sublinearity of K implies

/ "
|QG| S K(h>7h<9h<9h<ah<ah<) + (Z +Z )K(h>7hjzvhj37hj4’hj5’hj6)’

where the first sum, denoted by By, is taken over indices j», ..., je € {>, <} with exactly one of the j;
equal to >, and the second sum, denoted by B», is taken over indices j», ..., jg € {>, <} with two or
more of the j; equal to >. We estimate the three terms separately. For the first one,

A:= K(h>,h<,h<,h<,h<,h<) < K(h>,h<<,h<,h<,h<,h<) + K(h>,h~,h<,h<,h<,h<)
_p=1
Slhsll2G776 a2 + Ih~lL2) 1h<ll7 2,
where we made use of the support separation of /4~ and h« via (5-5). Since || f||;2 = 1, the estimates
lh<lze S ™™ Nl S ™", and vl e | £l

hold and therefore
_pr—1 P_2p 2p
A s lp2(s™76 ST 4 £ 2)e

The terms By, B, can be estimated in a similar way. One obtains
5
_p—1 _g2 2 2
B S o™ e e and By 5 sl 3 I )
(=2
The result follows by choosing p = 5727 and noting that || |/ 2 — 0, as s — oo. O
We are finally ready to prove that extremizers decay superexponentially fast.

Proof of Theorem 1.5. Let f € L? be an extremizer of (1-9), normalized so that || f||;> = 1. Then f
satisfies (5-9) with A = F If . Note that the function (s, &) = || f'||;—2» 5 ¢ is continuous in (s, &) € (0, 00)?
and, for each fixed ¢ > 0,

1S ls=2p 56 = 1€95727¢ f1_ o apcllzz =0 as s — oo (5-11)
Let C be the constant promised by Proposition 5.2, and consider the function

H®w):= %/\U—C(v2 + 03+ vt +0°).
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In (5-10) choose s sufficiently large so that 01 (1) < %)& for every ¢ > 0. This is possible since 01(1) — 0
as s — oo uniformly in &€ > 0. Consequently,

H(|| flls~2» 5,¢) < 02(1) forevery & > 0.

In view of (5-11), and the facts that H(0) =0, H’(0) > 0, and H is concave on [0, 00), we may choose
s sufficiently large so that sup,..o 02(1) < H(vo) and || f'||~2» 51 < vo, Where 0 < vg < v; are the two
unique positive solutions of the equation

H(vj) = %maX{H(v) 1v >0},

By continuity, || f||s—2» 5, < vo for every ¢ > 0. The monotone convergence theorem then implies

[/ ls—27 5,0 < vo < 0o, which translates into
T e @,

Letting 1o := s 2P, where s is large enough so that all of the above steps hold, we have thus proved the

first part. For the second part, note that, for every u € R, the function

e”“lxlf(x) — eHlxl=rolx]” .euo\xl"f(x)

belongs to L2(R), since the first factor is bounded (here we use p > 1) and the second factor is, as we
have just seen, square integrable. The result then follows from the Paley—Wiener theorem as in [Reed and
Simon 1975, Theorem IX.13]. O

We finish with two concluding remarks. Firstly, the argument can be adapted to the case of extremizers
for odd curves treated in the next section. Secondly, an interesting problem is whether extremizers are
smooth (and not only their Fourier transforms). This question has been addressed in the context of the
Fourier extension operator on low-dimensional spheres in [Christ and Shao 2012b; Shao 2016b], but we
have not investigated the extent to which their analysis can be adapted to the present case.

6. The case of odd curves

In this section we discuss the necessary modifications to establish analogues of Theorems 1.3 and 1.4 for
odd curves. In general terms, the analysis is similar, but the existence of parallel tangents requires an
extra symmetrization step. Estimate (1-15) can be rewritten as

1Sp () Lew2) = Opll fll 2wy (6-1)
where the Fourier extension operator on the curve s = y|y|?~! is given by

Sp(f)(x.1) = / 1 56 1) dy. 6-2)

Given a real-valued function f € L?(R), denote the reflection of f with respect to the origin by
f:= f(—"). One easily checks that

Sp(f)(x,1) = Sp(f)(—x,—1) = Sp(f)(x, 1),
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where the bar denotes complex conjugation. In particular,

I1Sp ()Sp(@) Lz = 1Sp(fISp (D)3

and so functions f, g supported on intervals / and —1I, respectively, are seen to interact in the same way
as if they were both supported on /, unlike the case of even curves. In this way, one is led to symmetrize
with respect to reflection. This has already been observed in the case of the spheres S! [Shao 2016a]
and S? [Christ and Shao 2012a]. Symmetrization on S? has been efficiently handled via §-calculus in
[Foschi 2015]. The same method can be applied to the present case, but we choose to present a different
argument which does not rely on the underlying convolution structure.

Lemma 6.1. Let p > 1 and f € L*(R). Then

1Sp () |6 (m2) ISp (&)1l L6 ®2)
— =< sup ——
£ 2w otger2® &l

g even

(6-3)

If equality holds in (6-3), then [ is necessarily an even function.

Proof. Given f € L%(R), f # 0, take the decomposition f = f, + f,, where f, is an even function,

fe= feae. inR, and f, is odd, f, = —f, a.e. in R. Then ||f||i2 = ||fe||i2 + ||f0||i2, and Sy (fe) is
real-valued, while S, ( f,) is purely imaginary. Thus

1S, (£)(x, )% = [Sp(fo)(x, 1) > 4+ [Sp(fo) (x,2)|*>  for almost every (x, ) € R?, (6-4)

and so, by the triangle inequality for the L3-norm, ||Sp(f)||26 < ||‘S’p(fe)||1246 + ||Sp(f0)||26. It follows

that
1S, (76 - I1Sp(f 76 + 1Sp (f) 17 6 - 1Sp(f 76 1Sp(fo)lI7 6

= = max ,
Al I fellZ2+ 11 foll7 I fell7 1 foll7 >
L L L L L

where we set either ratio on the right-hand side of this chain of inequalities to zero whenever the

’

corresponding function f, or f, happens to vanish identically. Therefore we may restrict attention to
functions which are either even or odd. On the other hand, the equivalent convolution form (1-15) of the
inequality implies || S, ()6 < [ISp(|g]) ]l L6, With equality if and only if g = |g| a.e. in R. Thus

S 2 S 2 S 2
|| p(fi”L(w < max || p(fei“Ls’ ” p(|f0|2)||L6 < su ||Sp(g)||L6’ (6—5)
IF 117> I fell7- I foll7 > ozger? lglr2
g even

where we used that both f, and | f,| are even functions. In order for equality to hold in (6-3), both
inequalities in (6-5) must be equalities. Inspection of the chain of inequalities leading to (6-5) shows that,
if there is equality in the first inequality, then necessarily one of the following alternatives must hold:

e || follz2 =0, in which case f = fe, and so f is even; or

e || fell,2 =0and f, = |fo| a.e. in R, which implies that f, = 0, and so f = 0 which does not hold
by assumption; or
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o [ fellz2lfolle # 0 and [|Sp(fe)llzsll fell 2 = 1Sp(fo) Lol foll 2 = ISp (| fol)llLs Il foll 2, which
again forces f, = | f,| a.e. in R, so that f, = 0 which is absurd.

Therefore equality in (6-3) forces f to be an even function, as desired. O

For the remainder of this section, we restrict attention to nonnegative, even functions f. To prove the
analogue of Proposition 3.1, we need bilinear estimates as in Propositions 2.1 and 2.3, and an L' cap
bound as in Proposition 2.8. These can be obtained in exactly the same way as for the case of even curves,
since the Jacobian factor corresponding to (2-2) is now equal to p||y’|?~1 —|y|?~!|, which amounts to
the bound we used before. We also need an analogue of Proposition A.1 with two points removed; i.e.,
consider Xz 5 := X \ {X, y} equipped with a pseudometric ¢ : X3 7 X Xz 37 — [0, 00). The statement
is analogous so we omit it. Next, defining the dyadic pseudometric centered at zero as in (3-11) and
invoking the appropriate bilinear estimates, we obtain an analogue of Proposition 3.4, the statement again
being identical (omitted). The analogue of Proposition 3.3 requires the pseudometric

QR\{_171}XR\{_111}_)[07OO)9 Q(x’)’):zlk_k/l,
where k, k' € Z are such that ||x| — 1] € [2%,2k+1) and ||y| — 1] € [2¥', 2K’+1). It handles concentration
at a pair of opposite points, which we now define.

Definition 6.2. Let yo € R. A sequence of even functions { f,} C L?(R) concentrates at the pair
{—y0, yo} if, for every ¢, p > 0, there exists N € N such that, for every n > N,

[ sz QY <l ol ey
ly=yol=p

The following analogue of Proposition 3.3 holds for odd curves.

Proposition 6.3. Let { f,} C L?>(R) be an L*-normalized extremizing sequence of even functions for
(6-1). Let {ry,} be a sequence of nonnegative numbers satisfying r, — 0 as n — oo, and

14+ry,
nf [ A0 dy >
neN 1—rp
Then the sequence { f,} concentrates at the pair {—1, 1}.

As in the case of even curves, this can be used to prove the analogue of Proposition 3.1.

Proposition 6.4. Let { f,} C L?>(R) be an L?-normalized extremizing sequence of nonnegative, even
Sfunctions for (6-1). Then there exist a subsequence { fy, } and a sequence {ay} C R\ {0} such that the
rescaled sequence {gi}, gr = |ay| l/zfnk (ay ), satisfies one of the following conditions:

(i) There exists g € L*(R) such that g — g in L>(R) as k — oo.
(i1) {gx} concentrates at the pair {—1, 1}.

Let { f,} C L?(R) be an L?-normalized sequence of nonnegative, even functions concentrating at
the pair {—1, 1}. Write f, = gn + gn, Where g, := fnlo,00). In particular, [g, |l 2 = 271/2 and the
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sequence {g,} concentrates at yo = 1. The left-hand side of (1-15) can be expanded into

| fubtp* futip* frtpll7 2 = 1 8nitp*&nitp*&nitpll7 241 &nttp*Enttp*Enitp | 2
+98np*gnitp*&nitpll7 2+l gnitp*Enitp*Enitp 7
+6(gnip*8nitp*8&nilps Enlp*Enip*Enlip)L>
+6{gnltp*Enitp*&nitp, &nltp*Enltp*Enitp) L2
+18(gnttp*Enttp*&nltp: &nilp*gnip*&niip) L2
+6(gnilp*gnitp*&nitp: &nltp*&nlip*&nitp) L2
+6(gnitp*gnitp*&nltp: Enltp*&nltp*Enitp)L2
+2(8nlp*Enitp*Enilp, Enlp*Enlip*&nltp) 2.  (6-6)
The last three summands vanish since the corresponding supports intersect on a Lebesgue null set. The
symmetry of the inner products then implies
| fubp * fubtp * fabtpll7 2
=20Ignitp * Enltp * Enltpll7 » +30(gnthp * Gnilp * Enllp * Enlip. Enltp * &nitp)L2-

Note that 1, = 0, on the support of g, where 0, was defined in (1-11). It follows that

| frbtp * frpip * fnl/vp”iz

1 fall
_ § | gnop * gnop * gnffp“iz E (8n0p * 8nOp * §n0p * 8n0p, &nOp * nOp) 12 6-7)
2 ||gn||22 4 ||gn||22

Since the sequence {g;,} concentrates at yo = 1, we have

nli)ngo(gnap * nOp * EnOp * EnOp, &nOp * gnOp)r2 = 0.

Heuristically, g,0, * g,0) is supported near the point (2, 2), while (gnap)*(4) is supported near the point
(4,4), and so in the limit there is no contribution of the inner product. More precisely, given & > 0, write
gn = hn + Kn, where hy := gnl[1_¢ 144 and ||kp ||i2 — 0 as n — oo. If ¢ is small enough, then support
considerations force

(hnop * hpop *x hpop *x hyop, hyop *xhyop) 2 =0 for every n,
whereas the cross terms involve k,, whose L%-norm tends to zero as n — co. We conclude

. I fnbtp * fritp *fn:“vp”iz 5. ||gn0p*gn0p*gn0p||iz
lim sup = —limsu

n—>00 1fnl§ - 2 n—oo lgnll§ -

: (6-8)

and similarly for the limit inferior. Lemma 3.2 applied to the sequence {g,} implies

. ”fn//vp*fnﬂp*fnﬂp”iz(Rz) 5
lim sup 3 < .
n—00 ||fn||L2 «/gp(p—l)
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Moreover, equality holds if we take f, = gn + n, With g, := 27/2h, ||, ||z§, and

_ 11— _ =2
ha(y) i= eI T1=PO=DN ) 567100 ) ().
Theorem 1.6 is now proved.

Remark 6.5. The invariant form of condition (1-16) in Theorem 1.6 is

2\ 5 _
(Cz) >p(p—l)’ )

where C26 = 7/+/3 is the best constant for the parabola in convolution form. In the case p = 3, a similar
condition appears in [Shao 2009] on the Airy—Strichartz inequality, which translates into (Q3/C>»)® > %
This is of course incompatible with (6-9) but, as was recently pointed out in [Frank and Sabin 2018,
Remark 2.7], there is a problem in [Shao 2009, Lemma 6.1] in the passage from equation (89) to
equation (90), as the argument presented there disregards the effect of symmetrization. On the other hand,
the case p = 3 of (6-9) agrees with [Frank and Sabin 2018, Case p = g = 6 of Theorem 1], once the
proper normalization is considered.

We now come to the question of whether extremizers for (1-15) actually exist, and discuss the case
1 < p <2 first. Just as in (4-17), set gn(y) := e~ @/Mn2(y1”=py)| | =(2=P)/6_Tts even extension,

. 8n10,00) + &nl(—c0,0]

25 gn 20,00
can be used to establish the strict inequality in (1-16). One simply uses (6-8) together with the fact that
the sequence {g, || gn ||Z% }s>0 concentrates at yo = 1, so that an argument similar to Lemma 4.5 can be
applied to the present case. Therefore, extremizers for (1-15) existif 1 < p < 2, and Theorem 1.7 is now
proved.

The case p > 2 seems harder. In view of (6-8), it is natural to use the methods of Section 4 in order to find
the series expansion for the trial functions f =2"1/2(g+g), where g(y) = e~ 1?17 |y|(p=2)/6+a 110,00)(¥)
for different choices of a. By doing so, we find that we cannot reach the critical threshold 577 /(+/3 p(p—1)),
but that we can approach it from below by varying the value of a. We are led to the following conjecture.

(%)
C)  pp-1)

Moreover, extremizers for (1-15) do not exist.

Conjecture 6.6. For every p > 2,

6A. On symmetric complex- and real-valued extremizers. The proof of Lemma 6.1 merits some further
remarks which we attempt to insert within a broader context.

First of all, identity (6-4) holds thanks to the symmetry with respect to the origin of both the curve
s = y|y|?~" and the measure du, = &(t — y|y|[?~1)|y|P~2/6 dy ds. In fact, the proof of Lemma 6.1
immediately generalizes to the Fourier extension operator associated to any antipodally symmetric
pair (X, n). By this we mean a set ¥ C R4 (usually a smooth submanifold) together with a Borel measure
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w supported on X, both symmetric with respect to the origin in the sense that 7(X) = X and T*u = u,
where T denotes the antipodal map 7(y) = —y and T*u denotes the pushforward measure.

Secondly, the Lebesgue exponent 6 can be replaced with any finite exponent » > 2. More precisely, in
the general context of an antipodally symmetric pair (X, ), if an estimate

I ullLr ey S 1 L2z w (6-10)

does hold for some r € [2, 00), then necessarily’

Ifrllpr ey I8l Lr e

0#feL2(Z,1) ILf ||L2(E,u) 0#£gel?(Z,u) ||g||L2(Z,u)
f R-valued g R-valued, g even or g odd

Thirdly, the discussion extends to the more general situation of complex-valued functions. For
concreteness, let us specialize to the case of the unit sphere £ = S¢~! C R?, d > 2, equipped with its
natural surface measure . Given an exponent p > pg :=2(d 4+ 1)/(d — 1), the Tomas—Stein inequality
states that

I)llLrway Sp.a ullL2sa—1y (6-11)

for every complex-valued function u € L2(S?71). It is known [Fanelli et al. 2011; Frank et al. 2016]
that complex-valued extremizers for (6-11) exist in the full range p > pg, the endpoint existence in
dimensions d > 4 being conditional on a celebrated conjecture concerning (1-2). Moreover, if p > py
is an even integer, then real-valued, even, nonnegative extremizers for (6-11) exist, by virtue of the
equivalent convolution form; see [Christ and Shao 2012a; Foschi 2015; Shao 2016a]. Finally, if p = oo,
then one easily checks that the unique extremizers for (6-11) are the constant functions. For general
P > p4, p # oo, we argue that the search for extremizers of (6-11) can be restricted to the class of
complex-valued, symmetric functions. Indeed, write u = f +ig, with f = Ru, g = Ju. By reorganizing
the summands, we may write ¥ = F +iG, where F = f, +ig, and G = g, —if,. The functions F, G
are complex-valued and symmetric, in the sense that F(y) = F(—y) and G(y) = G(—y), for every
y € S~ Moreover, one easily checks that

1 — 1 —
Fy) =3 +u=y), GO)=5-w)—ul=y), lull7 = IF 172 + G-,
and that, in view of the antipodal symmetry of the pair (Sd_l , 1), the functions I/‘"ﬁ, é\u are real-valued.
Following the proof of Lemma 6.1, we are thus led to the following result.
Proposition 6.7. Letd >2 and 2(d +1)/(d —1) < p < co. Then for every complex-valued u € L*(S¢~1),
u # 0, the following inequality holds:

|@llLr@ay _ | FpllLrga)y

< , (6-12)
lull2sa-1y ™ otrerz, -1y IFllL2(sa-1y

"Here, a real-valued function g : ¥ — R is naturally defined to be even (resp. odd) if g(y) = g(—y) (resp. g(y) = —g(—y))
for p-almost every point y € X.



516 GIANMARCO BROCCHI, DIOGO OLIVEIRA E SILVA AND RENE QUILODRAN

where L2, (S971) :={F € L2(S?7Y): F(y) = F(—y) for p-a.e. y € ST=1Y. Moreover, if u realizes

sym
equality in (6-12), then there exist F € Lszym(§d_1) and a constant k € C such thatu = kF, p-a.e.

Proof. In light of the previous discussion, we can assume p < 0o, and only the last statement merits further
justification. Suppose that u realizes equality in (6-12). In particular, u is a complex-valued extremizer
for (6-11). Decompose u = F + i G as before, with F(y) = %(u(y) +u(-y)), G = %(u(y) —u(—y)),
sothat F,G € Lszym
follows we assume F, G not to be identically zero. Following the proof of Lemma 6.1, we note that
equality occurs in the application of the triangle inequality with respect to the Lr/ 2([RRd)—norm (recall

that p/2 > 1 is finite) only if there exists A > 0 such that®

(S4~1). If either F = 0 or G = 0, then there is nothing to prove, and so in what

[Fu(®)| = AIGu(§)| for every £ € R (6-13)
Subsequent cases of equality further imply

ImllLrwey  NFullLr@ey  IGlLr @a)
lullp2a-1y  IFlL2@i-1y G2ty

and so the functions F, G are also extremizers for (6-11). It suffices to show that F = kG, where
k € {—A,A}. Recall that Fu, Gu are real-valued functions, since F, G € Lszym(Sd_l). Let & € R?

be such that |m(éo)| # 0. We lose no generality in assuming that fﬁ(éo) > 0 and Eﬁ(go) > 0, for
otherwise we could replace F by —F or G by —G. By continuity, there exists r¢ > 0 such that

Flu(€ + &) = AGu(E + &)  for every [£] < ro. (6-14)

On the other hand, m(é + &) = (e E Fp)(£) and @(é + &) = (e7¥Gu)(€). The functions
e €0 F and e70G belong to L2, (S¢~1), and may be expanded in the basis of spherical harmonics,

sym
' oo y(d,n) _ oo y(d,n)
o—iVEF — Z Z piYni and e VG = Z Z Do i Y- (6-15)
n=0 k=1 n=0 k=1

Here, {Y, }Z(:dln) denotes a basis for the space of spherical harmonics of degree n in the sphere sd-1,
which has dimension y(d,n) := (‘H:_l) — (d:fz_ ?); see [Stein and Weiss 1971, Chapter IV]. The
coefficients a, k., b, x are complex numbers. Applying the Fourier transform to (6-15), we find that

oo y(d.n)

Fit+t =0ty Y an,ki-"|>3|“2’“Jg-1+n<|5|)n,k(i),

— 1]
n=0 k=1 (6-16)

oo y(d,n)
Gu -+t =0ty Y bn,kr"|s|‘2'“Jg-1+n(|5|>yn,k(i).

o i &1

8 As Fourier transforms of compactly supported distributions, both sides of (6-13) coincide with the absolute value of
real-valued, smooth functions, so that the pointwise equality occurs at every point, and not just almost everywhere.
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Using (6-14) and (6-16) together with the orthogonality of the functions {Y}, s } in L2(S4~1), we obtain

(r) foreveryr e (0,rg).

d d
-4 _ —-5+1
ap kT 2 J%—H—n(r) = Abn,k}” 2 J%—H—n

In particular, a, x = Ab, ;. This and (6-15) together imply F = AG. O

A similar result to Proposition 6.7 holds for a broader class of antipodally symmetric pairs (X, i).
Indeed, let r € [2, 00) be such that the extension estimate (6-10) holds. Then

Im)llLrwaey | Fpall - ®0)
otuer2zw Mz orrerz s 1Fl2@w

sym

(6-17)

with the obvious definition of Lsym(E, W). Moreover, if u is compactly supported and finite, then
any complex extremizer u for (6-10) necessarily coincides with a multiple of a symmetric extremizer
F e Lfym(E, ). Regarding the second part of Proposition 6.7, the previous proof used the particular
geometry of the sphere, but it can be modified to handle this more general situation. The crux of the matter
is the fact that the Fourier transform of a compactly supported finite measure is real analytic. Indeed, if

is a positive, compactly supported finite measure, and F € L?(X, ), then, for every & € R4,

Fii(e) = [ e POy du(y) = [ e 680 Py dty)

(o .¢] l)k
=Y. S5 [t wFe FG) du), (6-18)
k=0
where the convergence is locally uniform. To see this, note the tail estimate
l)k N o ok
((é‘ §0)-y <wEFlaew ) o
k K k=K

which holds for every compact subset 2 € R? and every K € N. Here, s = SUPgeq, yex 1§ —§olly| < co.
Therefore, the analogue of (6-13) in this setting leads to the corresponding (6-14), which by analyticity of
(6-18) implies T’ﬁ = )Lf}\,u, and therefore F = AG.

These observations can be of interest when combined with the main result of [Fanelli et al. 2011],
which states that complex-valued extremizers exist in the nonendpoint setting, provided u is a positive,
compactly supported finite measure. Important cases of antipodally symmetric pairs (X, ;) which have
attracted recent attention include the aforementioned case of spheres, together with ellipsoids equipped
with surface measure, and the double cone, the one- and the two-sheeted hyperboloids equipped with
their natural Lorentz invariant measures; see [Foschi and Oliveira e Silva 2017].

We end this section with a final remark on the multiplier form of inequality (6-1). Consider the Cauchy
problem

O — 0P 10u=0, (x,1)eRxR,

u(-.0) = f € LA(R), (19
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whose solution can be written in terms of the propagator

u(x. 1) = !5 ) = f el f (€ . (6-20)
R

In view of (6-1), and more generally of [Kenig et al. 1991, Theorem 2.1], this satisfies the mixed norm
estimate

3,17~ 19
11D 105 s iy Srs 1 2y

whenever the Lebesgue exponents r, s are such that 2 =+ % %

In this context, as noted in [Frank and Sabin 2018; Shao 2009] for the case p = 3, it makes sense to

distinguish between real-valued and general complex-valued L? initial data. This is because the evolution
et1dx17 71 s preserves real-valuedness. In other words, if f is real-valued, then so is e’ 191771 0x f for every
t € R. In fact, if f is real-valued, then f (=& = f (&), and so taking the complex conjugate of (6-20)
reveals that u(x, 1) = u(x, t). The operator | D|(P=2)/7 ¢t 10x17718x ig seen to preserve real-valuedness in
a similar way.

It is then natural to consider the following family of sharp inequalities, for real- and complex-valued

initial data and admissible Lebesgue exponents r, s:

[
D157 P10 £ s ety < Mp s R S 2y (6-22)

where u : R — C is complex-valued and f :R— R is real-valued. The study of extremizers for (6-21)—(6-22)

-1
P g iy < Mprs(©) Ul L2 gy- (6-21)

in the Airy—Strichartz case p = 3 has been considered in [Farah and Versieux 2018; Frank and Sabin 2018;
Hundertmark and Shao 2012; Shao 2009]. It would be interesting to determine whether the methods devel-
oped in the present paper can be adapted to the study of extremizers for (6-21)—(6-22) in the mixed norm
case r # s, S0 as to obtain an alternative approach to profile decomposition or the missing mass method. We
do not pursue these matters here. However, we would still like to point out two interesting features of this
problem which are easily derived from our previous analysis, and are the content of the following result.

Proposition 6.8. Let p > 1, and r, s € (2,00) be such that M, ; s(C) and M), , s(R) are finite. Then
My, ;. s(C) = M), 5(R). Moreover, if a complex-valued extremizer u for M, ;. s(C) exists, then there exist
k € C and a real-valued extremizer [ for My r s(R) such that u =k f.

The problem of the relationship between arbitrary complex-valued extremizers and real-valued extremiz-
ers has been considered in the literature; see, e.g., [Christ and Shao 2012b] for the case of the Tomas—Stein
inequality on the sphere S2. Note the duality with the second statement of Proposition 6.7 above.

Proof of Proposition 6.8. The equality M, , s(C) = M, ; s(R) follows the same lines as the proof of
Lemma 6.1. To see why this is the case, let u € L?(R) and write u = f 4 ig, where f and g are the real
and imaginary parts of u, and hence real-valued. Therefore

lul?, = ||f||22 + ||g||iz, (6-23)
1
ey (x)? = || D7 !PT 0 £ ()2 4 || DI 15T 0k g () 2 (6-24)

[~

ID|”
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for every (x,t) € R2. If r, s > 2, then we can use the triangle inequality for the Lfc/ 2_and the L;/ 2_norms
applied to (6-24), and obtain

222 13,1710, 12 222 119,177 10, £12 222 19,1710, g2
DI Mo 7, < DI P p 17, NIDT e g 7 (6-25)

Without loss of generality, assume that f, g are not identically zero. Reasoning as in the proof of
Lemma 6.1 yields

p—2 r—1 p=2 p—1

DI e 0 flyyy NPT ™ gl )
<max s -
flull? 1£175

and therefore My ;. s(C) < M), » s(R). The reverse inequality is immediate. We gratefully acknowledge

p—2

DI

et\axl‘”—laxu”i

gl

recent personal communication with R. Frank and J. Sabin [2018], who independently arrived at a similar
conclusion.

We proceed to show that an arbitrary complex-valued extremizer for M), , s(C) necessarily coincides
with a constant multiple of a real-valued extremizer for M), , s(R). Let r, s € (2, 00), and suppose that u
is a complex-valued extremizer for M), , ;(C), which we express as the sum of its real and imaginary
parts, u = f +ig. An inspection of the chain of inequalities leading to (6-26) shows that one of the
following alternatives must hold:

e g =0and u = f is areal-valued extremizer.
e =0, u=ig,and g is a real-valued extremizer.

¢ £, g are both not identically zero, and

p—2

D1

1 p=2 =l
o!10x] axf“i;Lg; B I1D] "7 el 19xl axé’“i;Lﬁ}
1172 lgl7-

so that f, g are real-valued extremizers.

= M,.,5(R), (6-27)

It suffices to analyze the latter case. An inspection of the chain of inequalities leading to (6-25) shows
that equality must hold in both applications of the triangle inequality. Since r, s € (2, 00), this implies the
existence of A > 0 such that

||D|pf_2€t|axw_lax f(x)| = A||D|pr_2et|aX|p_laxg(x)| for almost every (x,t) € R2. (6-28)

Equality in (6-27) then implies || f'||;2 = A||g|| ;2. By squaring (6-28), and applying the Fourier transform,
the equality of the resulting convolutions can be recast as

/Rz FODF32) 8=y (1) =¥ (72)) 8(x — y1 — y2)ly1yal 7 dy1 dya
=22 /R LEDE) 80 =Y () =¥ (72) 8(x = y1 =)0 o5 dyy dya, (6:29)

where (x,7) € R? and ¥ (y) := y|y|?~!. Considering points (x, ) in the interior of the support of the
convolution measure Ly * [Lp, i.€., satisfying ¢ > Zw(%x) for x > 0,and 7 < 2w(%x) for x <0, we see
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that there exists a unique positive solution « = a(x,?) > 0 of
t=y(3x—a(x.0)+y(Ex+alx.1). (6-30)
and hence that the system of equations ¢t = ¥ (y1) + ¥ (y2), X = y1 + y2 has unique solutions
(r1,y2) € {(3x —a(x, 1), 3x +a(x. 1)), (Ax +a(x, 1), 3x —a(x,1))}.

From (6-29) and a similar reasoning to that of [Oliveira e Silva and Quilodrdn 2019, Proposition 2.1 and
Remark 2.3], it then follows that

f(%x —a(x, t))f(%x +oa(x,t) =228(Ax —a(x,0)g(3x +a(x,1))

for almost every (x,) € supp(up * j1p). Alternatively, the latter identity follows by considering the
analogue of formula (2-4) obtained in the case of even curves, which by the previous discussion applies
to the present scenario as well. This yields

F)f(x') =228(x)8(x") (6-31)

for almost every (x, x’) € R%. As f , & belong to L2(R), we may integrate over any compact subset / C R

. 2 2
( / f(x) dx) =A2( / (%) dx) ) (6-32)
I 1

Choose a compact subset J C R for which f 7 &(x)dx # 0. From (6-32), we have

in both variables x, x’ and obtain

/Jf(x)dx=/\/;§(x)dx or /Jf(x)dx=—k/1§(x)dx. (6-33)

Integrating both sides of (6-31) over x” € J, one infers from (6-33) that either f = Ag or f =—Ag,
and therefore that either f = Ag or f = —Ag. The conclusion is that there exists A > 0 such that either
u=(A+i)goru=(—A+i)g, and so u is a constant multiple of a real-valued extremizer, as desired. [J

Appendix A: Concentration-compactness

This appendix consists of a useful observation regarding Lions’ concentration-compactness lemma [1984a].
Let us start with some general considerations. Let (X, 3, ) be a measure space with a distinguished
point X € X such that {x} € B and u({x}) = 0. Set Xz := X \ {X}. Leto: Xz x Xz — [0,00) be a
pseudometric on Xk, i.e., a measurable function on X3z x X5 satistfying o(x, x) =0, o(x, y) = o(y, x),
and o(x, y) <o(x,z)+o0(z, y) for every x, y, z € Xz. Define the ball of center x € X3 and radius r > 0,
B(x,r) :={y € Xz:0(x,y) <r}, and its complement B(x, r)C = X \ B(x,r). Itis clear that

Xz = U B(x,r)
r>0

for every x # x. We have the following concentration-compactness result, which should be compared to
[Lions 1984a, Lemma I.1].
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Proposition A.1. Let (X,B, 1), x € X,0: Xz X Xz — [0,00) be as above. Let {p,} be a sequence in
LY(X, 1) satisfying
on=>0 inX, /pnd;L:/\,
X
where A > 0 is fixed. Then there exists a subsequence {pp, } satisfying one of the following three
possibilities:

(i) (compactness) There exists {xy } C Xz such that pp, (- + xi) is tight; i.e.,

forall € > 0, there exists R < oo such that / Pn dpu > A —e.
B(xk,R)

(i1) (vanishing) limg_, o0 SUPy, ¢ x fB(y,R) P dp =0 for all R < oo;
(iii) (dichotomy) There exists a € (0, L) with the following property. For every € > 0, there exist R € [0, 00),
ko > 1, and nonnegative functions py 1, pk,2 € LY(X, 1) such that, for every k > ko,

lonx — (o,1 + e 1 x) <& ‘/ka,ldli—a <e, '/kagzd,u—()t—a) <e,

supp(pk,1) € B(xe. R) and  supp(pr2) S B(xi. Ro)*
for certain sequences {xi} C Xz, {Rr} C [0, 00), with R — co as k — oo.

The proof of Proposition A.1 parallels that of [Lions 1984a, Lemma I.1] and proceeds via analysis of
the sequence of concentration functions

0,:10,00) > R, Qn(t):= sup / Pon dit.
B(x,t)

xX€Xx

The sequence {Q,} consists of nondecreasing, nonnegative, uniformly bounded functions on [0, c0)
which satisty 0, (¢) — A ast — oo, since u({x}) = 0. Very briefly, the argument goes as follows. By the
Helly selection principle, there exists a subsequence {ny} C N and a nondecreasing, nonnegative function
0:[0,00) — R such that Q,, (t) — Q(t) as k — oo for every t > 0. Set a := lim; 500 Q(2) € [0, 1],
and note that:

e If o =0, then Q = 0. This translates into the vanishing condition at once.
e If @ = A, then compactness occurs.
e If 0 < @ < A, then dichotomy occurs. In this case, the functions pg ;, px o are given by px 1 =
Pric 1B, Ry and P2 = P Lp( goe-
We omit further details and refer the interested reader to [Lions 1984a].

When applying Proposition A.1 to the study of extremizing sequences for (1-9), the desirable outcome
(with a view towards obtaining concentration at a point under the hypotheses of Proposition 3.3) is
compactness or vanishing. Therefore the possibility of dichotomy needs to be discarded. To this end,
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Lions proposes the strict superadditivity condition [Lions 1984a, Section 1.2], which in the present setting
can be recast as follows. Define

1 1= sup{llEp (N s gy: 1 120 = AJ- (A-1)
The quantity [, is said to satisfy the strict superadditivity condition if, for every A > 0,
Iy >1y+1,_, foreveryae(0,1). (A-2)

In our case, &, is a linear operator, and so [} = A3, =A3E 1?. Thus (A-2) translates into the elementary
numerical inequality A3 > a3 4 (1 — )3, which holds for every A > 0 and « € (0, 1). As seen in the
proof of Proposition 3.3, it is condition (A-2) (applied with A = 1) which ensures that dichotomy does
not occur. A similar condition in a more general context is used in [Lieb 1983, Lemma 2.7].

Appendix B: Revisiting Brézis—Lieb

In this appendix, we prove a useful variant of [Fanelli et al. 2011, Proposition 1.1], which in turn relies
on the Brézis—Lieb lemma [1983]. Proposition 1.1 of [Fanelli et al. 2011] states that, in the compact
setting, the only obstruction to the strong convergence of an extremizing sequence is weak convergence
to zero. In the noncompact setting, it is in general nontrivial to verify condition (iv) of [Fanelli et al.
2011, Proposition 1.1]. To overcome this difficulty, various arguments using Sobolev embeddings and the
Rellich—-Kondrachov compactness theorem have been employed in [Carneiro et al. 2019; Fanelli et al.
2012; Quilodrdn 2013]. In our case, it is not clear how such an argument would go. Instead we take a
different route, and argue that condition (iv) from [Fanelli et al. 2011, Proposition 1.1] can be replaced by
uniform decay of the L2-norm, in a sense compactifying the space in question. The following is a precise
formulation of this idea.

Proposition B.1. Given p > 1, consider the Fourier extension operator Ey: L>(R) — L®(R?) defined in
(1-12). Let { f} C L*>(R), and let ® : [1, 00) — (0, 00) with ®(R) — 0, as R — oo, be such that
) | foll 2y =1 for everyn €N,
(i) 1m0 1€ (o)l o2y = Ep,
(i) fr— f #0asn — oo,
@iv) ”fn”L2([—R,R]C) < O(R) foreveryn e Nand R > 1.

Then f, — f in L*>(R), as n — oo. In particular, | f 2@ = 1 and |Ep()IL6w2) = Ep, and so [ is
an extremizer of (1-9).

This variant was already observed in [Quilodrdn 2012, Proposition 2.31] for the case of the cone, and
the proof follows similar lines to that of [Fanelli et al. 2011, Proposition 1.1]. Note that the function ®
may depend on the sequence { f }, but not on n. The following proof is inspired by [Frank et al. 2016,
Proposition 2.2].
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Proof of Proposition B.1. Set rp := fy — f. Then r, — 0 as n — oo, and thus m := lim, . |74 ||1242
exists and satisfies 1 = || f ||i2 + m. Given R > 0, take the decomposition

'n =Tnl[—R,R] +rn1[_R’R]C =irn1+7"n2.

Since the support of r, 1 is compact and r,,;1 — 0 as n — oo, we know &£, (r,,1) — 0 pointwise a.e. in R2
as n — oo. On the other hand, from condition (iv) we have

1€p(rn,2) L6 < Ep(O(R) + ”f”LZ([_R,R]E)) (B-1)

for every R > 1. This upper bound is independent of 7, and tends to 0 as R — co. We have £, ( f—7n,2) =
Ep(f)+Ep(rn,1), and |Ep(fn—rn2) s < Ep(14+O(R) + || fll L2— g gycy) is uniformly bounded in n.
Since £, (fn —1n,2) = Ep(f) pointwise a.e. in R? as n — oo, we can invoke the Brézis—Lieb lemma
[1983] and obtain

1E€p(fn =1 2) 36 = 1€ (/) Z6 + 1€ (rn,1) 56 +0(1)  asn — oo

It follows that p := limsup,,_, o, ||€p(rn,1)||g6 and A :=limsup,,_, o, [|Ep (fn — r,,,2)||g6 satisfy

A= ||€p(f)||26 + W

Since 1€ (ra, 136 < ES a1 152 < Efllrall§, we have 1 < Egm®. Therefore

A=1E N6+ = 1ENFe + EZA—11f172)°.

Thus, replacing the definition of A, we have proved

limsup 1€, (fu —rn2)lfs < 1€()56 + Ep (1 =1 £1I72)° (B-2)

n—oo

for every R > 1. Now, [|Ep(fn —rn,2) e = 1Ep(fu)lle — 1Ep(rn,2) |6 and ||Ep(rn2) || L6 is bounded
above as quantified by (B-1). Thus

limsup |Ep(fn —rn2)llpe = Ep — Ep(O(R) + ”f”LZ([—R,R]C))

n—o0o

for every R > 1. Using this together with (B-2), and letting R — oo, yields
Ep <|&(Nge +Eg(1=11f172)°

By the elementary inequality (1 —¢)3 < 1 —¢3, valid for every ¢ € [0, 1], we then have

ES < 1&(N)ISs +ESA—f1S,).

Since the reverse inequality holds by definition, we conclude that f is an extremizer. Moreover, since
f # 0 and the elementary inequality is strict unless ¢ € {0, 1}, we conclude that || f||;2 = 1. This
completes the proof of the proposition. O
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