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EVANESCENT ERGOSURFACE INSTABILITY
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Some exotic compact objects, including supersymmetric microstate geometries and certain boson stars,
possess evanescent ergosurfaces: time-like submanifolds on which a Killing vector field, which is time-
like everywhere else, becomes null. We show that any manifold possessing an evanescent ergosurface but
no event horizon exhibits a linear instability of a peculiar kind: either there are solutions to the linear wave
equation which concentrate a finite amount of energy into an arbitrarily small spatial region, or the energy
of waves measured by a stationary family of observers can be amplified by an arbitrarily large amount.
In certain circumstances we can rule out the first type of instability. We also provide a generalisation
to asymptotically Kaluza—Klein manifolds. This instability bears some similarity with the “ergoregion
instability” of Friedman (Comm. Math. Phys. 63:3 (1978), 243-255), and we use many of the results
from the recent proof of this instability by Moschidis (Comm. Math. Phys. 358:2 (2018), 437-520).
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1. Introduction

With the recent experimental detection of gravitational waves [Abbott et al. 2017] there has been a great
deal of interest in exotic compact objects and their properties. These objects, which are often solutions to
various speculative theories, are supposed to “mimic” certain aspects of black holes: they are extremely
compact, with a strong localised gravitational field, while having a similar asymptotic structure to black
holes. On the other hand, many of these objects are supposed to avoid some of the “pathologies” of black
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holes: in particular, they are often nonsingular. From an observational point of view, many of these exotic
objects have a compact region in which null geodesics can be “trapped” (as at the “photon sphere” in
Schwarzschild), and this can lead to similar gravitational wave signals to those emitted by black holes
[Cardoso et al. 2016a; 2016b], at least on short time scales. Hence the recent interest in this subject: it is
clearly of great importance to be able to distinguish these objects from genuine black holes, both from a
theoretical and an observational point of view.

Despite mimicking black holes to some extent, in other ways these geometries can differ drastically
from black holes, and this might provide a way to distinguish between them. For example, the gravitational
wave signal from many of the exotic objects is expected to exhibit “echoes” in a way which black holes do
not; see [Cardoso and Pani 2017] for an overview. In addition (and in some ways related to the “echoes”),
many of these exotic objects are classically unstable (see, e.g., [Cardoso et al. 2006; Keir 2016; 2020;
Eperon et al. 2016]), whereas black holes are expected to be classically nonlinearly stable. The question
of stability will be the focus of this work.

An unusual geometric feature that is present in some of these exotic geometries is an “evanescent
ergosurface” — for example, this is present in supersymmetric microstate geometries (see [Maldacena
and Maoz 2002; Balasubramanian et al. 2001; Lunin et al. 2002; Giusto et al. 2004; 2005; Bena and
Warner 2006; Berglund et al. 2006; Gibbons and Warner 2014]), as well as in boson stars! which are
sufficiently compact and rotating at a particular rate [Grandclément 2017]. An evanescent ergosurface
is a time-like submanifold where an asymptotically time-like Killing vector field, which is time-like
everywhere else, becomes null.> Thus, these submanifolds are similar to the boundary of an ergoregion;
however, unlike an ergoregion, there is no “interior” where the asymptotically time-like Killing vector
field becomes space-like. Evanescent ergosurfaces are intimately related to questions of stability: for
example, nonsupersymmetric microstates have an ergoregion but no horizon, and so are susceptible to the
“ergoregion instability” of [Friedman 1978] (recently proved rigorously in [Moschidis 2018]). However,
supersymmetric microstates do not have an ergoregion® but only an evanescent ergosurface, so it might
be hoped that they avoid an instability, at least on the linear level. Similar comments hold in the boson
star case: compact stars which rotate more rapidly than some critical rate admit an ergoregion and so
are susceptible to the ergoregion instability, but stars rotating at precisely the critical rate only admit an
evanescent ergoregion.

In [Eperon et al. 2016; Keir 2020], particular geometries with evanescent ergosurfaces were studied,
and various properties of waves propagating on these geometries were discussed. In particular, it was
shown that a “stable trapping” phenomena occurs, causing waves to decay extremely slowly, and it is

Un this context, the evanescent ergoregion has been called a “light point”. This terminology comes about because the null
geodesic has constant spatial coordinates in any coordinate system in which the spatial coordinates are Lie transported with
respect to the asymptotically time-like Killing vector field 7.

2For asymptotically Kaluza—Klein manifolds, a different (but functionally similar) definition can be given.

3There is some subtlety here: some supersymmetric microstate geometries also have an ergoregion, but this ergoregion only
allows for negative energy waves if those waves also have some nonzero momentum in the Kaluza—Klein directions. In this work,
when dealing with asymptotically Kaluza—Klein spacetimes, we will restrict our attention to waves which are invariant in the
Kaluza—Klein directions.
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conjectured that this might lead to a nonlinear instability; see also [Holzegel and Smulevici 2014; Cunha
et al. 2017]. In fact, waves on these geometries decay even slower than waves on other geometries
exhibiting stable trapping, a feature which is related directly to the presence of the evanescent ergosurface
[Keir 2020].

Here, we will take a much more general approach. Rather than studying a particular geometry, we
will study a general manifold with an evanescent ergosurface. As far as possible, we avoid placing other
restrictions on the manifold: we require a suitable asymptotic structure and smoothness properties, and
we also require either a certain kind of discrete isometry (satisfied, for example, by (t —¢)-symmetric
spacetimes) or an additional Killing field with suitable properties. Note that we are able to deal with both
asymptotically flat and asymptotically Kaluza—Klein manifolds. Under these very general conditions, we
are able to show that a kind of instability is present, which is (in a sense) stronger than the “slow decay”
results of [Eperon et al. 2016; Keir 2020] but weaker than the ergoregion instability. The geometries that
we study can also be expected to exhibit very slow decay of linear waves, and this alone might lead to the
expectation of a nonlinear instability. However, the new instability which we find is of a different nature,
and already appears at the linear level.

The instability that we exhibit has a lot in common with the “ergosphere instability” originally
discovered by Friedman [1978] and recently proved rigorously by Moschidis [2018]. This instability
occurs in all asymptotically flat spacetimes with ergoregions but no event horizon. Indeed, we can view the
“ergosurface instability” as what is left over of the ergosphere instability, when the ergoregion degenerates
into an evanescent ergosurface.

Let us now make some comments on the nature of the instability we show in this paper. First, we
are focussing on scalar perturbations; that is, we are examining solutions to the linear wave equation.
This can either be viewed as a model for the Einstein(-matter) equations, which typically involve a set of
nonlinear wave equations, or it can be viewed as a model for scalar fields or scalar modes of the geometry.

Next, note that our instability is not associated with an exponentially growing mode solution to the
wave equation. Indeed, under the geometric conditions we assume, such a solution can in fact be ruled
out. Nevertheless, we believe that the kind of behaviour we demonstrate can justifiably be called an
instability, as we aim to show below.

Specifically, we are able to show that at least one of the following two cases occur:

(A) Given a stationary family* of observers moving along time-like curves, and given any constant
C > 0, there exist waves, arising from smooth, compactly supported initial data (depending on
the constant C), such that initially the fotal energy measured by the entire family of observers is
arbitrarily small, but, after some time has passed, the total energy measured by these observers
is at least C. Moreover, the energy density measured by the observers in a neighbourhood of the
ergosurface is O(C).

4That is, a family of observers moving along integral curves of some vector field N, where the Lie derivative of N along
the asymptotically time-like Killing vector field vanishes. Note that this does not mean that each member of the family moves
parallel to the asymptotically time-like Killing vector field!
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(B) The spacetime exhibits an Aretakis-type instability [2011; 2015], where there are waves arising from
smooth, compactly supported initial data, whose local energy” fails to decay in a neighbourhood
of the ergosurface, although it decays everywhere else. In fact, a nonzero amount of energy is
concentrated in a smaller and smaller region, leading to pointwise blow-up.

Note that the “energy” measured by the family of observers referred to above is not the energy measured
with respect to the asymptotically time-like Killing vector field, which (since it is a Killing field) is
conserved. In fact, the family of observers referred to above cannot move parallel to the asymptotically
time-like Killing vector field, since this is vector field is null (rather than time-like) on the evanescent
ergosurface.

Note also that, although we cannot rule it out in general, we do not know of a particular case where
behaviour of type (B) is exhibited. This is in contrast to the behaviour of type (A), which (as we will
show) is exhibited by the supersymmetric microstate geometries studied in [Maldacena and Maoz 2002;
Balasubramanian et al. 2001; Lunin et al. 2002; Giusto et al. 2004; 2005; Bena and Warner 2006; Berglund
et al. 2006; Gibbons and Warner 2014; Eperon et al. 2016; Keir 2020].

Of the two possible instability scenarios outlined above, we can guarantee that we have an instability
of type (A) if there exists another Killing vector field (in addition to the asymptotically time-like one)
such that the span of these two Killing vector fields is time-like in a neighbourhood of the evanescent
ergosurface.® In fact, the presence of an extra Killing field of this kind allows us to show a number of
other details of the instability. In particular, we can show that:

» Despite the behaviour outlined in point (A) above, the local energy is bounded, but it is bounded in
terms of a higher-order initial energy, and not in terms of the initial energy.

» However, if we know the initial higher-order energy, then at later times this same higher-order energy
can become arbitrarily large.

o If we want the energy measured by our family of observers to be amplified by a factor of C, then
this can be achieved in some time which is bounded by exp(C'!*¢) for some € > 0.

e There exist (possibly nonsmooth and noncompactly supported) initial data leading to a (weak)
solution of the wave equation with unbounded local energy.

» Also, in the presence of this additional symmetry, we do not require the discrete isometry.

1A. Brief overview of the instability. We will very briefly sketch the construction, made rigorous later
in this paper, which underlies our instability result.

First, we need to invoke two notions of the energy of a solution to the wave equation: the nondegenerate
energy, which we call £™), which is the energy measured by a family of time-like-moving observers,
and the conserved energy associated with the Killing field, which we call £7. We also define the local,
nondegenerate energy EZE,N), which is the same as the nondegenerate energy except that it is only evaluated

SThat is, the energy measured by a subset of the family of observers mentioned above, which is such that the worldlines of
these observers intersect a space-like hypersurface in a compact set.
SNote that this is the case for the supersymmetric microstate geometries investigated in [Eperon et al. 2016; Keir 2020].
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on some subset of the space at each moment of time.” We choose this subset to be a neighbourhood of
the ergosurface at each point in time.

Because of the presence of the ergosurface, we find that it is possible to construct initial data for the
wave equation for which SL({N) (and hence £™)) is very large, and yet £7) is very small. Let us begin with
such data, at some time far in the future, say at time 7. We will then evolve this data backwards in time.

There are then two options: either the wave disperses in the past, and EL(,N) — 0 as we go backwards in
time, or else the local energy does not disperse. Let us discuss each of these cases in turn.

In the first case, the local energy é'b({N) decays as we evolve backwards in time. Since we began with
data in the future for which the conserved energy £ is very small, it will remain the case that £T)
is small as we evolve backwards in time. At the same time, by assumption, the local energy SZ(JN) also
becomes small, say at time ¢ = 0. This means that, at time 0, both EL(,N) and £T) are very small. But we
also find that the fotal nondegenerate energy, £V, can be expressed as

EM ~ gV e,

Hence, at time 0, the total, nondegenerate energy £V is also very small.

Thus we have arrived at data at time 0 with a very small total, nondegenerate energy ). In fact, all
three energies, N, &) and £ are very small at time 0. And yet, if we evolve this data forward in
time, we know that at time 7, the local energy EL(,N) becomes very large. If we now interpret this solution
as a solution to the forward-in-time problem, then we find that both the nondegenerate energy £ and
the local nondegenerate energy SZE,N) have been “amplified” by a very large factor. See Figure 1 for a
sketch explaining this case (case (A)).

Alternatively, it might be the case that there are some solutions to the wave equation which do not
disperse as we evolve them to the past, and so EL(,N) does not approach zero as we evolve backwards in
time. In this case, we can invoke the discrete isometry to obtain a solution to the wave equation for which
the local energy does not approach zero as we evolve fo the future. However, it is possible to show that
the local energy does, in fact, tend to zero in the future, at least in every compact set which is positioned
away from the ergosurface. Hence, in this case, a finite amount of energy must eventually be contained
within an arbitrarily small region of space near the ergosurface. We call this an Aretakis-type instability.

1B. Comparison with the ergosphere instability. The “evanescent ergosurface instability” is somewhat
weaker than the “ergosphere instability” of [Friedman 1978; Moschidis 2018]. In particular, [Moschidis
2018] showed that, when an ergoregion is present but no event horizon exists, then there are solutions
to the wave equation, arising from smooth, compactly supported initial data, whose local energy is
unbounded. This is not the case for the evanescent ergosurface instability — indeed, in the case where an
extra symmetry is present, we can actually rule out this kind of behaviour. On the other hand, if we allow
for noncompactly supported data and we do not require that “higher-order” energies are finite, then we

7Speciﬁcally, the local energy EZE{N) is evaluated on the subset ¢/ N X, where X is the space-like hypersurface defining “space
at a given time”, and ¢/ is some subset of the manifold which is invariant under the flow generated by the stationary Killing field.
We require that 2/ N X is (pre-)compact.
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Figure 1. A sketch of a Penrose diagram illustrating the construction of the instability
in case (A), that is, when the local energy of waves decays to the past. We begin
by constructing initial data on the hypersurface X, such that the local nondegenerate
energy SZ(IN) at time T is very large, say € !, for some arbitrarily small €. At the same
time, the conserved energy £ at time 7 is very small, say €. This data can also be
chosen to be supported only in a neighbourhood of the ergosurface S.

We then evolve this data backwards in time to the hypersurface ¥g. If 3; is sufficiently
far in the future, then we know that the local energy EL({N) on the hypersurface ¥ will
be very small —say €. The conserved energy £ on the hypersurface X is also .
It follows that the total, nondegenerate energy £Y) measured on the hypersurface %
is O(€). Hence, between the hypersurfaces X and X,, the nondegenerate energy £®)
has been “amplified” by a factor of € 2.

Note that a solution to the wave equation constructed in this way is supported only in the
shaded (blue) region. In particular, the initial data on the hypersurface ¥ is compactly
supported.

can recover similar behaviour, although the rate of growth of the energy will generally be much slower in
the evanescent ergosurface case.

The key idea behind the ergosphere instability of [Friedman 1978; Moschidis 2018] is to use the
ergoregion to construct initial data for the wave equation with negative conserved energy. Then, under
the assumption that the nondegenerate energy £ remains uniformly bounded over time, it is possible to
show (see [Moschidis 2018]) that the local nondegenerate energy é}le) must decay, at least away from the
ergoregion. It is then possible to derive a contradiction with the conservation of the (negative) conserved
energy, which ensures that some part of the wave always remains trapped within the ergoregion.

Our approach is similar in many ways, and for this reason we shall make use of many of the results of
[Moschidis 2018]. However, since we only have an evanescent ergosurface rather than a full ergoregion, it is
not possible to produce waves with negative conserved energy. Instead, we can make use of the evanescent
ergosurface to construct data for the wave equation such that its conserved energy is much smaller than
its nondegenerate energy. This is the key fact which, as we show, leads to some kind of instability.

1C. Comparison with extremal black holes. One might wonder whether the ideas in this paper can be ap-
plied to extremal black holes. After all, the event horizon of an extremal black hole bears many similarities
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with an evanescent ergosurface. However, there are several technical reasons why our construction fails
in this case: for example, the horizon is a null hypersurface rather than a time-like hypersurface.

Heuristically, we can understand the failure of our construction in the case of black holes in the
following way. Our result relies crucially on being able to evolve data backwards in time: it must be the
case that the time-reversed manifold “looks similar” to the original manifold in a suitable sense. This
is guaranteed if the manifold admits a discrete isometry of the required kind, or if it has an additional
Killing field with certain properties. However, in the case of a black hole, it fails spectacularly. If we
begin with a hypersurface which intersects the future horizon and then evolve a solution to the wave
equation backwards in time, then it behaves very differently from solutions which are evolved forwards
in time. For example, at least in subextremal black holes, the red-shift effect means that the energy of a
wave near the event horizon decays when evolved to the future; when evolved to the past, the energy will
instead be blue-shifted. If, instead, we begin with a hypersurface that intersects the bifurcation sphere,
then we do not expect the energy to decay, since we are not really “evolving” the data in this region when
we flow along curves of the stationary Killing field.

Nevertheless, one kind of instability (case (B)) that might be exhibited by spacetimes with an evanescent
ergosurface has a lot in common with the Aretakis instability of extremal horizons [2011; 2015]. In
both cases, there is some nondecaying quantity on a specific hypersurface (either the event horizon or
the evanescent ergosurface) which decays everywhere else, and this is responsible for a certain kind of
blow-up. Note, however, that while we cannot rule out this kind of behaviour in general, we can rule
it out on manifolds which have some extra symmetry. In many of the explicit examples of spacetimes
with evanescent ergosurfaces, this extra symmetry is present, and so we can actually rule out this kind of
instability. Instead, on these manifolds we have a different kind of instability, wherein the local energy of
waves can be amplified by an arbitrarily large amount.

2. Notation

In this section, we will often refer to “the asymptotically time-like Killing vector field 7. In all these
cases, when considering the asymptotically Kaluza—Klein case, the vector field 7 should be replaced by
the vector field V.

We use the following notation for inequalities: we write A < B if there is some constant C > 0,
independent of all of the parameters which we are varying, such that

A <CB.

Similarly, we write A = B if there is a constant C > 0, independent of all of the parameters which we are
varying, such that

B <CA.

Also, we write A ~ B if there are constants ¢ > 0, C > 0, again independent of the parameters which are
varying, such that
cB<A<CB.



1840 JOE KEIR

U,
f_/\—\&

u

—_—

Uy,
Figure 2. A sketch showing two space-like hypersurfaces ¥, and X, , the regions
Uy, and Uy, and the shaded part of the region, ¢ (in blue), which lies between these
two regions. In this sketch, the isometry generated by the vector field T is represented

by translation up the page.

When integrating over a space-like hypersurface %,, we will use the notation dvol for the volume form
induced on X, by the spacetime metric g. Also, given a set U, C X; we define

Volume(U4;) :=/ dvol.
U,

Given some subset U; C X, C M of a hypersurface %,, we define the corresponding set U as the set
of T-translations of U;, where T is the asymptotically time-like Killing vector field. In other words, we
define

U := {x € M | there exists an integral curve of T through x and U,}.
Similarly, if we have a foliation of M by hypersurfaces X,, and if U; C X%,, then we define U; by
U, := {x € X; | there exists an integral curve of T through x and U,}.

See Figure 2 for a sketch of these regions.
Also, we define the “§-thickening” of the set U/ as follows: for § > 0, we define

Usy)o == {x € Zp | dist(x, Up) < 8},
where dist(x, /) is the distance from x to the set I/ defined using the Riemannian metric induced on .
Then, we define U5 to be the set consisting of all the 7 -translates of the set (U/s))o.

We use V to denote the covariant derivative induced by the metric g. We also write the geometric
wave operator as

Oep:= (g7 )"V, Vyp
and will use the notation Lx to denote the Lie derivative with respect to a vector field X.

The notation d¢, for some scalar field ¢, will be used to denote (schematically) the collection of
first derivatives of ¢. To be more precise: assuming that the asymptotically time-like Killing field T is
transverse to the space-like hypersurface X, we define

3¢ :={(T9), (eadp)},
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where the e, are an orthonormal frame for the tangent space of X. Similarly, we define norms

061 := IToF + Y lead

a
Given a vector field X, we will say that X is uniformly time-like if there are positive constants ¢ and C
such that

c<—gX,X)<C.
Also, given a vector X, we define the covector X” by defining its action on a arbitrary vector field ¥:
X" (Y):=g(X,Y).
Similarly, given a covector w, we define the vector w” by the prescription
g(a)ﬁ, Y):=w(()

for all vectors Y.
Finally, given a set Uy C X and the associated set i/ C M, we define the notation

I fllLren(T) = (/ | f1P dvol)p
UNE,

I f Lo (T) :=esssup | f].
un

T

and similarly

3. Asymptotic structure

We are interested in smooth,® stationary metrics that are either asymptotically flat or asymptotically
Kaluza—Klein. We shall restrict attention to manifolds without an event horizon or a black hole region, so
we require the manifold M to be identical to the causal past of future null infinity. In the Kaluza—Klein
case, we also restrict to those asymptotically Kaluza—Klein metrics that are “homogeneous” in the compact
directions, a notion that we will make precise below.

3A. Asymptotically flat, stationary spacetimes. Since we make use of the results of [Moschidis 2018],
we shall use the same definition of an “asymptotically flat” stationary manifold given in that paper. That
is, we shall consider a stationary (d+1)-dimensional manifold to be asymptotically flat if there is an
open region U/* with compact complement, called the “asymptotic region”, which is diffeomorphic to
R x (R4 \ B), for some integer d > 3, where B denotes the unit open ball in RY. Moreover, we require
that there exist coordinates for ¢/ such that the metric on M takes the form

2M

g:—(l M +h1(r,a)) dt2+(1 +=22

— + ho(r, cr)) dr? 4 r2(geit + hs(r, 0)) + ha(r, o) de. (1)

In the expression above r is the pull-back of the standard Euclidean radial function on (R? \ B) by the
diffeomorphism mentioned above. Moreover, there is a (related) diffeomorphism from the asymptotic

8But not necessarily analytic!
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region to R x Ry x S?~!, which can be understood as a “polar coordinate chart” for 2/, The function &
is then the projection o : /* — S9! naturally defined by this diffeomorphism.

Note that the constant M in the above formula corresponds to the mass of the spacetime if the spacetime
dimension is 4, i.e., if d = 3.

In equation (1) above, & and h, are smooth functions from 4/ to R. By ggs-1 we denote the standard
round metric on the unit (d—1)-sphere. For each value of r, h3(r, - ) is a smooth, symmetric rank-(0, 2)
tensor field on the (d—1)-sphere. Finally, for each value of r, i4 is a smooth one-form on the (d—1)-sphere.

In addition, the functions 41, ..., h4 are required to decay at suitable rates as r — oco. Using the round
metric gss—1 We can measure the norm of tensor fields on the sphere S~ in the obvious way, and the
decay rates required are as follows: for some o € (0, 1],

hi,ho, hs = O4(r™'7%),  hs = O4(r™®),

where a function / is said to be O, (r¥) if there is a constant C such that

n
o> realalaln < Cr,
J=0 ji+p+j3=]j
where 9, is schematic notation for the action of some vector field on S?~! with unit norm (measured, as

usual, with respect to the round metric gga-1).
Finally, the diffeomorphism mapping /% — R x (R \ B) will be labelled as ¢,.

3B. Asymptotically Kaluza—Klein, stationary manifolds. As mentioned above, the asymptotically Kaluza—
Klein manifolds we shall study will be “homogeneous” in the compact directions. We now make this
notion precise:

Definition 3.1 (Kaluza—Klein manifolds). Let M be a smooth manifold. Let G be a compact Lie algebra G.
Let

0g:GxXM—> M

be a smooth action of G on the manifold M by isometries.

We require” that there exists a foliation of M by space-like hypersurfaces which are invariant under
the action of G. That is, M is foliated by hypersurfaces %; such that X, are the level sets of a function ¢,
where ¢ is invariant under the action of G. Hence the smooth action of G on M descends to a smooth
action on X%;.

Let X be a smooth compact manifold that is a homogeneous space for G, that is, there is a transitive
action of G on X. Then X is diffeomorphic to G/H for some subgroup # of G (specifically, H is the
isotropy subgroup of a point in X). So the points in X can be represented as left cosets of H.

As before, we require the existence of an “asymptotic region”: an open set Y C M, with a compact
complement, such that /* is diffeomorphic to R x (R4 \ B) x X, for some d > 3. Note that M is not

91t would be possible to relax this requirement and instead require only that the leaves of the foliation are G-invariant in a
neighbourhood of the evanescent ergosurface.
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required to be globally a product space. The action of G on the asymptotic region is given explicitly by
G:RxR\B)yxX > Rx (R‘\B) x X,
gr:(t,x,8H) = (t,x, g182H);
i.e., G acts on the left on X viewed as a coset space, and does not affect the ¢- or x-coordinates. Moreover,
since G acts by isometries, we require X to be equipped with a G-invariant, Riemannian metric gx. We
can then use gx to define the norm of tensor fields on X, and for tensor fields on (S x X) we can

measure the norms using a combination of both gg«-1 and gy.
Now, in U/* we require there to exist coordinates such that the metric on M takes the form

ZTM + hy(r, 0)) dr’ + r2(g§d71 +h3(r, o)) + ha(r, o) dt

+ (gx +hs(r,0)) + he(r, o) dt + h7(r, o) dr + hg(r,0), (2)

g= —(1 M o—)) d? + (1+

r

where the functions Ay, ..., h4 are of the same type, and satisfy the same bounds, as in the asymptotically
flat case, while the other functions are defined as follows:

 For each r, o, the function A5 is a symmetric, G-invariant rank-(0, 2) tensor on X satisfying the
bound i5 = O4(r~'7%).

« For each r, o, the functions kg and h7 are G-invariant one-forms on X, all of which are O4(r—1=%).

 For each r, the function hg(r, - ) is a smooth, symmetric rank-(0, 2) tensor on (S9! x X) that is
O4(r~%) and which is invariant under the natural action of G on such tensor fields.

The asymptotically time-like Killing vector field, 7, is given in the coordinates above by d;. Note
that the above definition ensures that this vector field is invariant under the action of G in the asymptotic
region; we require that it is, in fact, globally invariant under the action of the group G. In other words, for
any g € G, we require that

((pg)*(T) =T.

To put this in yet another way, we require the action of the real line R generated by 7' to commute with
the action of the group G.

In the definition above, we view the tensor gx as the “limiting” metric on the Kaluza—Klein fibres:
asymptotically, the metric approaches go, = —dt? +dr? +r?gsi-1 + gx.

Note that we can view the continuous action of G on M as being generated by a set of vector fields Lg,
which, since G acts by isometries, are Killing fields. Note that, since G acts transitively on X, the
pushforwards of the vector fields Lg by the diffeomorphism ¢, span the tangent space of X at each point
in the asymptotic region. In fact, if g is the Lie algebra associated with G, then to each element A € g we
have a smooth one-parameter family of maps

¢s(A) : M —> M, x> @(exp(sA), x),
for s € R. The vector field generating the map ¢;(A) is denoted by L 4. Then we have

Lo={Ls|A€g).
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Although the vector fields L 4 do not necessarily commute with one another, they do all commute with T;

ie., [Lg, T]=0

Note that the condition that the tensor fields /41, ..., hg are invariant under the action of G means that
the Lie derivatives of these tensor fields with respect to the vector fields L4, A € g, vanish, and so this

gives the required bounds on the derivatives in the “Kaluza—Klein directions”.

3C. An example: 3-charge microstate geometries. Our definition of an “asymptotically Kaluza—Klein

’

manifold is somewhat technical: we will illustrate it with the example of 3-charge microstate geometries
of [Maldacena and Maoz 2002; Balasubramanian et al. 2001; Lunin et al. 2002; Giusto et al. 2004; 2005;
Bena and Warner 2006; Berglund et al. 2006; Gibbons and Warner 2014]. We will also refer back to this

example when discussing evanescent ergosurfaces.
The metric is given by
2

r2+ 7+ 7)%n

()
hf

+h<r2+771()71+)72)77—

g=—%(dt —dH+ =L (t—dz)2+hf<

h2f2

+h(r2+)72(171 +y2)n — EyE

S 5N2.2
n —Q”(”‘};”Z) T (cos2 0 dy + sin 6 dg)>
—2—= %}QZ (71 cos® 0 dy + %) sin? 6 d¢)(dr — dz)
~ ~ 4
It Vz;? Q192 020 dyr +sin 0 dp)dz + % ; dx2,
where
n— 010>
010:+010,+ 020,

H1—1+%1, H2—1+— =+ H H,.

Here, Q1, Q> and a are independent constants, while 0, =a Zn(n+1).

();]2 - fzz)anQZ COSZQ) 00829 dwz

~ ~ )
(72— 73)n01 Q2 sin 9) sin? 6 dg?

f=—an, p=am+1), f=r2+(371+J7z)n()71sin29+37200829),

3)

The coordinate z € [0, 2w R,] parametrises a circle of radius R,, where R, = \/Q10>/a. The
coordinates x/, i =1, ..., 4, are also periodic: they parametrise a torus T%, and their precise ranges are

unimportant. The time coordinate is given by ¢ € R, the radial coordinate is r > 0, and the coordinates

0, ¢, ¥ parametrise a 3-sphere, with 6 € [O ] and ¢, ¥ € [0, 27].
This metric is asymptotically Kaluza—Klein. We have

=—di’ +dr* + r2g53 +gx + O(r_z),
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where gx is given by

4
gx =dz’ + ) dx}.
i=1
Note that M = 0 in this case.

For this metric, the group G is given by (U (1)), and it acts by rotating the z- and x;-coordinates. The
space X can be taken to be simply (U (1))3, parametrised by the coordinates (z, x;): we do not need to
quotient out by some isotropy subgroup, since the isotropy subgroup is trivial in this case. In other words,
the only group element which fixes a point on X is the identity.

The vector fields L 4 can be written in terms of the coordinates defined above as

ad 0
= L;:= 3_16,
Note that these are Killing fields.

Note also that, in addition to the asymptotically time-like Killing vector field 7 = 9/0t, the metric
also possesses a globally null Killing vector field:

d )
4. Evanescent ergosurfaces

We shall say that an asymptotically flat (or asymptotically Kaluza—Klein) manifold possesses an evanescent

10

ergosurface™” if either of the following conditions holds:

(ES1) M is asymptotically flat and stationary, and the asymptotically time-like vector field T (given by
d; in the asymptotic region) is globally causal and nonvanishing. Moreover, there is a submanifold S
such that:

(1) S is spatially compact (i.e., S N X is compact for some space-like Cauchy surface ¥y) and has
codimension at least 1.

(2) T isnull on S and time-like on M \ S.

(3) For every open set U such that S C U, there exists some constant ¢ 4y > 0 such that
inf T,T)>c .
PV 1g(T, T)| = ccru

(4) Either M\ S consists of a single connected component, or M\ S consists of at least two components,
ne!' of which (which we call M exyy) includes the asymptotic region, and where M \ M ) is
precompact, and either

« there is some other Killing field ® such that [T, ®] = 0 and the span of 7" and ® is time-like
on S, or

10Note that the conditions we impose also exclude manifolds with black hole regions or event horizons.
1'We can also deal with the case where M \ S consists of a multiple components, if each one of the components includes an
“asymptotic region”, but for simplicity we stick with a single asymptotic region.
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« the manifold is real analytic in a neighbourhood of S, or

o M\ S consists of two!? connected components: one which includes the asymptotic region,
which we label Uysy, and an “enclosed” region, which we label Ue,c. Then, we need the following
unique continuation criteria: for every solution ¢ to the wave equation [l,¢ =0, if ¢p = 0 on Uy,
then ¢ = 0 on all of M.

(ES2) M is asymptotically Kaluza—Klein in the sense of Section 3, and there is a globally causal Killing
vector field V (which is not necessarily identical to the asymptotically time-like Killing vector field T').
In addition, there is submanifold S such that:

(1) S is spatially compact (i.e., SN Xg is compact for some space-like Cauchy surface () and has
codimension at least 1.

(2) g(V, V) vanishes to at least second order on S.

(3) Forall L4 € Lg, we have
g(V,La)ls =0,

and for all x € M\ S there exists some L4 € Lg such that g(V, L) # 0.

(4) For every open set U such that S C U, there exists some constant c(y ¢4 > 0 such that

V,L
inf  sup sV, L)l > v

xe MU yerg v/8(La, La) ~

(5) Either M\ S consists of a single connected component, or M\ S consists of at least two components,
one of which (which we call M ey)) includes the asymptotic region, and where M \ M ey is
precompact, and either

» there is some other Killing field & such that [T, ®] = 0 and the span of 7 and & is time-like
on S, or

» the manifold is real analytic in a neighbourhood of S, or

o M\ S consists of two'? connected components: one which includes the asymptotic region,
which we label Uy, and an “enclosed” region, which we label Ueyc. Then, we need the following
unique continuation criteria: for every solution ¢ to the wave equation Ll,¢p =0, if ¢ =0 on
Uysy, then ¢ =0 on all of M.

Remark 4.1. In each case, the first few points give a fairly straightforward definition of an evanescent
ergosurface. However, the final point in each definition (that is, point (4) in the asymptotically flat case
and point (5) in the asymptotically Kaluza—Klein case) requires some additional discussion. We include
this point in the definition in analogy to assumption (A1) of [Moschidis 2018]: it is made so that, in
the case of an evanescent ergosurface which divides the manifold into an “inside” and an “outside”,
if a wave decays on the outside, then it is also guaranteed to decay on the inside. If we do not make
this assumption, then there is a third type of behaviour which is possible for waves on manifolds with

12Again, if there are multiple asymptotic regions, then this condition can be modified to allow for more components.
]3Again, if there are multiple asymptotic regions, then this condition can be modified to allow for more components.
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evanescent ergosurfaces: the energy of the wave is neither amplified by an arbitrary amount, nor do we
have an Aretakis-like instability, but instead the wave approaches a solution to the wave equation which
vanishes outside the ergosurface but is nonzero inside of it. This is only a viable alternative if there is a
solution of the wave equation which is compactly supported within the ergosurface for all time, and it is
ruled out by any of the conditions in the fourth point of our definitions of an evanescent ergosurface.

Note that in many of the explicit cases of spacetimes with evanescent ergosurfaces — such as the
supersymmetric microstates — the evanescent ergosurface is at least codimension-2, and so there is no
issue here.

4A. The evanescent ergosurface on the example geometry. Recall the metric (3), which we are using as
an example to illustrate our definitions. In this case, we have already seen that the metric is asymptotically
Kaluza—Klein. We have also seen that the vector field V (given in terms of coordinate derivatives by
d; + 9;) is globally null.

If we define L; = 0/0x;, then we find that g(V, L;) = 0. On the other hand, with L, = 9., we can
compute

1
g(V, LZ) = E

Thus, this spacetime has an evanescent ergosurface if & diverges somewhere, i.e., when f = 0. Such
a region does in fact exist and it has (spatial) topology S x S* x T* [Gibbons and Warner 2014]. In
particular, it is a smooth, compact, codimension-2 submanifold.

We can also compute
lg(V, L) _ 1

V8L L) VhJ1+0,/f
so, if f > 0 (and hence & < co) this quantity is positive, as required.
Finally, we note that since the ergosurface is codimension-2, M \ S consists of a single connected
component, so the final required property holds. In fact, the manifold is also analytic, so this gives another

reason that the required “unique continuation” result holds.

4B. Null geodesics on the ergosurface. In both cases, we have the following (see also [Eperon et al.
2016)):

Proposition 4.2. There exists a null geodesic y lying entirely within the evanescent ergosurface S. In
the asymptotically flat case, T is tangent to an affinely parametrised null geodesic on S, while in the
Kaluza—Klein case, V is tangent to an affinely parametrised null geodesic on S.

Proof. Using the fact that T is a Killing vector field, we have
(VrT)* = —T"V*T, = —1VH(T"T)).

Now, g(T, T) = 0 on S so any derivatives of g(7T, T) tangent to S vanish. Additionally, since T is a
smooth vector field and the function g(7, T') attains its maximum on S, transverse derivatives of g(7, T)
also vanish on S. Hence VT =0 on S.
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In the second case, since V is a Killing vector field, we also have
(Vy V) =0"(g(V,V))

since g(V, V) vanishes to at least second order on S, the right-hand side vanishes on S, so V is tangent
to affinely parametrised null geodesic. Now, let y be such a geodesic, with tangent V, passing through S
at some point. For any L4 € Lg we compute

V@V, La)|s=gLyV.La)|s+g(V,LyLy)ls
=—g(V,LL,V)ls
=—1LA(g(V, V) =0,

where in the first and last lines we have used the fact that V and L4 are Killing fields for the metric g,
respectively. Hence, if g(V, L4) = 0 at some point of y, then g(V, L4) = 0 everywhere on y; i.e., y
remains within S. O

5. The discrete isometry

We require our manifolds to possess a discrete isometry .7 with the following properties:

e 7 is an isometry; i.e.,
T M—> M,

T (g) =g
» 7 reverses the direction of Killing vector field T'; i.e.,
T(T)=—T.
» There exists some space-like hypersurface Xy which is a Cauchy surface for M and which is fixed
by the discrete isometry 7.

Note that we do not require that the points of the hypersurface g are invariant under the discrete
isometry, which would lead to the requirement that the spacetime is static. For example, “(t —¢)-symmetric’
spacetimes are acceptable, in which there is a discrete isometry which maps T to —7 and also ® to —®,

’

where @ is an axisymmetric Killing vector field. In this case, in terms of standard coordinates, the
hypersurface {t = 0} can be chosen as Xy: it is invariant under the discrete isometry, although a point
with coordinates ¢ = ¢ is mapped to a point with coordinates ¢ = —¢;.

Note also that, in the case we have an additional symmetry of the right kind (see Section 11) we
actually do not need this additional symmetry.

5A. The discrete isometry in the example geometry. The example geometry with metric (3) possesses
a discrete isometry of the required kind. The map .7 can be specified using the coordinates: we have

y(tvrvead)? W,Z,xi):(—t, r’09¢’ W, 27TRZ_Z9xi)'

In other words, we replace ¢ — —t and z +— 2w R, — z. This metric could be said to be “s — z symmetric”.
We clearly have 7,V = —V, since V is given in coordinates by d; + 9.
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Examining the form of the metric (3) reveals that this is indeed an isometry. Moreover, this isometry
clearly fixes the hypersurface Xg = {t = 0}. This hypersurface is space-like: we can compute

_ 1 010>+ 010,+ 020
ld,d - a P~ P
g dndn hf<f+Ql+Q2+Qp+ 24+ G+ 72)%n )

which turns out to be uniformly bounded and negative. Hence the isometry .7 given above fixes a

space-like hypersurface as required. We also find that the hypersurfaces X, are given by the level sets of 7.
The discrete isometry descends to a discrete isometry on the hypersurface t = 0, which can also be
given in coordinates:
Tr,0,¢, 9, z,x)=r0,¢, ¥, 2rR, — 7, x;).

It is easy to see that this is an isometry of the submanifold ¢ = 0 equipped with the metric induced by g.
This isometry can be viewed as a reflection in the hypersurface z = 0.

6. The energy momentum tensor and energy currents

For any smooth, compactly supported function ¢ on a manifold M with metric g, we define the associated
energy momentum tensor Q:

00091 := (8,:9) () — 58108 (929 (p).-
Given a smooth vector field X we define the associated deformation tensor
Oy 1= (Lx@uv = VX + Vo X,..
Using these we define the two energy currents
(T PDy = X" Q@]
WK [¢]:= 307" Q0]
Now, for some time function ¢, we define the hypersurface
Ypi={xeM|tx)=t}
as well as the (open) spacetime region
M;f ={xeM|y <t(x) <t}

We choose the time function ¢ to agree with the coordinate function ¢ in the asymptotic region.

In general, given an initial surface Xg, we will choose %; to be the T -translate of Xy, where ¢ is a
parameter such that 7°(f) = 1. Moreover, we choose the initial hypersurface X, to be a hypersurface
which is fixed by the discrete isometry, as detailed in Section 5.

Then, we have the energy identity: for #, > #;, using ¢ to denote the interior product, we have

/ l((X)J[¢]) dVOlg = / l((X)J[¢]) dVOlg + / b (X)K[d)] dVOlg. (4)
s ' M

2 1 n
In particular, if X is a Killing vector field, then K [¢] vanishes identically, and the associated energy is
conserved.
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Now, suppose that X is uniformly time-like and future-directed. Then the energy current X)J[¢] is
“nondegenerate” in a sense we shall make precise below. As above, let ¢ be a time function for M, so
the hypersurfaces ¥, are uniformly time-like (i.e., the one-form df is uniformly time-like). The unit,
future-directed normal to ¥, is defined by

(dr)*
Vg dr, dn)
Now, for any sufficiently small open set &/ C M, we can find an orthonormal basis for the tangent
space T () consisting of the vector fields {ey, ..., ey}, satisfying g(e,, ep) = nap, Where ngp = —1,
Naa =1 forae{l,2,...,d} and n,p = 0 for other values of a and b. Furthermore, we can choose ey = n,

and we can choose e; so that
X =X%+Xle

for some smooth functions X° and X . Finally, we set
|dt| ;= —g~'(dt, dr).

Then, a short computation shows that in ¢/

|dz] 2, |dr P (X, X) 2, (X ()
(tog1e7dvole)ls, ( (X ()" + —~ 7 (e1(9) —ar @ (@) undvolg| . (5)
DT T2 X 0 (X(1))? 2:; jde )
The condition that X is uniformly time-like and future-directed ensures that
cldt] = X(r) < C|dz], (6)

and so we find that

dr| |dr>g(X, X) (X (1)
% (@) +—— Xy @@ +Z @

so the energy associated with the vector field X is equivalent to the L? norm of the derivatives; i.e.,
2
| oy dvolo) ~ 1061z,

where we recall that d¢ means the collection of first derivatives of ¢, defined using an orthonormal frame.
Now, suppose that X is future-directed and “uniformly transverse” to the leaves of the foliation %,

1 d
a(¢))2 '\’maX{C, E? é }((X(¢))2+Z(ea (¢))2) )
a=1

in such a way that the bounds in equation (6) hold, but this time we do not require X to be uniformly
time-like. Then we can see from equation (5) that the energy current X)J is not necessarily comparable
to the L? norm of the derivatives — instead, the energy current will be “missing” a derivative wherever X
is null, and will not be positive definite where X is space-like.

7. Energy currents in a spacetime with an evanescent ergosurface

Let M be a stationary spacetime with an evanescent ergosurface, as defined in Section 4. In the
asymptotically flat case (ES1) we define the conserved energy at time ¢,

E(T)[d)](t) ::f LT jg] dVOlg, (7)

P
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while in the Kaluza—Klein case (ES2) we define

EVI(t) := / 1) 71y dvol,. ®)
z

t

Note that these “energies” are conserved in the sense that, for any ¢ € R,

EM[o1(t) = EP[91(0),

where A =T or V, depending on whether we are in the asymptotically flat case or the asymptotically
Kaluza—Klein case. This follows from the fact that both T and V are Killing vector fields for their
respective geometries. In addition, since both T and V are globally causal, the energy currents £ [¢]
are nonnegative.

We also define the “nondegenerate energy’”, which is the energy associated with some uniformly
time-like vector field N, which is also T -invariant (or V-invariant, in the Kaluza—Klein case), that is,
[T,N]=0(or [V, N]=0):

EMIPl(t) := /E 1) g7 dvolg.

t

Note that, since N is not required to be a Killing vector field, this energy is not in general conserved. It
represents the total energy measured by a family of observers moving along the time-like curves given
by integral curves of N. Since N is T-invariant, the family of observers (though not each individual
observer!) is stationary; that is, it is invariant under time translation.

Both the energy current £7[¢] and the current £)[¢] are “degenerate”: the associated energies are
not equivalent to the L? norm of the derivatives of ¢. In case (ES1), the vector field 7 becomes null on S,
so the energy current £7)[¢] is “missing” a derivative on the evanescent ergosurface. On the other hand,
in case (ES2) the vector field V is only globally causal, and so the energy current £Y)[¢] might (in the
case that V is null everywhere) be “missing” a derivative everywhere.

However, we shall see that, when the function ¢ is invariant under the action of G, then the energy
current £V) [¢#] is, in fact, nondegenerate away from the submanifold S. Indeed, this is the motivation for
labelling the surface S an “evanescent ergosurface” in case (ES2).

Proposition 7.1. Let ¢ be a function on M invariant under the action of the group G; i.e., Lo(¢) = 0 for
all Ly € Lg. Suppose also that t is invariant under the action of G. Then, for any open set U such that
S C U, there exists some ¢ = c(U) > 0 such that

[ s dvol = cllag s, ©)
=AU

Proof. The calculations in Section 6 show that the energy current £Y)[¢] is almost equivalent to the
L? norm of the derivatives, except that it is “missing” a derivative in the direction of the orthogonal
projection of V onto the surface ¥, (that is, in the e;-direction). Note that Vie=V +g(V,n)n. In order
to prove the proposition, we need to show that, away from S, we can express this derivative in terms of
the vector fields L4 as well as the other vector fields on ¥, that are orthogonal to the projection of V
onto X;.
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At all points away from S, there exists some L ; € Lg such that g(L ;, V) # 0. We claim that

(g(V, m))? :
V—i—g(V,n)n:—’(LA%—g(LA,n)n— g(LA,eA)eA).
ey vy \atettaomn =2 sy
To prove this we simply take contractions with the orthonormal base {n, ey, ..., e;}. Additionally, using the

conditions in the definition of the evanescent ergosurface, as well as the condition that c|df| < V (t) < C|d¢|,
we also find that for any function ¢, in the set M \ U/ there exists some ¢ > 0 such that

d
V@) + gV, mn(@)]| < {M @)+ Y |eA¢|).
Ve, Ly) )
In particular, if ¢ is invariant under the action of G, then the “missing” derivative in the energy can be
uniformly bounded in terms of the derivatives which do appear in the energy, proving the proposition. [

8. Estimates in asymptotically Kaluza—Klein spaces

In the following two sections we will need to make use of some of the results proved in [Moschidis 2016a;
2018]. In Section 10 we appeal to the results of [Moschidis 2018], which apply to asymptotically flat
manifolds with an ergoregion but with no horizon; we can therefore apply all estimates which do not
rely on the existence of a nonempty ergoregion to our manifolds in the asymptotically flat case (in the
sense of Section 3). However, for manifolds with Kaluza—Klein asymptotics of the appropriate form (also
defined in Section 3), some modification is needed.

In Section 11 we will also make some use of the results of [Moschidis 2016a], which establishes
logarithmic decay of the local energy on a very general class of geometries. These results are proved for
asymptotically flat manifolds with a globally time-like Killing vector T, or else on manifolds with an
ergoregion which overlaps with a “red shift region”. Neither of these conditions holds in the cases we
are considering, and the additional symmetry assumed in Section 11 plays a crucial role in recovering
some of the results. These issues concern the local geometry near the evanescent ergosurface, and will
be addressed in Section 11. In this section, we shall sketch an adaptation of some of the methods of
[Moschidis 2016a; 2018] to the asymptotically Kaluza—Klein case.

The key inequalities which we need to extend to the asymptotically Kaluza—Klein case are the “Carleman
inequalities” (see Section 6 of [Moschidis 2018]), as well as the “p-weighted energy estimate” (see
Section 5 of [Moschidis 2016a]'#). The Carleman inequality is used to establish decay in [Moschidis
2018], while [Moschidis 2016a] used the p-weighted estimates for this purpose, so there is actually some
redundancy here (this redundancy is noted explicitly in [Moschidis 2018]); however, since we will quote
the results of these two papers rather than rederive them, it is important that both types of estimates can
be applied in our setting, i.e., on asymptotically Kaluza—Klein spacetimes.

14Note that this powerful technique, first developed in [Dafermos and Rodnianski 2010], was also extensively developed
for use on the linear wave equation in [Moschidis 2016b] (among many others), and was also extended for use with nonlinear
equations in [Yang 2013; 2015; 2016; Keir 2018].
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Some of the estimates in [Moschidis 2016a; 2018] will actually not hold for general waves on
asymptotically Kaluza—Klein spacetimes. However, they will still hold for G-invariant waves on these
spacetimes. Before discussing this further, we need the following standard result:

Proposition 8.1. Let ¢ be a solution to the wave equation Ll,¢ = 0 on an asymptotically Kaluza—Klein
manifold, and suppose that the initial data for ¢, that is, ¢|x, and n(¢)|x,, is invariant under the action
of Giie, Lap|s,=nLad|s, =0 forall Ly € Lg. Then L s¢ = 0 everywhere in M.

Proof. Since the vector fields L4 are Killing vector fields for the metric g, they commute with the
geometric wave operator [1,, so L 4¢ satisfies

Ug(Lag) = 0.

However, the initial data for L 4¢ vanishes identically, and so by standard uniqueness results L ¢ =0
everywhere. U

Now, suppose ¢ is a solution to the wave equation which is invariant under the action of G. Then we
claim that ¢ satisfies a wave equation (with a right-hand side) on a related manifold in the “asymptotic
region”. In fact, away from the fixed points of the action of G we can use the action of G to define a
smooth projection. We have

g UM > UP/G.

In the asymptotic region we have a diffeomorphism ¢ : 4% — R x (R? \ B) x X and the group action
of G descends to a transitive action on the space X, so the projection wg(U4*) of the asymptotic region
may be identified with R x (R¢ \ B). That is we can define the projection

7g :Rx (RY\ B) x X - Rx (RY\ B),
(t,x,gH)— (t,x).
This projection allows us to define vertical vector fields in T M. To be precise, we say that a vector
field X is vertical if its pushforward by the projection map ¢ (or, equivalently in the asymptotic region,
its pushforward by the map ¢ o 7g) vanishes.

Similarly, in the asymptotic region (although not necessarily elsewhere) we can make sense of the
notion of horizontal vector fields as follows: We can define the map

Thor : Rx (RY\ B) x X — X,
(t,x,gH)— (gH).

Then a vector field X € TU® is called horizontal if its pushforward under the projection ¢,s 0 Thor Vanishes.
Using this, we can split the tangent space in the asymptotic region as

Tp(M) = (T,(M)" & (T, (M)

for p € U*. Note that the spaces (T,(M))"" and (T, (M))P°r are then linear subspaces of the tangent
space at the point p, but they are not, in general, orthogonal subspaces.
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We now take a nonvanishing section of the frame bundle of some sufficiently small set &/ C 4%, such
that the vectors in the frame each lie within either the vertical or horizontal subspace at each point. We
shall label the frame vector fields

(ea)|p € (T,(MNM" forall p e U™, foraef0,...,d)},
(ed)lp € (T,(M)*™ forall pelU®, forAe{d+1,...,d+n}.

We may moreover take the frame vectors e, to satisfy e4 € Lg, since every vector L, € Lg is evidently
in the vertical subspace. Hence the vectors e4 are Killing vectors for the metric g. Note, however, that
we do not assume that the vector fields in the frame commute with one another, nor are they necessarily
orthogonal. Note also that we will use lower case Latin letters to label vectors in the horizontal subspace,
and upper case Latin letters to label vectors in the vertical subspace. When we wish to sum over the
entire (co-)tangent space we shall use (lower case) Greek letters. Finally, note that, for vector fields
La, Lp € Lg, a standard computation reveals that their commutator is given by

[La, Lpl= LB, A}

where on the right-hand side we use the Lie bracket associated with the Lie algebra g of G. In particular,
we have that [L 4, Lp] € Lg.

Given local coordinates 6!, ..., 0! for a coordinate patch on the sphere S~!, we may use the
coordinate vector fields 9;, 9,, dg1, ..., dga—1 to give a basis for the horizontal subspace. Since these
vector fields are coordinate-induced, their commutators vanish. Additionally, the fact that the coordinates
t,r,0', ... are invariant under the action of G (e.g., we have L (r) = O for all A € g) ensures that
[e A eb] € Lg.

Given a vector field X, we can write

X = X%, + X%ey,

where we use the usual summation convention to sum over both the indices labelling the horizontal
subspace and those labelling the vertical subspace. Similarly, given a covector field w, we write

wy =wl(ey), ws:=wley).
Now, let ¢ be a function which is invariant under the action of G, so e4(¢) = 0. Then we can compute
Og = g*ealen(9)) = (8" Ty — 8" T p — 28" T p)ec(9), (10)
where
Iy, = %(g_l)o”S (epgsy +ey8sp — esgyp + 8(les, ey ], ep) + g(les. epl, e) — g(ley, egl, €5)).

In the asymptotic region, we can use the map ¢g : M — M /G to define the pushforward of the inverse

metric

(9g)<(g™ ) i=5""

Moreover, in the asymptotic region we can see from the form of the metric that, at least for sufficiently

1

large r, g~ is nondegenerate. Thus, we can define a symmetric, nondegenerate inverse tensor g €
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I'(Tx(M) ® Tx(M)). We can equip the orbit space M /G with the metric g, and for any G-invariant
function ¢ on M we can identify ¢ with a function ¢ on M/G. Then, for sufficiently large R, we find
that if ¢ satisfies (10), then ¢ satisfies a wave equation on the Lorentzian manifold (M /G N {r > R}, §)

Oz + F(9g)*eqa(d) = 0,

where
F = 3@ "@ ) (ec(8be8®  8ad) + €a(@be 8" 8ac) — €5(8ce8° 8ad))
— (8" (g Pes(gen) — 587N (g7 ey (gan)
— (g H* (g% ep(gen) + (g7 H A (g7 ec(gan)
— (g (g7 *P(en(gap) + g(lea enl. ep)).
Note that the terms defining the functions F%, a € {0, ..., d}, are G-invariant, which follows from the

form of the metric in the asymptotic region, and so their pushforward to the orbit space is well-defined.
Furthermore, note that the derivatives of the metric in the directions e, are O(r—2"%), whereas the
derivatives in the directions e4 generally have worse decay. For example, since the components of
[ea, ep] will generally be O(1), we have

(g %™ e, (gap) = O~ 7).

Importantly, we find that, overall,
|F = O@F~179),

And so, although ¢ does not satisfy a wave equation on M /G (even in the asymptotic region), we can
consider the terms arising from F as error terms, and moreover, error terms of this kind were dealt with
previously in [Yang 2016; Moschidis 2016b; Keir 2018]. Note, for example, that [ Yang 2016] dealt'> with
nonlinear equations using a similar method to that used in [Dafermos and Rodnianski 2010; Moschidis
2016b], and in the process established estimates for equations of the form U,u = F' in the asymptotic
region, for F = O(r~27%). Note also that we can view the derivatives in the compact directions e4 as
“bad” derivatives: taking a derivative of the metric in these directions does not in general improve the
decay rate of the metric component, in contrast to the e, derivatives. Hence we can expect (e4¢) ~ L.
As mentioned above, we intend to make direct use of the results of [Moschidis 2016a; 2018]. Note,

however, that a function ¢ satisfying
Uz = F(3¢)

for F = O(r~'=%) does not quite satisfy all of the estimates in [Moschidis 2016a], which are concerned
with homogeneous equations of the form [z¢ = 0. One can check that an inhomogeneous term of this
sort does not pose any problems for the Carleman estimates of [Moschidis 2018]. On the other hand,
certain estimates in [Moschidis 2016a] need a little bit of additional consideration.

151n fact, using the results of [Keir 2018], error terms of the form F - 9¢ with F ~ rl

subtle modification of the estimates.

can be handled, but this requires some
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To be precise, the p-weighted energy estimates of [Dafermos and Rodnianski 2010] cannot be estab-
lished for the entire range 0 < p < 2 as in the homogeneous case F = 0 studied in [Moschidis 2016a]. To
see why, we can sketch the case where g = m, the Minkowski metric on R?*!, and

Fle,(¢) = FEL(¢),

where L = 9, — 9,in the standard Minkowski coordinates, and where we assume F£ = O(r~17%).
First, set * to be the function
N t ifr <R,
"=
t—r+R ifr>R,
and we set
o= {x e M|tT(x) = 7).

For the purposes of this example, we will assume that an integrated local energy decay statement of the
following type holds:

%) d
f (f a(l+r)7172 (Z |ea¢|2>rd1 dr dvolgdl)dr < EM[p1(r),
T=11 \J X a=0

=T
where dvolge—1 is the standard volume form on the unit (d—1)-sphere and o > 0 is some positive
constant. Note that such an estimate can indeed be proven using the multiplier (1 — (1 47)"%/?)3, and an
appropriately modified energy current in the asymptotic region. However, our purpose here is to sketch
the argument so we will skip this computation.

Setting L = 0, + 0,, and defining
pi=r7g,

we find that i satisfies

Loy v+ g - O 2y g

Multiplying by —r” Ly and integrating by parts in the region » > R, 19 < t < 71 we find that
/ r?(Ly)?dr dvols:
E,ikﬂ{rzR}

(d-1)(d-3)

1 P73y |2> dr dvolgd_.> dr

[ ( / (prl’—1<Lw>2+(2—p>rf’—1|W|2+(2—p>
1y Z.N{r>R}
R+t

5/ rP(L¢)2drdv01§d_l+/ (f rp((LW)2+|Y7lﬁ|2)dV01§d—1>dt
ZryN{r=R} t=R sd-1

T] _
+f (/ |FL|rdzl+”|L¢||L¢|drdvol§d_1)dt. (11)
T e

0
The terms on the right-hand side which are evaluated at T = 1y are to be considered part of the initial
data, while the term evaluated on the surface » = R can be dealt with using the integrated local energy
decay estimate in a standard way. The new term which must be estimated arises from the presence of the
inhomogeneity FL.
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Since FZL satisfies |[FL| = O(r~!7%), we can estimate this term as follows: for » > R, and for any
5 > 0 we have
|FIr's 7| Lg|| Ly | 5arf’—l|Lw|2+§C(R><1+r>—1+1’—2“|L¢|2rd—1.

If we now take p = 20{ and substitute back into (11), then we can estimate

f r%“(Lw) dr dvole
2,] r=R

( ar%a—l(w>2+<4_3a>r%a—1|W|2+<d—1><d—3)<4—3a>r3“‘3le2)drdvolsd—'> de
2.:N{r>R}

SEMl(ro)+ f r2%(Ly) 2 dr dvolgi-

ZyN{r=R}

7|
+/ (f (3r3“1|Lw|Z+C(R)§(1+r)1i“|g¢|2rd1)drdv01§dl)dr. (12)
70 P

If we fix § as some sufficiently small constant, then the first term in the second integral on the right-hand
side can be absorbed by the corresponding term on the left-hand side. Moreover, the second term in
the second integral on the right-hand side can be estimated in terms of the initial energy by using the
integrated local energy decay estimate, resulting in the bound

f r%“(Lw) dr dvole
2,] r=R

( (ar 24 (L) +@=30)r 3 Wy P+ (d— 1) (d—3)E—3a)r3* 3|y %) drdvolgd*) de
Y.N{r>R}

< (A4a 'C(R)EM[@](10)+ / r3%(Ly)? dr dvolea . (13)
E,()ﬂ{rzR}

Next, we return to (11), and this time we estimate the term involving the inhomogeneity FZ as follows:
FIr s PILG LY | S (L + 07 PP Ly P+ CRY(1+ 1) HP (1 4 ) 272 L 2T,

where 8 > 0 is some constant. Substituting this into (11) and setting p =1+ 50{ we can obtain the bound

/ P12 (Ly)2 dr dvoles
I, N{r>=R}
2 3 3 3
+f (/ ((14+o)r 2% (L) > +(2—3a)r 2% ¥y | +(d—1)(d—3) 2—3a)r 2“7 2|y |?) drdvolgdl) dr
70 X.N{r>R}

SEMBI(r0)+ / P39 (Ly)2 dr dvolga-t
oN{r=R}
7]
+f (/ (A7) PP 39 Ly P C (R (140) P (14r) 71739 L 2™ 1)drdv01§d1>dr.
70 .

The third term on the right-hand side can be estimated by making use of the integrated local energy
decay statement, while the second can be controlled using Gronwall’s inequality. Note, however, that this
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third term grows as (1 4 7)!*#. We are led to the inequality

/ 1+%°‘(L1p)2drdvolgz
2,1

r>R

< ((14@)r 3 (L) *+(2—3)r 3 ¥ P+(d— 1) (d—3) 2—3a)r 22y |?) dr dugd_.> dr
Y. N{r>R}

< (1+a1C(R))(1+r1)1+ﬁ5<N>(m)+f P12 (Ly) 2 dr dvolea-t. (14)
Zfoﬂ{rzR}

Interpolating between (14) and (13), and making use of Holder’s inequality we can show

To

/ (L2 dr dV01§z+/rl </ (L) 2+ ¥y [P+ (d— 1) d=3)r 2|y ) dr dvolgdl) dr
£ N{r=R) TN(r=R)

SU+a C®)A+m)HPUIEDN, J191w).  (15)

where we have defined the weighted energy

ENIp(1) == EMg1(0) + / P (L) dr dvoles,

Z:N{r=R}

where, as usual, = r@=D/2¢,

Now, if g ((INJF)@ /z)a)[qﬁ](ro) < o0 and if we define
o:=1-1+p8)(1-3a)

then, if o > 0 (e.g., if B8 > %a) then we can use (15) to find a dyadic sequence of times t; such that the

energy satisfies
s(N)

~(N -

EMPIm) S 1+ 78, 91w,
The energy boundedness assumption (A1) then allows us to drop the restriction to the dyadic sequence,
and we find that for all times 7 > 1y we have polynomial decay of the energy:

EM@IPI S A+ ) [81(70).

Note that we also have the important corollary: for T > 1o,
E(t 1 @ SEG 1 [#10):
i.e., the weighted energy at future times is bounded by the weighted energy initially.

In the above sketch, we have shown that the additional, inhomogeneous term arising in the wave
equation satisfied by ¢ on the orbit space M /G does not prevent polynomial decay, assuming that an
appropriately weighted initial energy is bounded, and also that an integrated local energy decay estimate
holds. In the cases we will consider in this paper (as in the general cases studied in [Moschidis 2016a])
this integrated local energy decay estimate will only hold for bounded frequencies; nevertheless, by
combining this with an energy boundedness statement such as assumption (A1), this is sufficient to
conclude decay at a logarithmic rate. In other words, for this argument it is only important to establish
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polynomial decay for bounded frequency waves: the precise exponent (which depends on the maximum
value of p) is not important.

9. Adapted coordinates near an evanescent ergosurface

In this section we will construct coordinates near a point on the evanescent ergosurface. These local
coordinates will be used later in order to construct initial data for the wave. We will first do this in the case
of an asymptotically flat manifold admitting an evanescent ergosurface of the first kind (ES1), and then
show how to adapt this construction to an asymptotically Kaluza—Klein manifold and to an ergosurface of
the second kind (ES2). The coordinates we will construct are very similar to “null Fermi coordinates”
[Manasse and Misner 1963; Fermi 1922].

As above, let 3; be a space-like hypersurface and let p € SN %; be a point on the intersection of
the evanescent ergosurface with the hypersurface X;. Let Y be the orthogonal projection of 7" onto the
hypersurface ;. That is, if # is the unit, future-directed normal to X; then we define

Y =T+ g(T,n)n.

Note that, at p, Y is nonvanishing, since T is null here and X, is space-like. We can define a normalised

version of Y:
~ 1

- Y.
Ve, Y)

We complete {7, ?} to a form a basis for the tangent space of M at the point p. We can choose these

other vectors to be mutually orthogonal, normalised, and also orthogonal to both Y and 7. In other words,
we have some set of vectors e, € 7),(M) such that

8(eaep) =8ap,  glea, Y)=0, gleq, T)=0.

Note that these vectors are orthogonal to both 7 and Y, and the normal to the hypersurface X; at the point
p is proportional to T — Y. Hence these vectors are tangent to the hypersurface X, at the point p.

Now, we consider an affinely parametrised geodesic By, vy (s) originating at the point p and with initial
tangent vector yY 4 x%,. That is, the geodesic By xa)(s) satisfies

ﬂ(y,x“)(o) =P,
ad v a
o By.xay(5) 0= yY +x%,.

We can use the coordinates (sy, sx“) to label the point reached along this geodesic B, c«)(s) after an
affine distance s. Note that, since {Y, e,} do not span the tangent space of M at the point p, we cannot
yet use these coordinates in a neighbourhood of p. However, we can define the set

Sp :={q € M| there exists s, y, x* € R such that g = B, xa)(s)}.

This set is locally a smooth hypersurface near the point p. In other words, for any sufficiently small
neighbourhood of p, the restriction of S, to this neighbourhood defines a smooth hypersurface in the
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Figure 3. A sketch showing our construction of coordinates adapted to the ergosurface.
Here, p is a point on the ergosurface and on the hypersurface ¥,. The geodesic y is
an integral curve of the Killing vector field T (which should be replaced by V in the
asymptotically Kaluza—Klein case). The vector n is the future-directed normal to X,
and e is a unit space-like vector at p in the direction of the orthogonal projection of T
onto ;. The vector e; is another unit vector at p, tangent to 3, and orthogonal to e;. The
purple curve S is a geodesic, with tangent at p which is in the span of {e;, e;}. The blue
surface S, is the surface consisting of the union of all such curves in a neighbourhood
of p. Note that the two hypersurfaces S, and X, are tangent at p but do not, in general,
agree away from p.

neighbourhood. Moreover, if this neighbourhood is sufficiently small, then the vector field T is transverse
to Sp.

We recall that, since p € S, there is an affinely parametrised geodesic y through p with tangent 7. We
will now define coordinates in a neighbourhood of y. First, we define a function 7 by the conditions

fls,=0, T()=1.
Next, we extend the coordinates (y, x“) off the hypersurface S, by imposing the condition
T(y)=Tx")=0.

Note that the isometry generated by T preserves distances, so by this process we are able to obtain coor-
dinates for a local neighbourhood of the entire geodesic y. See Figure 3 for a sketch of this construction.
We note that, in these coordinates, we have

T =9;.
In addition, at the point p we have
9, =Y, d=eq,
Hence, if we define
A:=g(T.7)
then at the point p the metric and its inverse are given by
glp =2Adidy +dy* + 84 dx* dx?,

16
g, =—A202 +24719;0y + 5“0, 0p. (10
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Now, by construction, the curve with coordinates (7, y, x%) = (0, sy, sxg) for arbitrary constants y
and x is a geodesic with affine parameter s. Since T is a Killing vector field, the curve with coordinates
(to, syo, sx) for constants 19, syo, sx is also a geodesic. Hence, from the geodesic equation we obtain

T 7 7
Cyly =Tyly = Taply =0,
— —_TY | =
Fiyly - F¥a|)’ - FablV =0,
[yly =TSl =Thely =0.
Similarly, since the curve with coordinates (s, 0, 0) is an affinely parametrised geodesic we find

Iy Y, _yay _
Lily = Tyly =51, =0.

If it were the case that all the Christoffel symbols of g vanish along y, then we would be working in
“null Fermi coordinates” adapted to the geodesic ¥ [Manasse and Misner 1963]. However, this is not the
case for the coordinates defined above: specifically, we cannot guarantee that all Christoffel symbols with
mixed spatial and time indices vanish along y. However note that at the point p we have

Vy(@)l, =VyT|, = F;t~|pT + F;’f|pY + Tl pea,

where we note that, although the vectors Y and e, are only defined at the point p, the vector field T is
defined globally.
Taking an inner product with 7 at the point p and using the expression for the metric (16) we find

g(VyT, T)|p = AFi;lp-
However, the left-hand side is given by
g(Vy T, T) = 38,(3(T. T))

and g(T, T) vanishes at least quadratically on the evanescent ergosurface (and so, in particular, at p). We

conclude that

y —
My =0.

We can also compute
g(Vrdy, 3y)|, = Ar;t~|p + r§t~|p.

The second term on the right-hand side vanishes, as we have already seen. On the other hand, the left-hand
side is given by
g(Vrdy, d,) = 3Tg(dy, 9,) = g(T, 9,1, 9,) =0,

where we have used the fact that L7g = 0 since T is a Killing vector field, as well as the fact that
[T, 0y] =[0;7, dy] = 0. Hence we find that
F;, [, =0.
Similarly, by using the vector fields 9, in place of 9, we can also find that
Y —
Llp =0, TGl =0,

where in the second line there is no summation over the index a.
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To summarise the above calculations, we find that, with our choice of coordinates, the only Christoffel
symbols which can be nonzero at p (and hence along y) are

r
Ffa’ thy’ FZ)”
where a # b.
We now define

] = [y? + )

and we also give labels to certain metric components: we define
(T, T)=gj:=a,

g(T, aa) = &fq - — ba»
and we note that
la| = O(I%]%),

bl = O(1x)),

bl:= /D _(ba)”.

a
Finally, we note that, since T is time-like away from the evanescent ergosurface, we have

where we have defined

a <0.
Putting together the calculations above, we conclude that the metric near the point p is given by
g =2Adi dy +dy? + 8,5 dx dx® 4+ a di* + b, di dx + O(|%|) df dy + O(|7|*) dy?
+ O(IZ)?) dy dx® + O(|%|*) dx“ dxP.
Consequently, the inverse metric is given by
g~ = AT2F + 247070, + 69948y + O + O(F1)9;8y + O304 + O(1F1)dy s
+ (A2 — A7%a + O(1%11))32 + O(I%|*) 84 0.
Finally, again making use of the expressions for the Christoffel symbols at the point p, we find that the
wave operator can be expressed as
Ogu = —A"20%u +2A7 " 0;0,u + 88,051 + A7>(Ib]> — @)33u + O(|%] [0u]) + O(|X] |9 T u])
+O(F2190ul) + O(I% 9%l  (17)

where we have defined

0l =/ 105u? + [dyu > + Y [0,ul.
a

13u| = \/|8,~u|2 +3 1.
a

We now explain how to adapt this construction to the asymptotically Kaluza—Klein case, with an

evanescent ergosurface of the second kind (ES2). In this case, we once again take a point p € SN X;. We
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now define a linear subspace of the tangent space of p
Gy CTp(M) :={X € T(M) | X = L, for some A € g}.

Note that, since the group G does not necessarily act freely, this subspace is not necessarily isomorphic
to g. Indeed, if p is a fixed point of G, then G, is trivial.
Note that V is orthogonal to G, in the sense that

gV, X)=0 forall X € G,

which follows from the definition of an evanescent ergosurface of the second kind. Consequently, the

vectors X must either be space-like or proportional to V. However, if a vector X € G, were proportional

to V then, since V generates an action of R on M by isometries, G would have a subgroup isomorphic

to R. But this is impossible, since G is a compact Lie group. Hence the vectors X must all be space-like.
Analogously to the previous case, we now define

Y:=V+gn, V)n
as the orthogonal projection of V onto the hypersurface X, at the point p. Note that Y is nonvanishing,
since V is null at p and ¥ is space-like. Again, we can define the normalised version of Y as
s 1 y
Ve, Y)

Note that Y ¢ G, (and hence Y ¢ G,) because Y is not orthogonal to V. Again, this follows from the fact
that V is null at p and %, is space-like.

We now take an orthonormal basis for G,, which we shall label as e4. Note that this is possible
since G, is space-like. We now complete the set {V, Y,e A} to form a basis for 7,(M) by adding some
vectors e,, which are chosen to satisfy

g(ea, e) =8ap,  g(ea, V) =0, g(ea, ¥) =0, gleq,en)=0.

We note here that we do not necessarily have g(e4, ?)l »=0.

Now we repeat the previous construction to define coordinates. We first consider an affinely parametrised
geodesic By ca .4)(s) originating at the point p and with initial tangent vector y?—l—xaea +z%¢4. So, the
geodesic B, ya o4y(s) satisfies

:B(y,x",zA)(O) =D
0 v .a A
&ﬂ(y’xa’zA)(s) o =yY +x"e;+7"€e4.

We can use the coordinates (sy, sx%, sz4) to label the point reached along this geodesic By, xa,z4)(8)
after an affine distance s. We define the set

Sy :={q € M| there exists s, y, x“, z" € R such that q = Biy,xa,4) ()}
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As before, this set is locally a smooth hypersurface near the point p. We now extend these coordinates
off this hypersurface by defining

fls,=0, V=1, V) =Va)=VE"=0

This gives us local coordinates near the geodesic y through p with tangent V.
Note that, although the vector fields 04 are tangent to the generators of the group action G at p, they
do not necessarily remain so. Note also that, in these coordinates, we have

V =9;.
In analogy to the previous case we define
A=g(V, 7).
We also define
Ba:=g(Y,ea)lp-
Now, the metric at the point p can be expressed as
glp =2Adfdy +2B4 d7 dz* +dy* + 8,5 dx® dx” + 845 dz? dz?
and the inverse metric is
gy =—A(1—|B»)37 +2A7"9;9, — 247 BA8;04 + 8P 3,05 + 8" 94y,

where we lower and raise the indices A, B, . using the Euclidean metric 845 and its inverse, and we
have defined |B|> = BAB4. Note that, since Y and e 4 are space-like, unit vectors, we have B> < 1.
Moreover, we cannot have | B|? = 1 because this would imply that ¥ € G, which, as we have seen above,
is impossible. Hence |B|? < 1, and so the coefficient of 8t~2 in the inverse metric is strictly negative.

As before, using the fact that the curve with coordinates

#, y,x, 2% = (i, syo, sx§, s24)
is a geodesic with affine parameter s, we have that many of the Christoffel symbols vanish. Specifically,

F;yl =T}uly =Tlaly =Tiply = Tialy = Tlagly =0,
yy |V:Fyv |)’:F A|V_Fab|V_F A|V—F sly =0
|V =T b|)/ =I7 A|y =Thely =T3aly =Thgly =0,
F?yl _FA |V_F |V_F |V_F |V_FBC|V_0
In addition, the curve with coordinates (s, 0, 0, 0) is an affinely parametrised geodesic with affine
parameter s. Hence

l—wf Y re ra
[T A A T 0.
Finally, we note that we have the expression

r A
Vo, 0p = T;0; + T, -0y + T8, + T4
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Noting that, at the point p we have 3, =V, 9, = f/\, 0, = e, and d4 = ey, we can evaluate the expression
above at the point p and then take the inner product with V. We find
1
g(Vy,V, V) =30,8(V, V)= AF;E.

Now, since A # 0 and g(V, V) vanishes to (at least) second order on the evanescent ergosurface, we also
conclude that

Yy o
Fy;| »=0.
Similarly, by considering g(V,V, V) and g(V4V, V) we conclude that

Yy — 1V —
Falp =Tyilp = 0.

Fl= P+ D@+
a A
a:=g(V,V)=gi=0(5),
by =gV, 8,) = gia = O(F)),
cai=g(V,da) = gip = O(F)),

where, since V is globally causal, we have a < 0.

Defining now

We find that the metric near the point p can be expressed as
¢ =2Adidy + 2B, di dz? +dy? + 845 dx dx? + 8,5 dz? dz? + a di* + b, d7 dx® + ¢4 df dz*
+ O] d7 dy + O(Z?) dy* + O(5*) dy dx + O(%>) dy dz + O(|%]?) dx“ dx”
+O(1%%) dx“ dz* + O(|%)?) dz* dz5,
and the inverse metric can be expressed as
g ' =—AT(1—|B)3? +2A719;0y —2A7' BA3;04 + 8480405 + 570,y
+ AT (b1 + |c]* — @)3; + O(1%])07 4+ O(I%)9;9, + O ) 3;94 + O(1Z)3;04 + O(|XI*)0;
+ O(IZ)dydq + O(1%)3y04 + O(1F17)adp + O(IZ)3a04 + O(15]) 0435 (18)
Finally, we note that the wave equation can be expressed as
Ogu = —A"2(1— |B|)2u +2A" 9;0,u — 2A™' BA3;04u + 8" 3, 05u + "9, 0pu
+AT2(B + [e* — @)d3u + O(1F[dVul) + O(1%*|139u]) + O] [9u]) + O(Z*|0%u]).  (19)

10. Instability in the general case, without additional symmetry assumptions

The purpose of this section is to establish the existence of some kind of linear “instability” in the general
case of a spacetime with an evanescent ergosurface. As above, we shall only consider spacetimes which
are asymptotically flat or asymptotically Kaluza—Klein, and which do not have event horizons.

As explained in the Introduction, we allow for two different types of instability, which we refer to as
case (A) and case (B). So far, we have only given a “rough” version of the statement referring to these
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instabilities. Here, we state the primary theorem of this paper, and in doing so we make precise the two
kinds of instabilities which may be present.

Theorem 10.1 (evanescent ergosurface instability, general case). Let (M, g) be a smooth, Lorentzian
manifold which is stationary and either asymptotically flat in the sense of Section 3A, or asymptotically
Kaluza—Klein in the sense of Section 3B. Suppose that the manifold possesses an evanescent ergosurface
in the sense of (ES1) (in the asymptotically flat case) or (ES2) (in the asymptotically Kaluza—Klein case).
Finally, suppose that the manifold possesses a discrete symmetry T as in Section 5.

Then at least one of the following applies:

(A) For any C > 0, and any open set Uy C g such that (S N Xg) C Uy, there exists a solution ¢ to
the wave equation Ug¢ = 0 arising from smooth, compactly supported (and G-invariant, in the

Kaluza—Klein case) data, and a time t such that

&0 lpcl@) _

EM[pcl(0) =
where we recall that SZ(JN) [¢c]1(t) measures the nondegenerate energy of the wave ¢c in the set Uy,
which is the time translate of the set Uy onto the surface 2.

(B) For any open set Uy C o with (S N Xg) C Uy, there exists some constant ¢ > 0 and a solution ¢ to
the wave equation Ug¢ = 0, arising from smooth, compactly supported data, such that for all times

T > 0, we have -
& 1pcl) _
EM[pcl(0) —

Furthermore we have the following pointwise blowup behaviour: there exists a constant ¢ > 0 such
that, given any set U, C Lo with S NU, # & and Volume(U, ) = €, there exists a solution ¢ to the
wave equation Ug,¢ = 0 and a time t such that

c
1Y @l Loops ) = o

In this general setting we cannot establish many details of the instability. Note that the two possible
behaviours are not mutually exclusive. Note also that, since we will argue by contradiction, we will not
obtain any details of the initial data which gives rise to these instabilities, other than smoothness and
compact support: in particular, our proof is not constructive. Finally, we remark that although we have
several examples of manifolds giving rise to the behaviour of case (A) (for example, supersymmetric
microstate geometries), we do not have an example of a manifold giving rise to the behaviour of case (B).

This is in marked contrast to the situation in which an additional symmetry is present, discussed in
Section 11 below. In that case, we can rule out case (B), and explicitly construct data giving rise to the
behaviour in case (A). Moreover, we can also establish some bounds on the time at which the local energy
becomes large, and the required support of the initial data. Finally, when this additional symmetry is
present we can also construct (possibly nonsmooth, and noncompactly supported) initial data such that
the local energy of the resulting solution is actually unbounded in time.

The structure of the proof of Theorem 10.1 is a little convoluted, so for clarity we outline it below:
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(1) We begin by assuming that case (A) does not hold, that is, we assume that the local energy is bounded
by some multiple of its initial value. This will be referred to as a nondegenerate energy boundedness
statement.

(2) There are now two possibilities: either the local energy of all suitable waves decays over time, or it
does not.

(a) If the local energy does not decay, then we are led to an Aretakis-type instability and case (B).

(b) On the other hand, if the local energy does decay, then we can construct initial data for a wave
whose local energy is amplified by an arbitrarily large factor, i.e., case (A). This contradicts the
boundedness assumption made in step (1) above. See Figure 1 for an overview of the construction
of the instability in this case.

(3) From the above argument we see that if (A) does not hold, then we must have (B).

(4) Hence we must have at least one of (A) or (B).

10A. The nondegenerate energy boundedness assumption. In order to make progress we will need to
assume a suitable nondegenerate energy boundedness inequality holds, which is essentially'® the negation
of the statement of case (A). Note, however, that this is not an assumption which limits the scope of
the theorem: if this assumption does not hold, then we can show that we have an instability of type (A).
On the other hand, after making this assumption, we will be able to show that a consequence of this
assumption is an Aretakis-type instability in the general case. Note that, in Section 11 we will show that
the nondegenerate energy boundedness inequality assumption leads directly to a contradiction in the case
where an additional symmetry is present.
To make the statement precise, we make the following assumption:

Assumption (A1). There exists some constant CN) > 0 such that, for all (G-invariant) solutions ¢ to
the linear wave equation Uy,¢p =0 and all t € R,

EMp1(r) < N EM[41(0).

Note that, if N were a Killing field, then it would be easy to verify (A1) using the energy estimate (4)
associated with N. Likewise, if there were to exist a uniformly time-like Killing vector field, then it would
be easy to verify assumption (A1), even if N is not chosen to be this Killing vector field.!” However,
the geometries we are studying only possess a globally causal (and not globally time-like!) Killing field.
Thus we cannot straightforwardly verify assumption (A1), and indeed, in some cases it can lead to a
contradiction. For now, we shall proceed, making the assumption (A1).

16Technically, the negation of the statement of case (A) only entails that there exists some open set Uy, which includes the
ergosurface, such that a nondegenerate energy boundedness statement holds in that region. However, away from the ergoregion,
the conservation of the 7' energy already gives the required bound.

17Tn this case, the energy associated with N will not generally be conserved; however, it will still remain bounded: the energy
associated with N and the energy associated with the time-like Killing vector field provide equivalent norms.
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10B. Local energy decay away from the evanescent ergosurface. The results of [Moschidis 2018] imply
the decay of the local energy of waves away from the evanescent ergosurface, assuming a boundedness
statement of the form (A1) holds. To be precise, the following proposition is a very slight adaptation
of Proposition 4.1 of [Moschidis 2018], making use of the comments above regarding asymptotically
Kaluza—Klein manifolds.

We first need to define (in analogy to the “extended ergoregions” of [Moschidis 2018]) the extended
ergosurface:

Definition 10.2 (the extended ergosurface). Suppose that (M \ S) consists of a number of connected
components, which we can separate into two types: those that include an asymptotic region, and those
that do not. For simplicity, suppose that there is only one component which includes an asymptotic region.
We label this region M oueer). Then we define the extended ergosurface

S(ext) =M \M(outer) .

Proposition 10.3. Let M be an asymptotically flat or asymptotically Kaluza—Klein manifold with an
evanescent ergosurface in the sense of (ES1), or an asymptotically Kaluza—Klein manifold with an
evanescent ergosurface in the sense of (ES2). Let ¢ be a smooth (G-invariant) solution to U,¢ = 0 arising
from compactly supported initial data. Suppose in addition that the initial energy of ¢ and its first three T
derivatives is finite; that is,

3
> EMTI$1(0) < oo.
j=0
Finally, suppose that the boundedness statement (A1) holds.
Then, for any § > 0 let Uy C o be any compact set such that the distance'® SJrom Uy to Sexry N 2o is at
least . Then, for any € > O there is a time T > 0 such that

EMNNT 1) + ENT?P1(x) < €. (20)

Note that this proposition actually follows from an application of the mean value theorem to the
proposition given in [Moschidis 2018], which establishes a very similar inequality for an integrated
energy quantity. However, we have chosen to present the proposition in the form which will be most
useful for our purposes.

Note also that the distance to the extended evanescent ergosurface, §, can be chosen to be as small as
we like, although the time t taken to decay will depend on 8. Hence, this proposition establishes decay of
the local energy everywhere away from the ergosurface. This will play an important role in our argument
for instability. Indeed, if this decay can be extended to cover the ergoregion as well, then we will find a
contradiction with the boundedness assumption (A1). On the other hand, if this decay cannot be extended
to the ergosurface, then we are faced with a situation in which the energy decays everywhere except for
on the ergosurface. In this case, an instability of a very similar kind to that encountered in extremal black
holes is present.

18The distance can be measured using the induced Riemannian metric on X.
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10C. Local energy decay “inside” the evanescent ergosurface. In situations where the evanescent er-
gosurface divides the manifold M into an “inside” and an “outside”, we also need to establish energy
decay “inside” the ergosurface. In other words, we need to establish decay in the set Sex) \ S, if this is
nonempty.

Here, we can use Lemma 4.2 of [Moschidis 2018], which we quote19 here for convenience:

Lemma 10.4 [Moschidis 2018, Lemma 4.2]. Let ¢ be a smooth solution to Ll,¢p = O arising from

compactly supported initial data, such that
3

S eMITIg10) < o0
j=0
Define the function ¥ : M — Ras
Ye(t, x) = {T¢(I+Tvx), t> -1,

0, t<Tt.

Then, there exists an increasing sequence {T,},eN of nonnegative integers and a function r, with

v, Ty € H} (M) such that Oy = 0 and

CEVEN@ +ENTTN dr <00 forany T, > 0, a1
and also o

V=0 on M\ Sex- (22)
Moreover, (T ¢, T2¢rn) — (1}, Tlﬁ) weakly in H(lloc) (M) x H(]IOC) (M), strongly in H(lloc) (M Sext) X
H(lloc) (M\ Sext) and strongly in L%IOC) (M) x L%loc) (M) in the following sense:

o For any compactly supported test functions {{;}j—o,1 € L2 (M) and compactly supported vector fields
{X;}j=0,1 on M such that |X j|g,., € L*(M)

n—oo

1
lim " f (86en (V(T g, = T/, X)) + (T4, — T/)¢j) dvol = 0.
j=0"M
o For any compact subset K C M and any § > 0

1 1
; it —Tig? iy — (TG0 2 _
Tim (;O [ =7 dvol + 3 LGRS Cal 2 aval) =0,
where gt is an arbitrarily chosen smooth, T -invariant Riemannian metric on M.
Now, by our assumption on the spacetime, since v solves the wave equation and vanishes outside the
ergoregion, we actually have v = 0 everywhere on M (see Remark 4.1)
If we apply this lemma also to the field T'¢ (i.e., we take one more T derivative), then we can obtain,

in particular, that there is a sequence of times t, such that
2 T +1 )
lim Z/ (/ T, |? dvol) dr =0.
j=0 Tn (extyl 1247

19With a very slight modification to account for the lack of a horizon.
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Now, in Seexp) \ S, we know T is a time-like vector field. Therefore, by using elliptic estimates and the
mean value theorem, we have that, for any § > 0, there is a time 7, with 7, < 7,, < 7, + 1 such that

D EiSlansan Vs 1) = 0. 3)

lj1=2
10D. Local energy decay on the evanescent ergosurface and energy amplification. The purpose of this
section is to show that, if the local energy decay of Section 10B can be extended to cover the evanescent
ergosurface, then this leads to a contradiction with the boundedness assumption (A1). This lies at the
heart of our argument for instability. Put another way, we show that under assumption (A1) we cannot
extend the local energy decay to cover the evanescent ergosurface. This is the form taken by the following
proposition.

Proposition 10.5. Let M be an asymptotically flat or an asymptotically Kaluza—Klein manifold with
an evanescent ergosurface in the sense of (ES1), or an asymptotically Kaluza—Klein manifold with an
evanescent ergosurface in the sense of (ES2). Suppose also that the manifold admits a discrete isometry
as in Section 5. Additionally, suppose that the boundedness statement (A1) holds.
Let Uy C X be any compact set such that (SN Xg) CUy. Then there exists some positive constant C and
a solution to the wave equation Uy = 0 such that, for all times t > 0 the local energy of its T derivatives
in the set U is at least é; ie.,
&1 + & 1T¢1(1) = €. (24)

Moreover, the solution ¢ can be chosen to be smooth and to arise from compactly supported initial

data satisfying 5

> EMTIu)(0) < oo.
j=0
We can see that the conclusion of Proposition 10.5 runs counter to the conclusion of Proposition 10.3.
We are showing that, if the set U is allowed to contain the ergosurface S, then assumption (A1) leads to
the exact opposite behaviour to the case where the set U is disjoint from the ergosurface. We shall see
further consequences of this conclusion in the next subsection.
Proof. The proof of Proposition 10.5 will proceed by contradiction. That is, we shall suppose that, for all
solutions of the wave equation arising from suitable initial data, the local energy in the set ) eventually
becomes arbitrarily small. We shall then derive a contradiction with assumption (A1).
To be precise, suppose the following: for all smooth solutions ¢ to [l,¢» = 0 such that ¢ arises from
compactly supported initial data satisfying

3
Y EMITI$1(0) < oo,
j=0
for all sets U, as defined in Proposition 10.5 and for all € > O there is some time 7 such that
&7 1TP1(0) + &, [T79)(x) <e.
Suppose in addition that assumption (A1) holds.
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Using the discrete isometry .7 we can see that the same results would hold in the time-reversed manifold,
which is the manifold with the other choice of time orientation. To see this, we note the following: we can
combine the discrete isometry .7 with the one-parameter family of isometries associated to the Killing
vector field T (or V), which we label F;, to form the isometry

:%IZFIOL?OF,[.

Since .7 fixes the hypersurface Xy, we find that .7 is a discrete isometry fixing the hypersurface %,. In par-
ticular, .7; descends to a discrete isometry of %, together with its induced metric, which we denote by .7,.

Now, suppose that ¢ is a solution to the wave equation, inducing the following data on the hypersur-
face X;:

dls, =0, Tols, =¢1.

Then (9,_1)*(¢) will be a solution to the wave equation on the time-reversed manifold, that is, on the
manifold (Z,~1(M), (Z1)*(g)) = (M, g). Moreover, this solution will induce data on the hypersurface
3, given by
T @5, = (T, ¢,
T(F D @)ls, == (T, ) ¢r.
Since ¢g and ¢, are smooth and compactly supported, this initial data is also smooth and compactly

supported. Moreover, (Z_l)*(qﬁ) solves Dg(ﬂt_l)*(q)) = 0. Hence this solution will disperse in the
future: for any € and for any compact set U there is some time t > 0 such that

&I (T @@ + & 1T T @1(0) <e.
If we now apply the discrete isometry .7 to this solution, we find that
ENVNTPIt — 1)+ ENT?P1(1 — 1) <e.

Note that we have made use of the fact that the dispersion result holds for all initial data. It is also
important that the discrete isometry fixes a Cauchy hypersurface, since this allows us to pick “time-reversed”
initial data.

We now make the following claim:

Claim 10.6. In the asymptotically flat case, for all § > 0 and for any Ty there exists data (on X.,) for the
wave equation such that

3
EMNTul(r) 257", EMNTulm)=1. Y EMIT/ul(x) < co. (25)
=0
Likewise, in the asymptotically Kaluza—Klein case, for all 5§ > 0 and for any tg there exists G-invariant
data such that

3
EMTul(rg) >6~", EVNTul(z) =1, 25<N>[Tfu](ro)<oo. (26)
j=0

20Note that the energy, on a surface which is fixed by the discrete isometry, is invariant under this isometry.
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We postpone the proof of this claim, and first show that, combined with the assumptions above, this
leads to a contradiction. To exhibit this contradiction, we begin with initial data as in Claim 10.6 at some
time tp, and evolve it backwards in time (equivalently, we evolve it forward in time on the time-reversed
manifold). We then find that, using the dispersion property derived above, this data will then disperse
in the following sense: given any set U, given any € > 0 we can find some time 7; such that

& 1TPl(xo— 1) <e.

In particular, we can pick € = 1 and also use the isometry generated by the Killing vector T to translate the
solution in time, so that 7o = t;. Additionally, we can pick the set U to include the evanescent ergosurface S.
Moreover, we can apply the boundedness assumption (A1) to the waves ¢, T¢, T?¢ and T3¢ (using the
fact that, since T is a Killing vector field, T/¢ also solves the wave equation). Finally, we can use the
fact that the T-energy is conserved to deduce that the T-energy at the initial time is £7)[T$](0) = 1.
We arrive at initial data on + = 0 such that, in the case of the first kind of evanescent ergosurface (ES1),
3
&Tel0) <1, DO =1, Y EM[TI$](0) < oc.
j=0

Furthermore, this data is such that, at the time 7o, we have

EMNTP(r) = 57"

Similarly, given a manifold with the second kind of evanescent ergosurface (ES2) we arrive at G-
invariant initial data at # = O such that

3
gVTe10 <1, VO =1, Y eMTig10) < o0.
j=0
Now we only need to show that the global N-energy is of order 1 initially, and not just the local
N-energy, as stated above. Since N is uniformly time-like, we have

ENTPN) ~ 10T P25, -

Combining this estimate with the estimates in Section 6 and the definition of the evanescent ergosurface
of the first kind (ES1) we see that

Enud TN ~ 19T D117 2510 ~ Entud TSI

In other words, outside of the set /,, the T-energy £ is comparable to the N-energy €. Similarly,
we saw in Proposition 7.1 that, for G-invariant waves, the V-energy £() is comparable to the N-energy
outside of the set I/;. However, in the asymptotically flat case, the global T-energy is bounded by 1 (at
all times, since this energy is conserved). Similarly, in the asymptotically Kaluza—Klein case, the global
V-energy is bounded by 1 at all times.

Hence, we find that, for the data defined above, in the asymptotically flat case the data is such that

3
EMTPI0) S 1, EDTPIO0) =1, > EM[TI$](0) < oo.
j=0
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Note, importantly, that the bound on the initial N-energy is independent of §. Similarly, in the asymp-
totically Kaluza—Klein case we find initial data such that

3
EMTPl0) S1, VTP =1, Y EM[T/9](0) < o0,
j=0

while, in both cases, at time T we have
EMNTP)(r) = 57"

Since we can pick § arbitrarily small, and since T ¢ obeys the wave equation, we arrive at a contradiction
with assumption (A1). In fact, we have shown that the claim that the local energy decay statement of
Proposition 10.3 can be extended to cover also the evanescent ergosurface leads to a contradiction with
assumption (Al).

Subject to proving Claim 10.6, we have finished the proof. (I

10E. Constructing the initial data. To finish the proof of Proposition 10.5, we need only to construct
initial data to prove Claim 10.6. This turns out to be fairly difficult, and the construction will be the
subject of this subsection. We shall need to make detailed use of the adapted coordinate system we
considered in Section 9.

In the case of an asymptotically flat manifold with an evanescent ergosurface of the first kind (ES1),
suppose the support of the wave (T'¢)|x, is contained in a region U, which is sufficiently small that the
coordinates in Section 9 are defined in this region. Then the N-energy of the wave T¢ is given by

EMTPI(x) ~ / ((TT¢>)2 + (0, TP)> + Y (3 T¢)2> dydx!... dxP-L, (27)
pom a
whereas the conserved T -energy of the wave is
EDNT)(x) ~ / ((TT</>>2 +) (0uTd) + 0<|f|2><aT¢>> dydx' ... dxPl. (28)

Recall that in these coordinates we have T = d;. Note, however, that the hypersurface %, is not
necessarily locally a surface of constant 7, and so we must bear in mind that, on %,, the coordinate ¢
should be considered a function of the other coordinates (y, x%).

If we could freely prescribe both T'¢ and TT'¢ on X, then it would be very easy to prescribe initial data
satisfying Claim 10.6. However, we can only prescribe ¢ and T ¢ on X,. Higher-order spatial derivatives
of these quantities can then be obtained by taking the spatial derivatives of this data; however, the quantity
TT¢ is constrained by the wave equation to take on values which depend on the other derivatives.

Specifically, we have that, if ¢ solves the wave equation [lg¢ = O then in the adapted coordinates the
expression (17) gives

TT¢ =2A0,T¢+ A*8"0,0,¢ + (Ib]” — a)d;¢ + O(Z[|9¢]) + O(IX| [T )
+O(|¥109¢]) + O(x’10°p]).  (29)
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Let x be a smooth cut-off function such that

x(x)=0 forx=>1,

x(x)=1 forx <31

As mentioned above, we are free to prescribe both u|x, and T¢|x,. As a preliminary step, we first
make the following choices for the same quantities associated to a function u:

- _3
uolx, =Re(e'™ T Fi(x)x (&, *lyD,

sl _3
Tgols, = Re(—iwe' Y F(x))x (8, *|y]),

where §p and w are constants (to be fixed below), and F;(x) is a function (to be defined below) which
depends only on the coordinates x* (and not on y or 7).
Recall that we have

0 < (IbI* —a) = O(ZP).
Evaluating this at y = 0, in terms of the coordinates x we can write
(16> = @)l y—0 = Mapx“x" + O(|x[)

for some symmetric matrix M,;. Since M is symmetric, we can diagonalise it by making some orthogonal
transformation on the coordinates x“; that is, we can define new variables

x/a — Rbaxb’

where R is an orthogonal matrix, and where the matrix M is diagonal in this basis. Note that the
coordinate derivatives d,« are still orthonormal at p and satisfy the same conditions as the original
coordinate derivatives, and so the form of the metric (and hence the wave equation) is unchanged by this
change of variables. From now on, we will assume that this change of basis has been made, and drop the
prime on the coordinates x“.

Since M is a positive matrix, its eigenvalues are nonnegative. Associated to each eigenvalue is a
coordinate x“. We now split the coordinates x“ into two sets: those associated with a nonzero eigenvalue
for M, and those associated with a zero eigenvalue of M. That is, we define

Xi={ae{l,2,...})| M,’x" =0},
Xo={ae{l,2,...})| M,°x" #0).
Note that either one of these sets might be empty. We also define the notation

=y D0 @D xhi=y Y G Ixh= ) )

aeX1UX> aeX aceXy
We now define

Fi(x) := x (8, *|x]1) Fa(x),

where F; is a function only of the coordinates x? for a € X».
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We now construct the function F»(x) by requiring it to satisfy

—AF+ A28, (Mpx“x") Fy = 247 w8 ' P,
1
Fy(x)=0 when [x|,=38 " (30)
where A is the Laplacian-type operator ) _ . X 92 and §; is some small constant that we fix below.
We wish to view (30) as an elliptic eigenvalue problem for the function F, and its associated eigen-
value w. We first rescale the coordinates by a factor of /2.

-a

e__ 8 2.4
x4 =94, °x

fora € X,.

Then, using an overbar to refer to quantities defined by replacing the coordinate x¢ with x¢ throughout,
we arrive at the eigenvalue problem

—AF + A2 (M55 Fy =247 \wFy,
F3(X)=0 when |Z|,=8,"", (31)
where we consider w as the eigenvalue and M x%%? as the potential for this eigenvalue problem.
By considering the variational formulation of this problem, we can place a lower bound on the number
of eigenvalues w below some threshold wm,x. Specifically, let N (wmax; 8o) be the number of positive

eigenvalues w for the problem (31) satisfying @ < wmax. Let Ny (U; 8p) be the number of positive
eigenvalues w, satisfying the same bound, where w is an eigenvalue for the related problem

—AF) + A 2 sup(M,x°30)Fs =247 o, By,
xel

F2(X)|ou =0,
where U C {|x]; < 80_8' }. Then we have
N (@max; 80) = N1 (U; 8o).
In particular, we can take the I/ to be the cubic region with unit volume
U:={|x% <1 forae X}

Note that this set is indeed a subset of {|x]2 <, 5'} for all sufficiently small &;.
Then we can explicitly calculate the positive eigenvalues for (31): they are given by
1 | X2|
Wy = z(A_lkmaX + An? X;n%), n; € N,
1=
where Anax 1S the largest eigenvalue of the matrix M, and where at least one of the n; is nonzero.
In particular, this proves the following proposition:

Proposition 10.7. For all sufficiently small 5y, there exists a function F, and an eigenvalue w solving
the problem (31). Moreover, there exists some wmax > 0, which is independent of &g, such that for all
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sufficiently small 5o we can find an eigenvalue w satisfying
@ =< Wmax- (32)

We can also establish some basic properties of the eigenfunction F,. By linearity, we can rescale F;
and so we can assume that

2 a __
s, (F2) ]_[ dx¢ =1.

[x]2 <50 aeX,

Now, multiplying the eigenvalue equation (31) by F, and integrating by parts (using the boundary
conditions satisfied by F,) we find that

/ , <Z(agan)z+A‘2(Mab£“)2b)(F2)2> [] d&x*=247"0.
|j|2<50 : aeXy acXy
In particular, transforming back to the nonrescaled coordinates, we have
/ 1o, (Z (8an)2) [] dx <8247 0.
|x|2<802 aeXy aeXy
Recall that we are choosing w to be bounded independently of §y. Hence, the L, norm of the derivatives

of F, scales as 50_1.

10E1. Agmon estimates. We can obtain more detailed information regarding the behaviour of the eigen-
function through the use of “Agmon estimates”; see, for example, [Holzegel and Smulevici 2014]. These
quantify the size of the solution in the so-called “forbidden region”. Specifically, we can define a kind of
forbidden region:

Usorbidden (81) := (X | X2 < 8,7, A72Mpx%° — 247w > 85}

for some positive constant §,.
We also define the “classical region”:

Uctassical := (% | [X]2 < Co, A2 M 55" —2A7'w < 0).

We define the “Agmon distance” between points x and y with coordinates x = (x%), a € X, and
y = (¥%), a € X». This distance is defined as

1 2
d .
(X, §) = inf / ( Y <—y(x“)> sup(A"2 My 0% — 24w, 0)) ds.
y:i0,11= (%), aeXs Jo = ds

y smooth
y(O)=x, y(H=y

In other words, d,, is the distance function defined with respect to the metric
(8(Agmon))ab = SUP(A > My 2’5 =247, 0)8,p.

If we define, for some function u(x“ | a € X3),

Vul =/ > (@)

a
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then we find that the distance function with some fixed point xg satisfies

IVd, (%, %0)| < Vsup(A 2 My "5 — 24w, 0).
We can also define the distance to the classical region:

classic /=y . . - =
d,; " (x) = mfi dy(x,y).
15l2<8, !
yeuclassical

Now, we can prove the following proposition, which is a kind of exponentially weighted energy

estimate, and which follows from integrating by parts.

Proposition 10.8 (an exponentially weighted energy estimate). Let ¢, W and D be smooth, real-valued
functions on {|x|, < Co} such that ¢ (x) = 0 when |x|, = 50_8'. Then

/m (V@ + W = [VDPiP) [ ] diazf (=Ap+Wuwue?® T dz. (33)

1
<
aeX, X‘Z*SO aeX,

Now, we apply this proposition with the choices
¢=F2, W:A*Z(Mabxaxb)_zA*Iw’ D=(1_32)dg)lassic‘

This leads to the estimate

/ W(e(l—az)d;'asz)lz 1—[ dx?
Utorbidden

aeX,

+/ (A—Q(thjb)z.C) _ 2A_1C() _ (1 _ 52)2|6dz)laSSiC|2)62(1—52)dgaisic|F2|2 l—[ dja
Uforbidden

aeX,
— classic —
=— / 1 V(N )P T die
{1Z12<85 Nisorbidden aex,
+/ y (2A71a) _ A*Z(Mbc)zb)zC) 4 (1 . 82)2|6dccolassic|2)62(1752)d2)1388ic|F2|2 l—[ d)?a.
{|)_C|2§80 ]}\uforbidden aeX,

Now, in the forbidden region we can calculate
VA" > = A7 (M x"5) =247 'w > 6,.
Some straightforward calculations now lead to the estimate

- classic _ _ classic _
/ |V(e(l—52)dw F2)|2 1_[ dx? + 5%/ |F2|2€2(1 82)dy,) 1_[ di¢
Utorbidden

aeXs Uforbidden aeXs

SA—l6()62(1—52)%(82)/ 1P 1_[ dx?

{15180 " \Urorbidden aex,
for sufficiently small &,, and where a,,(8,) is defined as

a0(82) = sup dg™ (%)

e -5
xe{|¥12=8) M\ Urorbidden



1878 JOE KEIR

i.e., a,(8) is the largest Agmon distance from the complement of the forbidden region to the classical
region.

As §, — 0, we have a,,(8,) — 0. More precisely, if we pick any 63 > 0, then there is some choice of
82 > 0 such that a,,(57) < %83. Moreover, this bound holds independently of the choice of &g, at least for
all sufficiently small 5. We now fix this choice of §,.

Recall that we can choose the eigenfunction to satisfy the bound @ < wp,.x independently of §y. From
now on, we make this choice for the eigenvalue w. For any subset of the forbidden region, U C Usorbiddens

we have
- _ classic — _ classic _
|7 (13245 ) 2 l—[ dxa+/ | Fy 22180 l—[ di
Us acXy Us aeX;
5653f y BT di (34)
{l)leS(S() l}\uforbidden acX,

Note that the constants depend on §3, but by picking &, suitably small we are able to make &3 > 0O as
small as we like. Moreover, we can make such a choice for the constant 8, independent of the value of &.
We now choose the subset of the forbidden region to be defined by

U= {3 | Loy <15l <8, ).

Note that this is indeed a subset of the forbidden region for all sufficiently small &y. In addition, within
this subset we have the lower bound

classic —26
da) z 80 ’

which follows from the fact that the potential grows quadratically in the forbidden region.
With this choice for the region U, we return to (34). Dropping the first term on the left-hand side, and
making use of the lower bound on dfula“ic in the region U, we find that there is some ¢ > 0 such that

—26
2 a < ,—c18 ! 2 -a
1) [T di Semt% f AR T aE

= 1
<
Ur aeXy |x|2—80 aeX,

or, returning to the nonrescaled coordinates x* and remembering our normalisation condition on F,, we

2 a —e5

| F>| ||dx§e %
10 <|x]p<8)!
2% =1112=9

aeXy

have

In other words, the L? norm of F, is exponentially small in the region /s for small 8.
Now we return again to (34), and this time we drop the second term on the left-hand side. We can
expand the first term as

f 62(1_82)d§)1assiC(|6F2|2 + 2F2(1 _ 82)(?dc(l:)lassic) . (6[;'2) + (1 _ 82)2|@dcculassic|2) 1_[ djd'
Us

aeXy
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The third term is positive and we can immediately drop it. For the second term, the Cauchy—Schwarz
inequality, allow us to write
2F>(1 = 82)(Vdg™) - (VE)| < JIVE? +4(1 = 82)* | Vg™ P | Fy .
Now, in the region s we have the bound
|§dclassic|2 < 8—251
w ~ 0 .
Combining this bound with the bound already obtained for the L> norm of F5 in the region U; we find

that we can bound

— _ _ . —28) _
|VF2|2 l_[ dxaggozale L150 f |F2|2 l_[ dxa
- -8

Ut aeX, 1Xl2<8, aeXs
for all sufficiently small §p. Again, we can return to our nonrescaled coordinates, and also redefine c; to
be some slightly smaller constant, and we find that the L norm of VF, is also exponentially suppressed

for small §. Putting together the results above, we have proved the following proposition:

Proposition 10.9. For all sufficiently small 8y, there exists a solution (F,, w) to the eigenvalue problem
(30). Moreover, the eigenvalue w can be chosen to satisfy the bound

@ < Wmax, (35)

where wmax is some sufficiently large constant, but which is independent of §g. With this choice of
eigenvalue, the associated eigenfunction F, satisfies

-25
F 2 VFE 2 a < ,—c18, F 2 a
/;sglgmaﬁ(' 2 +IVAD) [T ar Se / 1B ] ax (36)

0 acX, [x|2<8,! acX,
10E2. Estimating the error terms. We now wish to plug our choice of initial data into the equation for
TT¢ (29) and obtain bounds on the size of this term, which appears in both the conserved energy and the
nondegenerate energy of the wave T'¢. Specifically, our choice of the initial data is the following:

co—1 _§ _Z _l+8
dolx, = Re(e®0 M F(x) x (8, *1yDx (8 X1 x (8 >

. sty -3 Y —14s
T¢ols, = Re(—iwe'™ VF2(x) x 8y *1yDx 8y > 1xl1)x (8 2 Hxl2),

where F», w and §; are as above.

|x]2),

For the sake of brevity we define

_3 _% —145
x0:=xG IyD,  x1:=x xlD),  x2=x6y % " lxl2).

Similarly, in order to easily keep track of the scaling of each quantity with respect to 8y, we define

_3 _3
Xo:=x"8y *IyD.  xo :=x" Iy,
and similarly for x; and x,. Note that we have, for example,

-3 -3
8)’)((80 |Y|):80 |y_|X0-
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Also note that we have
(IbI* — a) = Mapx“x” + O(Ix ) + O(|y| %)
= O(x13) + O(x1*) + Oyl I%]).

Using (29) we now calculate
TT¢ =Re(e'™ V) 2Aw8; Fy+ A>AFy — Mapx®x"852 Fy) xox1 X2 + Er,
where the error term is given by
Err = Re(Erry),

_3 . _4
Erry = —8; *2Aiwe' '%sz(,xm +85 5™ Y |X1| Faxox! x2
2]

— ((1b* = a) — Mupx“x")8; %™ Faxoxix2
3 .. »
+ (|b]? —a)(15 feid'y |y|F2X0X1X2+5O 2¢i% szxé’mm) + O(%|9ul)

+O(X10T¢]) + O(1%*100¢]) + O(1Z*|8°).

- _1
+A2e’501yX0X1(—2C0802+61 X —V,Fy+ C35y T By x )

7

These first two error terms are easy to estimate: we have

<8, %,

P

‘ —& 42Azwe’50 y|y|F2XoX1X2

18,

4
Se

mm

WX Faxox{ xal S
Next, due to the support of x;x2x3 we have

(1B = @) = Mapx®x?)852%0 Y Fyxoxi 2l < 80_%.
Similarly, we have

T 5=y Y T —3425
'(|b| —a)(l3 ‘e mF2X6X1X2+502€’60 YEhxixaxe )| S8t

and also

.J;

|O1%118¢]) + O(IF 18T 1) + O(Z*180]) + OZI19°p D] < 8,

The only terms remaining are those involving x; and x)'. Specifically, we must bound the terms

|x|

A naive approach to bounding these terms (in a similar manner to the bounds above) suggests that the

e _1 x4 _
A26%0"Y o 11 (—20050 OV, Fy 4 C255 P Ry Xg).

first term behaves like § 1191 and the second term like § 112 but these bounds are insufficient for
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our purposes. Instead, we use the Agmon estimates of the previous section. Since y; and x; are both
supported only in the region %8(; Y ZHO, Proposition 10.9 gives

—26
—1428; — 1
580 + le (,‘150
L2

’

a1 _1lis x4 _
HAze"SO Y xox1 (-20050 2+ xém% Fy+C3y PP R, xé’)

so this actually decays as §o — O.
Putting together all of these calculations, we find that
17

[Errll 2 < 8 *.

Finally, we rescale the data, so that it satisfies £)[T¢] = 1. This means multiplying by a constant

that scales as 8(1)7/ 20 By the calculations above, along with the expressions for the N-energy (27) and the

T-energy (28) we have found data such that
_3
EDTgl=1, ENTP1 28, ™.

Now by choosing g sufficiently small we can prove Claim 10.6.
The construction in the asymptotically Kaluza—Klein case follows along almost identical lines, beginning
from (19) instead of (17) and constructing data which is symmetric in the Kaluza—Klein directions.

10F. Nondecay of energy and an Aretakis-type instability. Now that we have proved Proposition 10.5,
we know that if assumption (A1) holds, then there is some constant € > 0 and some solution ¢ to the
wave equation such that

eMT 1) + N T?¢1(1) = €

for all times ¢, and for any 7T'-invariant open set I/ such that S C /. On the other hand, Proposition 10.3,
together with (23), shows that, if § > 0 and U/ is such that S Ns) = &, then for all € > 0 there is some
time 7. such that

ENVNTPI(re) + &)V [T*1(ze) <e.

From this, it follows that, if we take any precompact, open set Uy C X such that § C Uy, and if S is
the §-thickening of S defined such that

Volume(Se g) =€

for some constant € > 0, and where the volume is defined with respect to the induced Riemannian metric
on X, then, there is some time 7. such that

NPz + X 1T2p1(we) = €,
ENS TP +ENL T2 1(xe) <.

from which it follows that, if we choose € sufficiently small

eV TP1(ze) + £ [T )(xe) = 1€
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This is a kind of “energy concentration” phenomenon. It is easy to see from this result that the wave ¢
must blow up pointwise: indeed, we must have

2 2412 ¢
sup (|0T¢|"+[9T¢|") = 5~
SNy, 2e
since € can be taken arbitrarily small, this establishes pointwise blow-up (without a rate).
We refer to this as an “Aretakis-type” instability because of its similarity to the instability found in
[Aretakis 2011; 2015]. In particular, in both cases there is some quantity which is “conserved” on one
hypersurface, but which decays everywhere else, and this is the cause of some kind of pointwise blowup.

11. Spacetimes with additional symmetry

Now we turn to spacetimes with an additional symmetry. Along with the symmetry generated by the
Killing vector field 7, in this section we will assume the existence of another Killing vector field ® such
that the span of {7, ®} is time-like in a neighbourhood of the ergosurface S. For simplicity, we shall assume
that the Killing vector field @ is an axial Killing field, i.e., that its integral curves are closed and space-like.
Moreover, we will assume that 7 and ® commute. Hence, there is a Killing vector field T such that

~

e T =0aT + B® for some constants « and S,
« T is time-like and future-directed in a neighbourhood of S.

It turns out that, given the presence of an additional symmetry of this sort, we can give many additional
details regarding the instability discussed above. First, we find that we do not require the discrete isometry
of Section 5. In addition, we can show that the energy of waves is bounded, not in terms of the initial
energy, but in terms of a “higher-order” energy quantity. Furthermore, we can rule out case (B), showing
that the Aretakis-type instability cannot occur, and instead we will always encounter the unbounded local
energy amplification of case (A). Additionally, we can provide an upper bound on the time for this energy
amplification to occur, which may be important for physical applications. We can also provide an example
of unit-energy initial data which is not compactly supported, but which gives rise to a solution of the
wave equation with unbounded local energy. In other words, rather than a family of solutions, each of
which exhibits energy amplification by a larger and larger factor, we can provide a single solution of the
wave equation, for which the local energy tends to infinity along a certain sequence of times. Finally,
the additional symmetry allows us to deal with the issue of higher derivatives. Consider the situation in
which we know that the initial higher-order energy is small: then, in the case where this extra symmetry is
present, we can prove that this same higher-order energy can be amplified by an arbitrarily large constant.
Finally, we can use our results to rule out the existence of a manifold with an evanescent ergosurface, an
additional symmetry of the kind described above, and a globally time-like Killing vector field. Note that this
is a result in pure differential geometry — a priori this has nothing to do with the wave equation. However,
we can use the properties of solutions of the wave equation to prove that such a manifold cannot exist.

11A. “Time reversal” without a discrete isometry. First, we describe how to deal with the issue of “time
reversal” when we lack the discrete isometry of Section 5.
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Let 3 be some space-like Cauchy surface for M. Then, using the fact that 7 (or V') is causal and
transverse to Xg we can construct a foliation of M by leaves X;, where these leaves are the level sets of
the function ¢, defined by

tlx, =0, T()=1.

As usual, we replace T with V in the asymptotically Kaluza—Klein case.
Now, we construct the “time reversal” operator as follows:

T M- M,
peX;—gqeX_, wheregq issuch that an integral curve of T passes through p and ¢.

Note that .7 is not necessarily an isometry. Nevertheless, the “time-reversed” manifold (M, .7*(g))
will possess the same important properties as the manifold (M, g): it will have an evanescent ergosurface
and an additional symmetry of the correct kind.

11B. Boundedness with a loss of derivatives. Now, we can show that this additional symmetry leads to
energy boundedness with a loss of derivatives. Specifically, we can prove a statement of the form (A1),
but where, on the right-hand side, instead of the N-energy we see a “higher-order” N-energy. Note that
this will also hold for the “time-reversed” manifold constructed in the subsection above.

Recall that, in a neighbourhood of S, the vector field T is time-like. We can express T in terms of the
frame constructed in Section 9 as

T=TTT+TYY +T%, +T%en,

where the last term is absent in the case of an asymptotically flat manifold. Then, since T is time-like, on
the ergosurface S we have

Ty 8TLm
Vg, Y)

Since T is future-directed, it follows that 77 > 0. In turn, this implies that TY >0 (note that g(T', n) <0)
everywhere on §. Since S is a compact submanifold, it follows that there is some constant C5 > 0 such

+<TY>2+Z<T“> +Z<T )? <0.

that 7¥ > C5 everywhere on S.
Now, if we apply the T-energy estimate to the field Td), we find that

EDNTP)(x) = ED[T¢1(x0)

for all T > t1p. In particular, from (28), we see that, near S, we have
EDITPI(r) ~ / ((TT‘@Z +) (0Th)* + 0<|i|2><afu>) dyde' - dxP7",
T, -

Now, using a Hardy inequality (see, for example, [Moschidis 2018]) we find that we have a bound of the
form
[ nendordyart s et <eDiTg,

T
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where A (x) is some positive, T -invariant (and G-invariant, in the Kaluza—Klein case) function which
tends to zero in the asymptotic region as r — oo, but which is otherwise bounded away from zero.?' In
particular, & (x) is bounded away from zero in a neighbourhood of S.

Combining this bound with the calculation above, we see that, if { is a sufficiently small, 7 -invariant
neighbourhood of S, then we have

/ ((%)2 + (TP +) ()’ + Z(@mf) dyde! - dxP' S ED[g1(r) + %5“)[%]@),
pom a A F

T
which in turn yields the global bound

V1) £ EVII0 + e DT
T
SED910) + ésm['fmm). (37)
T
We refer to the bound in (37) as a uniform boundedness estimate with a loss of derivatives. It provides
“uniform boundedness” of the nondegenerate N-energy in terms of conserved quantities, which can
therefore be evaluated in terms of the initial data. On the other hand, the quantity that we bound (namely
the N-energy) involves only first derivatives of the solution, and yet in order to control it we find that
we need information regarding the second derivatives of the initial data. We refer to this as a loss of
derivatives. We will show, below, that it is actually necessary to lose derivatives in this way: there is no
such uniform boundedness estimate in terms of the first derivatives alone.

11C. Ruling out case (B). In the general case considered in Section 10, we were led to a dichotomy:
we either had amplification of the local energy by an arbitrarily large factor (case (A)), or else we had an
Aretakis-type instability (case (B)). We can now show that, in the situation of enhanced symmetry now
under consideration, this latter case cannot occur, and so we must have the kind of behaviour considered
in case (A).

Recall that the behaviour of case (B) can occur only if the local energy does not decay towards the
past, that is, if there is some smooth solution ¢ to [l,¢ = 0 such that ¢ arises from compactly supported

initial data satisfying
3

> EMTI$1(0) < o0

j=0
and some positive constant C such that, for all times T < 0, we have
& 1T91(0) + &, [T°p1(x) = C. (38)

We now show that, in the case of enhanced symmetry, such a solution cannot exist.
Recall that the argument of [Moschidis 2016a] establishes logarithmic decay of the N-energy on
manifolds with the same asymptotic structure as those we are considering,?? under the assumptions that:

211n fact, we can choose h(x) ~ r2.

22With the required modifications for G-invariant data on asymptotically Kaluza—Klein manifolds as discussed in Section 8.
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(1) A uniform boundedness statement holds. Note that we now have such a uniform boundedness
statement, albeit in terms of a higher-order energy of the initial data.

(2) Either the spacetime has a horizon, in which case it is allowed to have a suitably “small” ergoregion
(in a way made precise in [Moschidis 2016a]), or the asymptotically time-like Killing field T is
globally and uniformly time-like.

Note that the spacetimes we are considering do not obey this second condition, since the asymptotically
time-like Killing field is null on the evanescent ergosurface. Nevertheless, we can modify the arguments
of [loc. cit.] to show that we still have some decay of solutions to the wave equation.

Most of the estimates of [loc. cit.] still apply to the kinds of manifolds we are considering —in
particular, all of the estimates in the “asymptotic region” still apply. However, the low-frequency estimates
in Section 6 and the Carleman estimates in Section 7 of [loc. cit.], which are used to establish an “integrated
local energy decay” estimate in the interior region, need to be significantly modified if they are to apply
to the kinds of spacetimes we are considering, since it is in the proof of these estimates that the failure of
the vector field T to be globally time-like causes an issue.

Fortunately, for the spacetimes under consideration here, such a modification is possible, and we
will sketch the details below. The main idea is that, when we have an additional axial Killing field
of the kind we are assuming, we can simultaneously decompose solutions to the wave equation into
(time) frequency-localised and angular frequency-localised components. Then, the Carleman estimates
performed in [loc. cit.] can be shown to apply to each of the angular frequency components separately, but
with an additional degenerate factor that degenerates at high angular frequency. Finally, we can perform a
double interpolation argument, first showing that the individual angular frequency components decay
logarithmically, and then showing that the entire solution decays sublogarithmically.

11C1. The angular frequency decomposition. We first note that, since @ is a Killing vector field with
closed orbits, and since [T, ®] = 0, we can define some coordinate ¢ with period 27 such that (rescaling
@ if necessary) ®(¢) = 1, Moreover, the level sets of T can be chosen such that the integral curves of
® lie within the level sets of . Then, we can decompose a solution to the wave equation ¢ in terms of
“axial modes”
o0
¢ = Z by, P(Pwm) =inde).
n=—00

In other words, each of the ¢, is of the form
by = €Yy,
where CD(&(n)) = 0. Note that, by orthogonality, for each n we have
Ug (@) =0.

The idea is that we will apply the logarithmic decay result of [Moschidis 2016a] separately for each
axial mode. When doing so, we will have to keep track of the dependence of various constants on the
mode number n. The key estimates are the low-frequency estimates of Section 6 and the Carleman
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estimates of Section 7 of [Moschidis 2016a]; it is easy to see that the estimates in the asymptotic region
apply to the solutions ¢,). Note also that, since [T, ®] = 0, we can simultaneously perform the angular
frequency decomposition and also decompose the solutions with respect to time frequencies.

Below we will sketch the required modifications to the arguments given in [loc. cit.]. Many of the
arguments are almost identical, so we will only go into depth in those places which differ significantly
from the argument presented in [loc. cit.].

11C2. Integrated local energy decay for very low frequencies. The approach of [Moschidis 2016a]
involves dividing up the (time) frequency range into a low-frequency part w < wy, intermediate-frequency
parts @ ~ wy and a high-frequency part @ 2 w. In our case, this division will itself depend on the value
of n, the angular quantum number.

First, we define some w, which is sufficiently small compared with various geometric quantities (as in
[loc. cit.]) and which also satisfies

The corresponding frequency-localised wave will be denoted by v .
Then, we can repeat the calculations of Section 6 of [loc. cit.], using the current

J/,L = thO,napLWO,n - %auth(in-

The construction of the function /£ is identical to that given in [loc. cit.]. We can see (using the expression
for the inverse metric given in (18) together with the fact that {7', ®} span a time-like direction, so that ®
must have a component in the d,-direction) that

hRO“ Y018, W0.n > € - hR|Vs degenWo.nl* — C - BRI T Y00l (1 TW0.0] + | @V0.01),

where ¢ and C are some numerical constants, and |Vs degen¥0,n |2 includes all of the spatial derivatives of
Yo.n except for the @ derivative on the surface S. More precisely, the coefficient of | Py , |2 degenerates
quadratically at S.

The remainder of the calculations proceed in the same way as those in Section 6 of [loc. cit.], except
that there is no black hole horizon, and so many of the calculations are easier (see the footnotes in
[loc. cit.]). Following these calculations we can show that, in the notation of [loc. cit.],

f (V5 degenWon P4+ [Won2) < (14+24n)ET [y 1 (O0)+ / (@0) @otm)|Yon ).
{r<R}NR(0,t*) {r<R}NR(0,t*)

Hence, if wy is sufficiently small relative to the geometry and to 1/n, then we can absorb the second term
on the right-hand side by the left-hand side.

This proves a degenerate integrated local energy decay statement, since we still do not control all of the
derivatives of v , — we are missing the @ derivatives on the surface S. We can fix this by commuting
once with &. We obtain, in the end,

/ (0v0nl2 + oD < (1 + w2+ 1) (1 +1)ED [Yo1(0).
{r<R}NR(0,1%)



EVANESCENT ERGOSURFACE INSTABILITY 1887

11C3. Integrated local energy decay for intermediate frequencies. For the intermediate frequencies wy
we can also follow the calculations of Section 7 of [Moschidis 2016a]. The calculations in this section
make use of the fact that the frequencies are bounded away from zero. Hence, when repeating these
calculations, we must keep in mind the fact that, in our case, wg ~ n~!, and so we must track the
dependence of various constants on the value of wy.

As in [loc. cit.], we extend the function r from the asymptotic region (where it is the pullback of the
spherical polar radial coordinate on R? or R? x X) to the entire hypersurface ¥, by requiring that r is a
Morse function. Moreover, we can arrange that, say, r =rgp on S, and dr # 0 on S. Furthermore, we can
set @ (r) =0 in a neighbourhood of S. Finally, we can also arrange that in the region r < 2r( the vector
field T is uniformly time-like.

The construction of the two Morse functions w, @’ required for the energy currents in Section 7 of
[loc. cit.] proceeds exactly as in [loc. cit.] —note that we only construct these functions away from S, in
the region where T is uniformly time-like. Note that, for ro < r < 2rp, we have w = ' =r.

Note that, as in [loc. cit.], 0*w 0, # 0 away from the critical points of w. In the region r > 2ry this
follows directly from the arguments of [loc. cit.], using the fact that 7" is time-like in this region. On the
other hand, for ro <r < 2rg, both the vector fields 7" and ® are tangent to the level sets of w, and so in
particular the time-like vector field T is tangent to the level sets of w.

The remainder of the calculations in Section 7 of [loc. cit.] proceed in almost identical fashion, with
the important exception of inequality (7.22). Here, we instead have

10Winl? < C10, Wk n 3 Win + Col Tpn|* + C3| @Y,

where the third term is new. Effectively, this means that the constants w,% that appear in the inequalities in
Section 7 of [loc. cit.] need to be replaced with a),% +n? in our calculation. In particular, the parameter s
needs to be chosen sufficiently large compared to wy + |n| rather than just wy.

With this in mind, and noting that the various constants that depend on wy are, at worst, of order (wo) ™2
(see the comments in Lemma 4.6 of [loc. cit.]), we see that the key integrated local energy decay estimate,
Proposition 7.2 in [loc. cit.], is replaced by:

Proposition 11.1 (ILED for bounded frequencies [Moschidis 2016a, Proposition 7.2]). For any R > ry
and for wy sufficiently small compared with both 1 and n™\, there exists some positive constant C(R)
such that, for any smooth axial mode y with compactly supported initial data, and any v > 1 and
1 < |k| <n, we have

/ (10 <o, > + [W<opnl?) S CR)eCR™ @tlnh e[y 1(0).
{r<R}NR(0,t*)

In other words, we can repeat all of the calculations of Section 7 of [Moschidis 2016a] for the axial
mode v, at the expense of making our estimates degenerate exponentially in 7.

11C4. A double interpolation argument and sublogarithmic decay. Performing the interpolation argument
as in [Moschidis 2016a], and remembering that we must “lose derivatives” in the boundedness statement,
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we find that the local energy of the n-th axial mode decays logarithmically as

pm eCamlnl®

5Z(JN)[¢(’1)](‘C) < C(z,[,m)<(10g(2 n -L-))Zm + I+ 1-)85 ) (/ (r )l(N)][¢] dvol+ Z 5(N)[TJ CI)k¢ (0))

J+k<m+1

for any positive integer m and any real number 84 > 0, and for some small §5 > 0, and where the Cy, )
are some (possibly very large) constants depending only on m and the set Z/. This is a slightly modified
version of Corollary 2.2 of [Moschidis 2016a]. Note that the first term defines a kind of “weighted”
energy; see the discussion of p-weighted energy estimates in Section 8.

Note that, although this estimate shows that the n-th axial mode decays logarithmically, we cannot
simply “add up” all such estimates to show that the solution as a whole decays logarithmically. In fact,
these estimates degenerate (exponentially) in n at large values of n (Note that the polynomial degeneration
in n of the bounds given for time frequencies is strictly better than this). To obtain decay for the solution ¢,
rather than just the axial modes ¢,), we can use the interpolation argument again, using the decay
statement for axial modes with |n| < n, and simply using the boundedness statement (and commuting
with @) for modes with || > n_.. Choosing ny ~ (log(2 + 7))'/3, we find

Vg1 = —m ( / i gy dvol + 3 (T <I>k¢]<0>) (39)
(log(2 + 1)) 3" jtk=m+2
where Uy C Xy is any precompact set (including those which intersect the ergosurface S). Note that this
decay result holds in both the original manifold and the time-reversed manifold.
In short, the local N-energy of ¢ decays sublogarithmically. In particular, if ¢ arises from smooth,
compactly supported initial data then

EMNTo1(0) + &N Tp1(7)

C
<24 2( )i sirg) dvoH—/ (™)1 ypragydvol + Y €M T’<I>k¢>](0))
(log(2+1))3 k<4
Cug)
= 73>
(log(2+1))3

where the first line follows from (39) and the second line follows from the fact that the data is smooth and
compactly supported, so that the energy quantities (including the weighted energies) are finite initially.
Note that the numerical constants Cy; and Cy,¢) are generally different.

We call this decay “sublogarithmic” because, in terms of pointwise decay rates, this would lead to
decay for the fields ¢ at a rate ¢ ~ (log(2 + 7))~1/3. Note that this is a kind of converse to the lower
bound proved on microstate geometries in [Keir 2016], albeit this result shows decay at a slower rate. It
is likely, therefore, that this does not represent a sharp decay rate for linear waves on these geometries.

In any case, this rules out the existence of a constant ¢ > 0 such that (38) holds, since, if 7 is sufficiently
large, then we will always have

Cauv.p)

_Cun ¢
(log(2 +1))3
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even if the numerical constant Cy,¢) is very large. In turn, this rules out case (B), so that, when an
extra symmetry of the right kind is present, then we must have case (A), i.e., energy amplification by
an arbitrarily large factor. Note also that, since the T -energy remains bounded, the energy amplification
must occur near the evanescent ergosurface S. In other words, we have proved the following:

Lemma 11.2 (local energy amplification in the presence of an additional symmetry). Let (M, g) be a
Lorentzian manifold which is either asymptotically flat and has an evanescent ergosurface of the first kind
(see condition (ES1)), or which is asymptotically Kaluza—Klein and has an evanescent ergosurface of the
second kind (see condition (ES2)). Furthermore, suppose there is an additional Killing vector field ®,
such that the span of T and ® includes a Killing vector field that is time-like in a neighbourhood of S.

Then, for any constant C > 0 and any open set Uy C X such that SNUy # 3, there is a solution ¢c, ) to
the wave equation Ugpc 1) = 0 arising from smooth, compactly supported initial data, and a time tc, y)
such that

&N b)) = CEMdec.11(0). (40)

In other words, there is a solution to the wave equation whose local energy (in the set U) is amplified,
relative to its total initial energy, by a factor of at least C.

Note that, by construction, the solution ¢c, 1y in Lemma 11.2 can be chosen to be the T -derivative of
a solution to the wave equation.

11D. Bounds for the amplification time and the support of the data. Physically, it is very important
to be able to estimate the time-scale of any proposed instability. For example, if the time-scale of an
instability of some object is very small compared to the time-scale on which those objects form, then we
would not expect to find such objects in nature, whereas in the opposite case we might still expect to find
these objects, despite the presence of an instability.

Now that we have shown that, in the presence of an additional symmetry, the local (nondegenerate)
energy of a solution to the wave equation can grow arbitrarily large relative to its initial (nondegen-
erate) energy; it turns out that the extra symmetry also allows us to prove an upper bound for the
time taken for the local energy to grow. At the same time, we can prove a bound on the size of the
support of the initial data which leads to this growing solution, which might also have some physical
relevance.

Recall that, in the case of additional symmetry, we can show both that the N-energy is bounded (by a
higher-order initial energy) and that the local N-energy decays at least logarithmically (again, this bound
necessarily involves higher-order initial energies). Thus, we can construct data for the wave equation as
in Section 10E. This leads to initial data for ¢ at a time 7; such that

e EDTPI() =1,
« EMT2)(11) = 08;"),
« EMPTPI(1) =06, ).
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Moreover, it is not very difficult to see that the initial data constructed in this way satisfies

Y eMrrietgla = 0@, " .
Jjtk<m

Thus, solving the wave equation backwards in time, the decay estimate (39) tells us that the local
nondegenerate energy of the wave T'¢ at time 0 is bounded by

—2m—6—3
Cu,mdy °

(log(2 +11))3"

for any choice of m € N. Thus, we can guarantee that the local energy at time 0 is bounded above by 1

&N TP10) <

by choosing

_2_ 82
71 = exp(Caam) 28y ).

Moreover, at this time the fotal N-energy is bounded by some constant which is independent of 3y, since
the N-energy away from the ergosurface is bounded by the T -energy, which is conserved and takes the
value 1.

Putting this together,”® we have shown the following:

Corollary 11.3 (bounds for the amplification time and the support of the data). Let (M, g) be as in
Lemma 11.2.

Then, for any constant C > 0 and any open set Uy C X such that S C Uy, there is a solution ¢c, ) to
the wave equation [,¢(c 1y = 0 arising from smooth, compactly supported initial data such that

g™ T
sup z,(,N)[¢(c,u)]( ) > C. 1)
ef0.e+] €V, 1)1(0)
where T* is given by
" = Cu,m)exp( ) (42)
or some constant Cy ) depending only on the set U and the positive integer m.
W, m) aep g onty P 8
Moreover, the initial data for this solution is supported only in the intersection of the causal past of the

set U N X+ with the initial hypersurface X.

Note that the solution ¢, /) appearing in the corollary is the function T'¢ from the calculations above.
Recall that, since T is a Killing vector field, if ¢ is a solution to the wave equation then so is 7 ¢.

11E. Solutions with unbounded local energy. We have seen (in Lemma 11.2) that, in the case where an
extra symmetry is present, the local nondegenerate energy can be amplified by an arbitrarily large amount
compared with the initial, total, nondegenerate energy. A natural question now arises: does there exist
finite-energy initial data leading to a single solution ¢ to the wave equation (as opposed to a sequence of
solutions), such that the local energy of ¢ becomes arbitrarily large?

23 Choosing a larger value of m appears to give an improved lower bound on the amplification bound; i.e., it leads to a bound
whose functional dependence on 4y is better. However, the numerical constant Cyy ,, also depends on the value of m in some
uncontrolled way, so we cannot simply pass to the limit m — oco.
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Using the extra symmetry, we give an affirmative answer to this question. Note, however, that the
initial data we construct is not necessarily smooth, and indeed, in view of the nondegenerate energy bound
with a loss of derivatives, it cannot have finite “higher-order” energies. Moreover, it is not necessarily
compactly supported either.

Corollary 11.4 (a solution with unbounded local energy). Let (M, g) be as in Lemma 11.2.
Then there exists a (weak) solution ¢ to L¢p = 0 such that:

o The initial N-energy of ¢ is 2; that is, EN[$](0) = 1.

e The local N-energy of ¢ is unbounded,; that is,
limsup & [¢](z) = oo, (43)
T—>00

where U is any T -invariant open set such that S C U.

For ease of notation, let us fix an open set I/ intersecting the ergosurface. Let (T'¢), be a solution to
the wave equation constructed as in Lemma 11.2, except that we continue evolving the solution to the
past until the N-energy is bounded above®* by 1/(C,)3. Then we have the following lower bound on the
local energy:

EMTP)al(xe,) = Co,

where t¢, is some time satisfying

21
zc, ~ e,

At the same time, for the solution (7 ¢), we have the decay estimate (see (39) with the choice m = 1)

(C )41

NI S ——,
(log2+ 1))}

which holds for all t.
Finally note that, by applying the decay estimate to the solution as we evolve backwards in time, we
find that, for all times 7 such that
129/2
T < e

we also have the bound

(N) <
& (TP)l(r) S CE

Now, we can use these bounds to construct a solution with the desired properties. First, we choose the
constants C,, = 2", We see that, at some time T, satisfying

21.2"
T, ~ €&’

we have
NV T$)al(za) = 2%

24Recall that, when we solve the wave equation backwards and use the decay estimate (39), we only obtain an upper bound
on the initial N-energy. We want to avoid scaling the solution up by a (potentially large) factor.
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Now, if m > n and n is large enough, then we have

129 »m
275 2

21.2"
e > €2

E(N)[(] ¢)’n](zn) < m *

On the other hand, if m < n then we can use the uniform decay estimate to show

- g 412"
&y [(T¢)m](fn)N221—_2n-

Again, if n is sufficiently large, then this term is bounded, say by 1/2".
Now, we set

poo =Y (TP

n=1

By the triangle inequality, and the calculations above, we see that there is a sequence of times 7, such that
N
& [$ocl(t2) — 0.

At the same time, the initial energy of this function ¢, is bounded by
>
321"
n=0 2
which is clearly finite. Hence the series has a limit which is a weak solution of the wave equation. Note,
however, that from the bound (37), the initial energy of T ¢»o must be infinite.

11F. Higher derivatives. Another natural question in the context of the work above is whether the
instability we have discussed can be “cured” by looking at higher derivatives. We could compare the
situation to the case of wave equations on a Schwarzschild black hole, where the well-known “trapping”
phenomena means that an integrated local energy decay statement cannot hold. In the language of this

paper, this means that no statement of the form

T
/ </ l(N)][¢] dV01> dt S E(N) [¢](O)
0 z.NU

can hold; see [Sbierski 2015] for a very general proof that this kind of statement cannot hold on spacetimes
involving trapping. However, in the case of Schwarzschild black holes, it is possible to “fix” this problem
by including higher derivatives on the right-hand side, and indeed a statement of the following form can
be shown to hold:

/ | < / o0 0 dvol) dr S EM(10) + £V [T1(0).
0 .U

One might wonder whether a similar approach could be used to “cure” the instability discussed in this
paper. In fact, we have already seen that, when an additional symmetry is present, the local energy can be
bounded in terms of a higher-order energy (see (37)). However, this is not a very satisfactory result, since
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it leaves open the possibility that the higher-order energy is itself unbounded, and this, in turn, could be
interpreted as a kind of instability (albeit of a “weaker” type).

Again, the additional symmetry enables us to resolve this issue. Let ¥ = T'¢h, where ¢ is the solution
to the wave equation arising from the initial data we have constructed in Section 10E, and where we pose
the initial data at time 7. Then it is not hard to see that v satisfies

> EMITIOPIm) = 00 "),
Jjt+k<m
DT Y )(11) = O((80) ™),
and so, following exactly the same arguments as before, we can show that there exists a solution to the
wave equation uc, and a time t¢, such that, for any C; > 0, we have

> EMTIkuc,10) =1,
Jtk<m

> EMTIdtucl(ze,) = C1.
JH+k<m

(44)

Now, since at each point on the manifold M, there is a time-like vector in the span of 7" and ®, we

can use standard elliptic estimates to show that there is some numerical constant C, such that

Y M uc,1(0) < €,

j<m

C1 <Y EMuc,(xe,) < o€,
j<m

where in the second line the first inequality follows from (44). Hence, rescaling the solution by a factor
of (C,)~! and setting C3 = C{(C,)~! we have found a solution to the wave equation such that

> EMrauc10) <1,
j<m
> EMBuc,I(zc,) = Cs.
j<m
In other words, we have proved the following corollary:
Corollary 11.5 (higher-order energies). Suppose that the same conditions holds as for Lemma 11.2. Then,

for any positive integer m, for any C > 0, there is a solution to the wave equation uc ) and a time T(c m)

such that ,
ijm gM) [aju(C,m)](f(C,m)) -

> i<m EMN37u(c,m1(0)

This shows that we cannot fully “escape” the instability by looking at higher-order energies, at least

(45)

in the case where the extra symmetry is present. To be explicit: suppose that we know, initially, that
the “n-th order” energy of some wave ¢ is small. In other words, we know that 38" ¢ is small in L2.
Then, although it may be the case that 33"~ !¢ is small in L? at all points in the future, but we can never
guarantee that 9" ¢ is also small (in the same sense) at all points in the future.
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Appendix: Nonexistence of manifolds with evanescent ergosurfaces
and a globally time-like Killing vector field

A curious corollary of the results we have proved above allows us to rule out a certain kind of smooth
Lorentzian manifold, possessing certain symmetries and a particular asymptotic structure. Note that the
statement of this corollary makes no reference to the wave equation: it is a result purely in Lorentzian
differential geometry. Nevertheless, our proof makes use of the wave equation!

Corollary A.1 (nonexistence of Lorentzian manifolds with an evanescent ergosurface and a globally
time-like Killing vector field). There does not exist a smooth, Lorentzian manifold which is either

o asymptotically flat and possesses an evanescent ergosurface of the first kind (condition (ES1)) or

o asymptotically Kaluza—Klein and possesses an evanescent ergosurface of the second kind (condition

(ES2))
and which also possesses a uniformly time-like Killing vector field T.

Proof. The proof is by contradiction. Suppose that such a manifold did exist. Let ¢¢ be the solution to
the wave equation constructed in Lemma 11.2. Then, since Tisa Killing vector field, the associated
energy is conserved; i.e., for all 7,

ED[gcl(@) =D [gcl0).
At the same time, by construction we have
EMpcl(ze) = CEMgc(0).
But, since both N and T are uniformly time-like, at all times 7 and for any function ¢ we have
eEMp)(r) < D 1pl(r) < CEMlpel(r)

for some constants ¢ and C.
Combining these, we have

ED16c10) = ED[pcl(re) = €M pel(te) = 6CEM[pc1(0) > ¢C D [pc1(0).

The constants C and ¢ are independent of the solution u¢. Hence, we can choose C > &~'C, giving
the required contradiction. (Il

We note here that an analogous proposition holds, with “evanescent ergosurface” replaced by “ergore-
gion”. This follows immediately from the result of [Moschidis 2016b].
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