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ON THE PROPAGATION OF REGULARITY FOR SOLUTIONS OF
THE DISPERSION GENERALIZED BENJAMIN-ONO EQUATION

ARGENIS J. MENDEZ

To my parents

We study some properties of propagation of regularity of solutions of the dispersive generalized Benjamin—
Ono (BO) equation. This model defines a family of dispersive equations that can be seen as a dispersive
interpolation between the Benjamin—Ono equation and the Korteweg—de Vries (KdV) equation.

Recently, it has been shown that solutions of the KdV and BO equations satisfy the following property:
if the initial data has some prescribed regularity on the right-hand side of the real line, then this regularity
is propagated with infinite speed by the flow solution.

In this case the nonlocal term present in the dispersive generalized Benjamin—Ono equation is more
challenging that the one in the BO equation. To deal with this a new approach is needed. The new
ingredient is to combine commutator expansions into the weighted energy estimate. This allows us to
obtain the property of propagation and explicitly the smoothing effect.
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1. Introduction
The aim of this work is to study some special regularity properties of solutions to the initial value problem
(IVP) associated to the dispersive generalized Benjamin—Ono equation

{8,u—D§+18xu+u8xu:0, x,1eR, 0<a <1,

u(x,0) =up(x), (1.1)

where DY, denotes the homogeneous derivative of order s € R,
2\3 Freny
Dy =(=0;)2 thus Dyf =cs(|E]° f(§)),
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which in its polar form is decomposed as D{ = (H9d,)*, where H denotes the Hilbert transform

=L nm [ L4 Cisen) fE) o,

7T e—0t ly|>e y

where * denotes the Fourier transform and ~ denotes its inverse. These equations model vorticity waves
in the coastal zone; see [Molinet et al. 2001].

Our starting point is a property established by Isaza, Linares and Ponce [Isaza et al. 2015] concerning
the solutions of the IVP associated to the k-generalized KdV equation

du+du+ufdu=0, x,teR, keN,
u(x,0) =uop(x).

It was shown in [Isaza et al. 2015] that the unidirectional dispersion of the k-generalized KdV equation

1.2)

gives the following propagation of regularity phenomena.
Theorem 1.3 [Isaza et al. 2015]. Ifug € H* (R) and for somel € Z, | > 1 and xy € R
(o.¢]
||8iuo||iz((xm)) = / 18110 (x)|* dx < oo, (1.4)
X0
then the solution of the IVP associated to (1.2) satisfies that for any v > 0 and € > 0
o
sup / @lu)*(x,t)dx <c (1.5)
0<t<T Jxo+e—vt

for j=0,1,2,...,lwithc=c(; ||u0||H3/4+(R); ||8)lc”0||L2((x0,oo))§ v; €; T). Inparticular, forallt € (0, T],

the restriction of u( -, t) to any interval (xo, 00) belongs to H'((xq, 00)).
Moreover, foranyv >0, € >0and R > 0

xo+R—vt
f f @ u)?(x, )y dxdt <,
X

o0+e—vt
with ¢ = c(l; ||M0||H3/4+([R); “a;lCuO”Lz((xo,oo)); vie; Ry T).

The proof of Theorem 1.3 is based on weighted energy estimates. In particular, the iterative process in
the induction argument is based on a property discovered originally by T. Kato [1983] in the context of
the KdV equation. More precisely, he showed that solution of the KdV equation satisfies

T oR
// (@xu)*(x, 1) dx dr < c(R: T+ [luoll 2), (1.6)
0J-Rr

where this is the fundamental fact in his proof of existence of the global weak solutions of (1.2) for k =1
and initial data in L*(R).

This result was also obtained for the Benjamin—Ono equation [Isaza et al. 2016a] but it does not follow
as the KdV case because of the presence of the Hilbert transform.

Later on, [Kenig et al. 2018] extended the results in Theorem 1.3 to the case when the local regularity
of the initial data ug in (1.4) is measured with fractional indices. The scope of this case is much more
involved, and its proof is mainly based in weighted energy estimates combined with techniques involving
pseudodifferential operators and singular integrals. The property described in Theorem 1.3 is intrinsic
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to suitable solutions of some nonlinear dispersive models; see also [Linares et al. 2017]. In the context
of two-dimensional models, analogous results for the Kadomtsev—Petviashvili II equation [Isaza et al.
2016b] and the Zakharov—Kuznetsov [Linares and Ponce 2018] equation were proved.
Before stating our main result we will give an overview of the local well-posedness of the IVP (1.1).
Following [Kato 1983] we have that the initial value problem IVP (1.1) is locally well-posed (LWP) in
the Banach space X if for every initial condition uy € X there exists 7 > 0 and a unique solution u (¢)
satisfying
ueC(0, T]: X)NAr, 1.7

where A7 is an auxiliary function space. Moreover, the solution map ug > u is continuous from X into
the class (1.7). If T can be taken arbitrarily large, one says that the IVP (1.1) is globally well-posed
(GWP) in the space X.

It is natural to study the IVP (1.1) in the Sobolev space

H R =(1-0)"2L*[R), seR.

There exist remarkable differences between the KdV (1.2) and the IVP (1.1). In case of KdV, e.g., it
possesses infinite conserved quantities, defines a Hamiltonian system, has multisoliton solutions and is a
completely integrable system by the inverse scattering method [Coifman and Wickerhauser 1990; Fokas
and Ablowitz 1983]. Instead, in the case of the IVP (1.1) there is no integrability, but three conserved
quantities (see [Sidi et al. 1986]), specifically

+a
2

I[u](t):/udx, M[u](t):fuzdx, H[u](z):lf |D; u|2dx—1/u3dx,
R R 2 R 6 R

are satisfied at least for smooth solutions.

Another property in which these two models differ resides in the fact that one can obtain a local
existence theory for the KdV equation in H*(R), based on the contraction principle. On the contrary,
this cannot be done in the case of the IVP (1.1). This is a consequence of the fact that dispersion is not
enough to deal with the nonlinear term. In this direction, Molinet, Saut and Tzvetkov [Molinet et al.
2001] showed that for 0 <« < 1 the IVP (1.1) with the assumption ug € H®(R) is not enough to prove
local well-posedness by using fixed-point arguments or the Picard iteration method.

Nevertheless, Molinet and Ribaud [2006] proved global well-posedness by considering initial data in a
weighted low-frequency Sobolev space. Later, using suitable spaces of Bourgain type, Herr [2007] proved
local well-posedness for initial data in H*(R) N H~(R) for any s > —%", w= ﬁ — %, where H“(R) is
a weighted low-frequency Sobolev space (for more details see [Herr 2007]); next by using a conservation

1 1
atl 2
In this sense, an improvement was obtained by Herr, Ionescu, Kenig and Koch [Herr et al. 2010], who

law, these results are extended to global well-posedness in H*(R) N H “?(R), fors >0, w =

showed that the IVP (1.1) is globally well-posed in the space of the real-valued L*(R)-functions by using
a renormalization method to control the strong low-high frequency interactions. However, it is not clear
that these results described above can be used to establish our main result. Thus a local theory obtained
by using energy estimates in addition to dispersive properties of the smooth solutions is required.
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In the first step, we obtain the following a priori estimate for solutions of IVP (1.1):

clloxull ;1 ;00
lull Loy S lluollms e iy
part of this estimate is based on the Kato—Ponce commutator estimate [1988].
The inequality above reads as follows: in order for the solution « to lie in the Sobolev space H*(R),
continuously in time, we must control the term || 0, u|| Ll
First, we use results of Kenig, Ponce and Vega [Kenig et al. 1991a] concerning oscillatory integrals in

order to obtain the classical Strichartz estimates associated to the group S(7) = e’ D+l

*, corresponding to
the linear part of the equation in (1.1).

Additionally, the technique introduced in [Koch and Tzvetkov 2003] related to the refined Strichartz
estimate is fundamental in our analysis. Specifically, their method is mainly based in a decomposition
of the time interval into small pieces whose lengths depends on the spatial frequencies of the solution.
This approach allowed Koch and Tzvetkov to prove local well-posedness for the Benjamin—Ono equation
in H3/*" (R). Then, Kenig and Koenig [2003] enhanced this estimate, which led to proving local well-
posedness for the Benjamin-Ono equation in H%/8" (R).

Several issues arise when handling the nonlinear part of the equation in (1.1); nevertheless, following

the work of Kenig, Ponce and Vega [Kenig et al. 1993], we manage the loss of derivatives by combining

the local smoothing effect and a maximal function estimate of the group S(t) = e'P% ok,
These observations lead us to present our first result.
Theorem A. Let 0 < o < 1. Set s(a) = % — %‘x and assume that s > s(a). Then, for any ug € H*(R),

there exists a positive time T =T (|luo|| usr)) > 0 and a unique solution u satisfying (1.1) such that
ueC(0,T]: H*(R)) and d.u e L'([0,T]: L®(R)). (1.8)

Moreover, for any r > 0, the map uo — u(t) is continuous from the ball {ug € H*(R) : |luo|lzsw) < 7}
to C([0, T]: H*(R)).

Theorem A is the base result to describe the propagation of regularity phenomena. As we mentioned
above, the propagation of regularity phenomena is satisfied by the BO and KdV equations. These two
models correspond to particular cases of the IVP (1.1), specifically by taking « =0 and « = 1.

A question that arises naturally is to determine whether the propagation of regularity phenomena is
satisfied for a model with an intermediate dispersion between these two models mentioned above.

Our main result gives answer to this problem and it is summarized in the following:

Theorem B. Let uy € H*(R), with s = 3%“ and u = u(x, t) be the corresponding solution of the IVP
(1.1) provided by Theorem A.
If for some xo € R and for some m € 7+, m > 2,

O'uo € L*({x = xo}), (1.9)
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then foranyv >0, T >0, e >0andt > €

sup /oo (8Ju)?(x, 1) dx

0<t<T Jxp+e—vt
xX0+T— vt i X0+T— vt i
// . afu) (x, t)dxdt+// 2 Haju) (x,t)dxdr <c (1.10)
Xo0+€—vt Xo+€—vt
for j=1,2,....,m,withc=c(T; € v;a; [luollgs: 107 uoll L2((xy.00)) > O

If in addition to (1.9) there exists xo € R™ with
-«

D,? 3Mug € L*({x > xo}) (1.11)

then foranyv >0, € >0and 1 > €
o0 l-o
sup f (Dy? 3™u)*(x, 1) dx
X

0<t<T Jxo+e—vt
T pxo+t—0t Xo+T—vt
+// @) (x, t)dxdt—i—// @™ Hu)?(x, ) dxdr <, (1.12)

o+e—vt Xo+e—vt

1-a)/2
p{'™/ 0y uoll L2((xg,00))) > O-

with ¢ = c(T; €; v; o |luo |l mss |

Although the argument of the proof of Theorem B follows in spirit that of KdV, i.e., an induction
process combined with weighted energy estimates, the presence of the nonlocal operator D)‘Z“ dy in the
term providing the dispersion, makes the proof much harder. More precisely, two difficulties appear, the
most important of which is to obtain explicitly the Kato smoothing effect [1983], which in the proof of
Theorem 1.3 is fundamental.

In contrast to the KdV equation, the gain of the local smoothing in solutions of the dispersive generalized
Benjamin—-Ono equation is just “—erl derivatives, so as occurs in the case of the Benjamin—Ono equation
[Isaza et al. 2016a], the iterative argument in the induction process is carried out in two steps, one for
positive integers m and another one for m + 5% >~ derivatives.

In the case of the BO equation [Isaza et al. 20163], the authors obtain the smoothing effect basing their
analysis on several commutator estimates, such as the extension of Calderén’s first commutator for the
Hilbert transform [Baishanski and Coifman 1967]. However, their method of proof does not allow them
to obtain explicitly the local smoothing as in [Kato 1983].

The advantage of our method is that it allows us to obtain explicitly the smoothing effect for any
a € (0, 1) in the IVP (1.1). Roughly, we rewrite the term modeling the dispersive part of the equation in
(1.1) in terms of an expression involving [H D%*2; Xi »]. At this point, we incorporate results of [Ginibre
and Velo 1991] about commutator decomposition. This allows us to obtain explicitly the smoothing effect
as in [Kato 1983] at every step of the induction process in the energy estimate. Additionally, this approach
allows us to study the propagation of regularity phenomena in models where the dispersion is lower in
comparison with that of IVP (1.1). We address this issue in a forthcoming work; specifically we study the
propagation of regularity phenomena in real solutions of the model

du—DYdu+udu=0, x,teR 0<a<l.
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As a direct consequence of Theorem B, one has that for an appropriate class of initial data the singularity
of the solution travels with infinite speed to the left as time evolves. Also, the time reversibility property
implies that the solution cannot have had some regularity in the past.

Concerning the nonlinear part of IVP (1.1) in the weighted energy estimate, several issues arise.
Nevertheless, following the approach of [Kenig et al. 2018], combined with [Kato and Ponce 1988; Li
2019] on the generalization of several commutator estimates, allows us to overcome these difficulties.

Remark 1.13. (I) It will be clear from our proof that the requirement on the initial data, that is, 1o €
HOB~9/2(R) in Theorem B, can be lowered to H(©—30/8)+(R).

(II) Also it is worth highlighting that the proof of Theorem B can be extended to solutions of the IVP

qu— D2 u+uf,u=0, x,teR, 0<a<l,keZ,

(1.14)
u(x,0) =ugp(x).

(IIT) The results in Theorem B still hold for solutions of the defocusing generalized dispersive Benjamin—

Ono equation

du—DJu—udu=0, x,teR 0<a<l,

u(x,0) =up(x).
This can be seen applying Theorem B to the function v(x, t) = u(—x, —t), where u(x, t) is a solution of
(1.1). In short, Theorem B remains valid, backward in time for initial data u satisfying (1.9) and (1.11).

Next, we present some immediate consequences of Theorem B.

Corollary 1.15. Letu € C([—T, T] : HC~9/2(R)) be a solution of the equation in (1.1) described by
Theorem B. If there exist n,m € Z with m < n such that for some 1|, 7o € Rwith 1) < 1»

o
/ 18"uo(x)|*dx < oo but 3™ug ¢ L*((t1, 0)),
©

then forany t € (0, T) and any v > 0and e > 0

(o]
/ 18"u(x, 1)|* dx < oo,
T

2+€—vt
and foranyt € (—T,0) and any 13 € R
[e.¢]
/ 10™u(x, 1) dx = oo.
73

The rest of the paper is organized as follows: in the Section 2 we fix the notation to be used throughout
the document. Section 3 contains a brief summary of commutator estimates involving fractional derivatives.
Section 4 deals with the local well-posedness. Finally, in Sections 5 and 6 we prove Theorems A and B.

2. Notation

The following notation will be used extensively throughout this article. The operator J* = (1 — 92)*/2
denotes the Bessel potentials of order —s.



REGULARITY FOR SOLUTIONS OF THE DISPERSION GENERALIZED BENJAMIN-ONO EQUATION 2405

For 1 < p < oo, L?(R) is the usual Lebesgue space with the norm || - ||z»; additionally for s € R, we
consider the Sobolev space H*(R) is defined via its usual norm || f||gs = ||J* f ;2. In this context, we
define

me=ﬂmmy
s>0

Let f = f(x, t) be a function defined for x € R and ¢ in the time interval [0, T'], with T > 0, or in the
whole line R. Then if A denotes any of the spaces defined above, we define the spaces L7 A, and L} A,
by the norms

r v ’
”f”L?AX:(/O ||f(-,t)llﬁdt) and IIfIIL;’AX=(/Rllf(',t)llﬁdo

for 1 < p < oo with the natural modification in the case p = co. Moreover, we use similar definitions for
the mixed spaces LZLf and L?CL"T7 with 1 < p, g < o0.

For two quantities A and B, we write A < B if A < ¢B for some constant ¢ > 0. Similarly, A 2 B if
A > ¢B for some ¢ > 0. We write A ~ B if A < B and B < A. The dependence of the constant ¢ on
other parameters or constants is usually clear from the context and we will often suppress this dependence
whenever possible.

For a real number a we will write a™ instead of a + € whenever ¢ is a positive number whose value is
small enough.

3. Preliminaries

In this section, we state several inequalities to be used in the next sections.
First, we have an extension of the Calderén commutator theorem [1965] established in [Baishanski
and Coifman 1967].

Theorem 3.1. For any p € (1, 00) and any I, m € Z U {0} there exists ¢ = c¢(p; I; m) > 0 such that

OL[H; w18™ flie < clld™ ol fll Lo (3.2)

For a different proof see [Dawson et al. 2008, Lemma 3.1].

In our analysis the Leibniz rule for fractional derivatives, established in [Grafakos and Oh 2014; Kato
and Ponce 1988; Kenig et al. 1994], will be crucial. Even though most of these estimates are valid in
several dimensions, we will restrict our attention to the one-dimensional case.

Lemma 3.3. Fors >0, p €[1, 00),

ID*(flir S WS ILr ID*gllr: +11glLrs ID* fllLrs, (3.4

with
L1 L Ll elool j=1,2324
p Pt p2 P3 P4

Also, we will state the fractional Leibniz rule proved by Kenig, Ponce and Vega [Kenig et al. 1993].
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Lemma 3.5. Let s =51+ 57 € (0, 1), with sy, s € (0, s5), and p, p1, p2 € (1, 00), satisfy

1_tr. .1
p P P2
Then,
ID*(fg) — fD'g—gD* fliLr SID™ fllLrn 1D gllLr2. (3.6)

Moreover, the case sy =0 and py = o0 is allowed.

A natural question about Lemma 3.5 is to investigate the possible generalization of the estimate (3.6)
when s > 1. The answer to this question was given recently by D. Li [2019]; he established new fractional
Leibniz rules for the nonlocal operator D*, s > 0, and related ones, including various endpoint situations.

Theorem 3.7. Lets > 0and 1 < p < oo. Then for any sy, sp > 0 with s = 51+ 52, and any f, g € S(R"),
the following hold:

(1) If 1 < p1, p2 < 0o with 5 = -+ -, then

SID™ fllpm D> gll e (3.8)
Lpr

1 » 1 )
HD‘(fg) =D D g =) SoleD

! B! x&
a<s) B=s2

(2) If p1 = p, p2 =00, then

HD‘(fg)— ) —a“ “g— Y ifleD g

! B! =8
Ot<?1 B=s2

S ID™ flliee D> g llBmo,

Ly

where | - |lsmo denotes the norm in the BMO space.'

(3) If p1 =00, p2 = p, then

1 1
HDS(fg) =D D g =y S oleD Y f

B S ID™ flismoll D gllLe-
as<s; B<s2

LP

The operator D% is defined via Fourier transform®
Dsag(§) = D™ ()8 (%),
D (&) =i g (1&).
Remark 3.9. As usual empty summation (such as ) ,_, ) is defined as zero.
Proof. For a detailed proof of this theorem and related results, see [Li 2019]. (I
Next we have the following commutator estimates involving nonhomogeneous fractional derivatives,

established by Kato and Ponce.

IFor any f € LIOC(R") the BMO seminorm is given by || fllgmo = SUPQ 101 f [f () — (f)oldy, where (f)( is the
average of f on Q, and the supreme is taken over all cubes Q in R"™.
2The precise form of the Fourier transform does not matter.
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Lemma 3.10 [Kato and Ponce 1988]. Let s > 0 and p, p;, p3 € (1, 00) and p1, ps € (1, 00] be such that
1 1 1 1 1

P P P2 P3 P4
Then,

U5 f1glr SO flleo 15 gllie: + 11T° fllLrallg s (3.11)
I ller S WP flleeliglee + 177 gllees | fllLrs- (3.12)
There are many other reformulations and generalizations of the Kato—Ponce commutator inequalities;

see [Bényi and Oh 2014]. Recently Li [2019] has obtained a family of refined Kato—Ponce-type inequalities
for the operator D*. In particular he showed that:

Lemma 3.13. Let 1 < p < o0. Let 1 < py, p2, p3, pa < 00 satisfy

1 1 1 1 1

p p1 p2 pP3 D4
Therefore:

(@) If 0 <s <1, then
ID*(f8) — fD°gllLr SID° " ox fllm llgliLe.
(b) If s > 1, then
ID*(fg) — fDgllr SUD* o fllemligler + 185 fllos 1D~ gl Lo (3.14)

For a more detailed exposition on these estimates see [Li 2019, Section 5].
In addition, we have the following inequality of Gagliardo—Nirenberg type:

Lemma3.15. Letl <gq,p <00, 1 <r <ocoand0 <« < B. Then,

ID* fliee Sell £l 2 1DP 119,

with
1 1 1 o
——a=(1—0)—+9(—— ) Oe[—,l].
p r q P B
Proof. See [Bergh and Lofstrom 1976, Chapter 4]. ]

Now, we present a result that will help us to establish the propagation of regularity of solutions of (1.1).
A previous result [Kenig et al. 2018, Corollary 2.1] was proved using the fact that J", r € R, can be seen
as a pseudodifferential operator. Thus, this approach allows us to obtain an expression for J” in terms of
a convolution with a certain kernel k(x, y) which enjoys some properties on localized regions in R2. In
fact, this is known as the singular integral realization of a pseudodifferential operator, whose proof can be
found in [Stein 1993, Chapter 4].

The estimate we consider here involves the nonlocal operator D® instead of J°.
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Lemma 3.16. Letm € Z" and s > 0. If f € LZ(R) and g € LP(R), 2 < p < oo, with

dist(supp(f), supp(g)) > 6 > 0. (3.17)
Then

g 0 D* flir2 S lgllerllf1lz2-

Proof. Let f, g be functions in the Schwartz class satisfying (3.17).
Notice that

g(x)

gx) (DAY f)(x) = - g( )
(2m)2

/e”‘s ISIS@(E)dé— / € (e £)(6) dE, (3.18)
R
where 7, is the translation operator.’

Moreover, the last expression in (3.18) defines a tempered distribution for s in a suitable class, which
will be speciﬁed later. Indeed, for z € C with —1 < Re(z) <0

am
[ s —c [ SEOD 0 pralges®,  G19)
(27)2 11+
with c(z) is independent of ¢. In fact, evaluating p(x) =e™* */2 in (3.19) yields
22T (et
c(z) = %ZZ)
72l (=35)

Thus, for every ¢ € S(R) the right-hand side in (3.19) defines a meromorphic function for every test
function, which can be extended analytically to a wider range of complex numbers z, specifically z with
Im(z) = 0 and Re(z) = s > 0, which is the case that pertains to us. By an abuse of notation, we will
denote the meromorphic extension and the original as the same.

Thus, combining (3.17), (3.18) and (3.19) it follows that

ol 1gy>
(DL f)(x) = <)/ (T |1+Af)(” dyzc(s)g(x)(f Hf%)()

Notice that the kernel in the integral expression is not anymore singular due to the condition (3.17). In

fact, in the particular case that m is even, we obtain after apply integration by parts
D" 1)) = (s, myg(o) [ f 5 L) (4
$ ! B g |y|s+m+1

and in the case m being odd
D)) = s, myg ) ( £ 2231 ) )
8 x - 8 ly |s+m+2
Finally, in both cases combining Young’s inequality and Holder’s inequality one gets

Liyi=s)
g 0y Dy fllz2 S Ngllerllf g2 ||||Sym||u Slgleell fllze,

where the index p satisfies % - + —, which clearly implies p € [2, oo], as was required. ]

3For h € R the translation operator 1y, is defined as (7, f)(x) = f(x — h).
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Further in the paper we will use extensively some results about the commutator beyond those presented
in this section. Next, we will study the smoothing effect for solutions of the dispersive generalized
Benjamin—-Ono equation (1.1) following Kato’s ideas [1983].

3A. Commutator expansions. In this section we present several new main tools obtained in [Ginibre
and Velo 1989; 1991] which will be the cornerstone of the proof of Theorem B. They include commutator
expansions together with their estimates. The basic problem is to handle the nonlocal operator D* for
noninteger s and in particular to obtain representations of its commutator with multiplication operators by
functions that exhibit as much locality as possible.

Leta=2u+1 > 1, let n be a nonnegative integer and & be a smooth function with suitable decay at
infinity, for instance with 4’ € C§°(R).

We define the operator

Ry(a) =[HD"; h]l = 5(P,(a) — HP,(a)H), (3.20)
Pi@)y=a Y cyjp1(=1)/47/ DFI (D pr), (3.21)
0<j=<n
where
1

]‘[ (@ —Qk+1)%* and H=-H.
0<k<j

=1, =
C1 C2j+1 )+ D!

It was shown in [Ginibre and Velo 1989] that the operator R,(a) can be represented in terms of anticom-
mutators”* as follows:

Ru(@) = 5(1H: Qu(@)]4 + [D*: [H: h]l4), (3.22)
where the operator O, (a) is represented in the Fourier space variables by the integral kernel
1A a
On(a) — (2m)2h(& — &I |22aqu(a, 1), (3.23)
with |£] = |&'| ¢* and
_ 1.5 2 TR _
gn(a,t) = P (a®— 2n+ D )cany1 sinh T sinh((a(t — 1))) dr. (3.24)
0

Based on (3.22) and (3.23), Ginibre and Velo [1991] obtained the following properties of boundedness
and compactness of the operator R, (a).

Proposition 3.25. Let n be a nonnegative integer, a > 1, and o > 0 be such that

2n+1<a+20 <2n+3. (3.26)
Then:

(@) The operator D° R, (a)D? is bounded in L* with norm
] —_—
D7 Ru(a)D° fli12 < C(27T)77II(D"*Z"h)IlL;IIfIILZ- (3.27)
Ifa > 2n+1, one can take C = 1.

4For any two operators P and Q we denote the anticommutator by [P; Q]+ = PQ + QP.
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(b) Assume in addition that
2n+1<a+20 <2n+3.

Then the operator D° R,(a)D° is compact in L*(R).
Proof. See Proposition 2.2 in [Ginibre and Velo 1991].

O

In fact Proposition 3.25 is a generalization of a previous result, where the derivatives of the operator

R, (a) are not considered; see [Ginibre and Velo 1989, Proposition 1].
The estimate (3.27) yields the following identity of localization of derivatives.

Lemma 3.28. Assume 0 < a < 1. Let be ¢ € C*°(R) with ¢’ € C§°(R). Then,
+ 2 o o
[or oo, gac=(42) [ap™® s i i ac e [ rroas2 s
R R R
Proof. The proof follows the ideas presented in Proposition 2.12 in [Linares et al. 2014].

4. The linear problem

The aim of this section is to obtain Strichartz estimates associated to solutions of the IVP (1.1).

First, consider the linear problem
du—DJu=0, x,teR 0<a<l,
u(x, 0) =up(x),
whose solution is given by
u(x, 1) = S(Ouo = (& dg)”,

We begin studying estimates of the unitary group obtained in (4.2).

Proposition 4.3. Assume that 0 <« < 1. Let q, p satisfy % + % = % with2 < p < o0.
Then

o

1D S@uoll Lo S luoll .2
for all uy € L*(R).

Proof. The proof follows as an application of Theorem 2.1 in [Kenig et al. 1991a].

(3.29)

4.1

4.2)

(4.4)

O

Remark 4.5. Notice that the condition on p implies g € [4, oc], which in one of the extremal cases

(p, q) = (00, 4) yields
IIDfS(t)uollL;tLgo < lluollz2,

which shows the gain of 7 derivatives globally in time for solutions of (4.1).

Lemma 4.6. Assume that 0 < a < 1. Let v, be a C*(R) function supported in the interval [2k=1, 2k+1],

where k € Z*. Then, the function HY' defined as
2t if x| <1,
HE()y={25x[77  if 1< |x| < c2ke+D,
(A 4+x>H~1 if |x] > c2ketDh
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satisfies

‘ / T e ) g, (6 ds‘ SH @) @7

for |t| <2, where the constant ¢ does not depend on t or k.
Moreover, we have

oo
S HE) S 240, (4.8)
[=—00
Proof. The proof of estimate (4.7) is given in [Kenig et al. 1991b, Proposition 2.6] and it uses arguments of

localization and the classical Van der Corput lemma. Meanwhile, (4.8) follows exactly that of Lemma 2.6
in [Linares et al. 2014]. O

Theorem 4.9. Assume QO <o < 1. Let s > % Then,

1

0
2
IS@uollL2oq-1,17) = ( Z sup  sup |S(t)u0(x)|2) S lluollas

P

for any ug € H*(R).
Proof. See Theorem 2.7 in [Kenig et al. 1991b]. O
Next, we recall a maximal function estimate proved by Kenig, Ponce and Vega [Kenig et al. 1991b].

Corollary 4.10. Assume that 0 < o < 1. Then, for any s > % and any n > %

o
2
(Z sup  sup |S<r)vo|2) S+ T) ol .-

=00 [t|I<T j<x<j+1

Proof. See Corollary 2.8 in [Kenig et al. 1991b]. U

4A. The nonlinear problem. This section is devoted to studying general properties of solutions of the
nonlinear problem

{8,M—D)‘f+18xu+u8xu=0, x,teR, 0<a<l, @1

u(x,0) =up(x).

We begin this section by stating the following local existence theorem proved in [Kato 1975; Saut and
Temam 1976].

Theorem 4.12. (1) For any ug € H*(R) with s > % there exists a unique solution u to (4.11) in the class
C(-T,T]: H*(R)) with T =T (Jlug|lgs) > O.

(2) Forany T’ < T there exists a neighborhood V of ug in H*(R) such that the map iig — i(t) from V
into C([—T', T'] : H*(R)) is continuous.

3) Ifup € Hs/([F\E) with s’ > s, then the time of existence T can be taken to depend only on ||ug|| gs.

Our first goal will be to obtain some energy estimates satisfied by smooth solutions of the IVP (4.11).
We firstly present a result that arises as a consequence of commutator estimates.
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Lemma 4.13. Suppose that 0 < o < 1. Letu € C([0, T] : H*(R)) be a smooth solution of (4.11). If
s > 0 is given, then

cllocull
lullzsems S luollmge Hri5 (4.14)

Proof. Let s > 0. By a standard energy estimate argument we have
%% /R(J;u)zdx + /R[J;; uldeu Ju dx —I—/Ru Jiu JEdeudx = 0.
Hence integration by parts, Gronwall’s inequality and the commutator estimate (3.11) lead to (4.14). U

Remark 4.15. In view of the energy estimate (4.14), the key point to obtaining a priori estimates in
H (R) is to control [|0,ull 1 ;o at the H} (R)-level.

In addition to this estimate, we will present the smoothing effect provided by solutions of the dispersive
generalized Benjamin—Ono equation. In fact, the smoothing effect was first observed by Kato [1983] in
the context of the Korteweg—de Vries equation. Following Kato’s approach joint with the commutator
expansions, we present a result proved by Kenig, Ponce and Vega [Kenig et al. 1991b, Lemma 5.1].

Proposition 4.16. Let ¢ denote a nondecreasing smooth function such that supp ¢’ C (—1,2) and
¢'lio,1) = 1. For j € Z, we define ¢;(-) =¢(- — j). Letu € C([0, T1: H*(R)) be a real smooth solution
of 1.1 with 0 < o < 1. Assume also that s > 0 and r > % Then,

1

r atl atl 2
(f [ D ucenp + 0t Hu(x,r>|2><p;<x)dxdz>
0 JR
1
SA+T + 10l + Tl lullgms. 17)

In addition to the smoothing effect presented above, we will need the following localized version of
the H*(R)-norm. For this purpose we will consider a cutoff function ¢ with the same characteristics as
those in Proposition 4.16.

Proposition 4.18. Let s > 0. Then, for any f € H*(R)

1

o0
2
1f 1l sy ~( > ||f¢;||%,s®) :

j=—00

Hence our first goal in establishing the local well-posedness of (4.11) is to obtain Strichartz estimates
associated to solutions of

du— D9 u=F. (4.19)

Proposition 4.20. Assume that0 <o <1, T > 0and o € [0, 1]. Let u be a smooth solution to (4.19)
defined on the time interval [0, T]. Then there exist 0 < w1, uy < % such that

1—-¢42 1—2_3¢
Dctell 3 e S TP ST U e+ T2 5 E R “.21)

for any e > 0.
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==,
Indeed, as is pointed out by Kenig and Koenig [2003, Proposition 2.8] in the case of the Benjamin—Ono
equation (case o = () given a linear estimate of the form

Remark 4.22. The optimal choice in the parameters present in the estimate (4.21) corresponds to o =

b
Nt 2 e S TN ull o2 + T2 IO Fll 21

the idea is to apply the smoothing effect (4.17) and absorb as many as derivatives as possible of the

function F. Concerning to our case, the approach requires the choice a = b + I_T“; this particular choice,

o= 1%“, in the estimate (4.21) provides the regularity s > % — %‘)‘ in Theorem A.

Proof. Let f =), fi denote the Littlewood—Paley decomposition of a function f. More precisely we
choose functions 7, x € C*°(R) with supp(n) € {";‘ : % <€l < 2} and supp(x) < {§ : |§| < 2} such that

Zn(f—k>+x<s>=1

k=1

and fi = Pe(f), where (Po f)(€) = x(§)f(§) and (Pcf)(§) = n(§/2") f (€) forall k > 1.
Fix € > 0. Let p > é By Sobolev embedding and the Littlewood—Paley theorem it follows that

00 0 %
€ 2 < € 2
QPSP S (Z Iy PkfnLg) :

k=0 k=0

Therefore, to obtain (4.21) it enough to prove that for p > 2

1
2
LY

Ly

00 1

2

e SN F e ~ H (Z |J€Pkf|2)
k=0

a_ 30 , a—0o

_«1+z+u _a__ 30 a—0
aTIT 2p
Fillagas k=1

177

1 1
lvull 20 < 11Dy uell ez + | Dy

The estimate for the case k = 0 follows using Holder’s inequality and (4.4). For such reason we fix k > 1,
and at this level of frequencies we have

Oy — D;”rlaxuk = Fy.

Consider a partition of the interval [0, 7] = | J jel I;, where I; =[a;, b;],and T = b; for some j. Indeed,
we choose a quantity ~ 2K T'1=# of intervals, with length |1 i~ 2~k T where u is a positive number
to be fixed.

Let g be such that

+

1
5

Qo

1
p

Using that u solves the integral equation

u(t) = S(t)uo—l-/ Sit—tF@)dt, (4.23)
0

1
2 )2
L‘}j LY

we deduce that

/ S(t —5)0, Fr(s)ds

J

1_1
[ERTAIPENTIS (rr2+)G73) (Z ISt —a j)axuk(aj)||§L;I_L)f + ‘
jeJ
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In this sense, it follows from (4.4) that

1
11 2
||8xuk||LzTLf§(T”2_ka)(2 “ {ZIID 9 uk(a,)lle+Z</ 1D "9, Fi (12 dt)}

jeJ jelJ
: :
1_1 -2 _ 1-2
< 2k q){(z I Dx qukniﬂg +<ZT’“‘2 o f IDx * Fe)l7; dr) }
jed jeJ I

-2
< @27 GmD (12 Dy g2 . :
X l—g 3
+ (Tuz—ka)(%_é)(]"ﬂz—ka)% (/ D, ¢ Fk(t)llsz dt)
0 X

1_n ]_2+E 1 l_ﬁ_i_l_o-
STUOID  wllge + TN Rl e,
since 3
1-%,L9 _ o, ,%—0 d 1__ 9 s=1_%_20,0—0
7 + 7 711 2 an + o 11 + 2
We recall that € > %, o €[0,1]and @ € (0, 1); then
a—0 _ o—0+2
€+ 2 > 2 > 0.
Next, we choose (| = l —L u= ,u(l — é) with the particular choice u = 5
Gathering the mequahtles above, the proposition follows. (I

Now we turn our attention to the proof of Theorem A. Our starting point will be the energy estimate
(4.14), where, as was remarked above, the key point is to establish a priori control of ||d,u|| LiLoe-

5. Proof of Theorem A

SA. A priori estimates. First notice that by scaling, it is enough to deal with small initial data in the
H?-norm. Indeed, if u(x, ¢) is a solution of (1.1) defined on a time interval [0, T'], for some positive time 7,
then, for all A > 0, u; (x, 1) = AT®u(hx, A>7%¢) is also solution with initial data uq s (x) = A %ug(Ax),
and time interval [0, 7 /A>19].

For any § > 0, we define B;(0) as the ball with center at the origin in H*(R) and radius é.

Since

luosllz =2 lluoll,z and [ Diuoall 2 = A2 | Diugll 2.
we have
o,y < AT+ 2% ol ;.

so we can force u, (-, 0) to belong to the ball Bs (O) by choosmg the parameter A with the condition
A ~ min{8 2 Tz ||u0||Hﬁ2", 1}.

Thus, the existence and uniqueness of a solution to (1.1) on the time interval [0, 1] for small initial data
luoll s will ensure the existence and uniqueness of a solution to (1.1) for arbitrary large initial data on a
time interval [0, 7] with
_22+a)
T ~min{1, [lug|l 5 }.
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Thus, without loss of generality we will assume that 7 < 1 and that
A= luoll 2 + 1D uoll 2 < 8,

where ¢ is a small positive number to be fixed later.

We fix s suchthats(a):%—%“<s<%—%andsete=s—s((x)>0.

Next, taking o = I_T"‘ >0, F = —ud,u in (4.21) together with (4.14) yields
_a_ 30
l0xull 2 oo S TH I ullpor2 + TR +E(M3xu)||L;L§
0x 00 2l
<A+ AR L ptt wdi)ll 2 2. (5.1)

Now, to analyze the product coming from the nonlinear term we use the Leibniz rule for fractional
derivatives (3.6) together with the energy estimate (4.14) as follows:

s+°‘T_l s+°‘T_l s+°’T_l
I1Dx" * @)l 22 SluDs™ * dsull a2 + 180l lDy > u@®liz] 2

C||3xu||L2TLf\>_o )

o=l
SuDy T |22 + Alldeull 2 o€ (5.2)

To handle the first term in the right-hand side above, we incorporate Kato’s smoothing effect estimate
obtained in (4.17) in the following way:

a— > T a+l 2
s+e3t 2 S5 2
luDi" ” dyull 32 < ( > /0 @z IDs 7 Hu@lf, di

, [j.j+D
j=—00
1
v ) 2 cllosul 2 o
S Ml ) A+ mAe T (5.3)
j=—o0

In summary, gathering the estimates (5.1)—(5.3) yields
1

o0 S
clldxull 2 ;o0 2 2 clldeull 2 o0
19cull 20 S A+ A) e T (Z ||u||L%oL[9ﬁjH)> FA+Ae I (5.4)
j=—00
Since u is a solution to (4.11), by Duhamel’s formula it follows that
t
u(t) =S)ug— / St —s)(u oxu)(s)ds,
0
where (1) = e P¥"ox,
Now, we fix n > 0 such that n < %; this choice implies that 1 + % <s+ % Hence, Sobolev’s
embedding, Holder’s inequality and Corollary 4.10 produce
oo % 00 % o0 ‘ 2 %
2 < 2 —
(_Z ||u||L;oL[o;M) < (.Z IIS(t)MOIIL;oL[o;jH)) + (_Z ‘ /0 St =) wda ) ds| )
j=—00 j=—00 j=—00 T U+

SA+TIA+ 0+ udul oo
7 Hx
< n+3
SA+ ||u8xu||L1TL§ + Dy “(u 8xu)”L‘TL§

41
S A+ Al o + 10T B0l 24 (5.5)
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Employing an argument similar to the one applied in (5.2) and (5.4) it is possible to bound the last term

in the right-hand side as follows:
1

o0 1
n+1 2 2 cllaxull, 2 ;00 clloxull, 2 ;oo
| Dy z(uax”)”LZrLES(.Z ”u”L?"OL[oﬁj+l)) AA+1)e LT + Ae LFLY (5.6)
j=—00

Next, we define 1

T 5 2 ° ) 3
¢(T) = ( fo 81 (s) 17 ds) + (_Z ||u||L%oL[om) :
j=—00
which is a continuous, nondecreasing function of 7.
From (5.4), (5.5) and (5.6) it follows that

H(T) SAA+DPT) e T +Ae?D o(T) + Ae“?D LA+ AP(T).
Now, if we suppose that A < § < 1, we obtain
&(T) <cA+che?D
for some constant ¢ > 0.
To complete the proof we will show that if there exists § > 0 such that A < §, then ¢ (1) < A for some

constant A > 0.
To do this, we define the function
W(x,y)=x—cy—cye™. 5.7
First notice that ¥ (0, 0) = 0 and 9, W (0, 0) = 1. Then the implicit function theorem asserts that there
exists § > 0 and a smooth function &£(y) such that £(0) =0, and W (£(y), y) =0 for |y| <§é.
Notice that the condition W (£(y), y) =0 implies that £(y) > 0 for y > 0. Moreover, since 9, W (0, 0) =1,
the function W (-, y) is increasing close to £(y) whenever § is chosen sufficiently small.

Let us suppose that A < §, and set L = £(A). Then, combining interpolation and Proposition 4.18 we

obtain
00 1

2 2
¢<0)=(Z( sup |u<x,0)|)) S lluoll s @y < crlluoll 2+ erll Dyuoll 2,

j=—00 x€lj,j+1)

where we take ¢ > cj.
Therefore

$0) <c 1A <cA+cAhe® =),
Suppose that ¢ (T) > A for some T € (0, 1) and define
To = inf{T € (0, 1) | ¢(T) > A}.

Hence, T > 0 and ¢ (7p) = A; additionally, there exists a decreasing sequence {7,},>1 converging to Tp
such that ¢ (7,,) > A. In addition, notice that (5.7) implies W (¢ (T), A) <O forall T € [0, 1].
Since the function W( -, A) is increasing near A, we have

V(p(Th), A) > W(p(To), A) =W (A, A) =W (E(A), A)=0

for n sufficiently large.



REGULARITY FOR SOLUTIONS OF THE DISPERSION GENERALIZED BENJAMIN-ONO EQUATION 2417

This is a contradiction with the fact that ¢ (7)) > A. So we conclude ¢(T) < A forall T € (0, 1), as
was claimed. Thus, ¢ (1) < A.
In conclusion we have proved that

T 2 ° 3
o(T) = </0 ||8xu(s)||%3o ds) + <j;oo ||u||2L‘r’OLT_7,_/+|>) S lluollgs  forall T e [0, 1]. (5.8)
At this stage, the existence, uniqueness, and continuous dependence on the initial data follows from the
standard compactness and Bona—Smith approximation arguments; see for example [Kenig et al. 1991b;
Ponce 1991].

6. Proof of Theorem B

The aim of this section is to prove Theorem B. To achieve this goal is necessary to take into account
two important aspects of our analysis: first, the ambient space, which in our case is the Sobolev space
where the theorem is valid together with the properties satisfied by the real solutions of the dispersive
generalized Benjamin—Ono equation; and second, the auxiliary weight functions involved in the energy
estimates, which we will describe in detail.

The following is a summary of the local well-posedness and Kato’s smoothing effect presented in the
previous sections.

Theorem C. Ifug e H*(R), s > 3_7“, a € (0, 1), then there exist a positive time T = T (|lug|| gs) > 0 and
a unique solution of the IVP (1.1) such that

@ ueC(-T,T]: H (R)),
(b) (Strichartz) dcu € L' ([—T, T]: L*¥(R)),
(c) (smoothing effect) for R > 0,

T R r+& r+°‘—+1
f/ (|8xDx > ul? + |Ho, Dy 2u|2)dxdtgc 6.1)
—-TJ—R

with r € (322, s] and C = C(e; R; T |luoll ;) > 0.

Since we have set the Sobolev space where we will work, the next step is the description of the cutoff
functions to be used in the proof.

In this part we consider families of cutoff functions that will be used systematically in the proof of
Theorem B. This collection of weight functions was constructed originally in [Isaza et al. 2015; Kenig
et al. 2018] in the proof of Theorem 1.3.

More precisely, for € > 0 and b > 5S¢ define the families of functions

XE,b7 ¢€,b9 &6,}7’ 1/’67 né,b € COO(R)
satisfying the following properties:
(1) Xé,b > 0.
(2) xep(x)=0ifx <€, and xcp(x) =1if x > b.
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(3) supp(xe,») < [€, 00).

4 xip(x) = ml[Ze,b—Ze](x)-

(5) supp(x, ;) < le, bl.

(6) There exists a real number c; such that

xS @) < CiXeppe) forallxeR, jeZ'.

(7) For x € (3¢, o0)
€
b—3e’

1
Xe,b(x) > 5
(8) Forx eR

/ €

(9) Given € > 0 and b > 5¢ there exist ¢, ¢ > 0 such that
Xp(X) S C1XE i ()X e (),
X p(X) < caxe e (x).

(10) For € > 0 given and b > 5S¢, we define the function

Ne,b =V Xe,ng,,b-

(11) supp(e.), supp(de.) C [§. b]
(12) ¢pe(x) = e p(x) =1, x €[5, €]
(13) supp(yre) € (—o0, §].

(14) For x e R

Xe,b(x) +¢e,b(x) + v (x) =1,
x25(0) + @2, (X) + Pe(x) = 1.

The family {x., | € > 0, b > 5S¢} is constructed as follows: let p € C°(R), p(x) > 0, even, with
supp(p) € (=1, 1) and [ ol 1 = 1.

Then define
0, x < 2e,
X 2¢
Ve p(X) = b—3¢  bh—3c’ 2¢ <x <b—k,
1, x>b—e,
and

Xe,b(x) = Pe * Ve,b(x)v

where pc(x) =€~ !p(%).
Now that we have described all the required estimates and tools necessary, we present the proof of our
main result.
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Proof of Theorem B. Since the argument is translation invariant, without loss of generality we will consider
the case xo = 0.

First, we will describe the formal calculations assuming as much as regularity as possible; later we
provide the justification using a limiting process.

The proof will be established by induction; however, in every step of the induction we will subdivide
every case into steps, due to the nonlocal nature of the operator involving the dispersive part in the
equation in (1.1).

Case j = 1. Step I: First we apply one spatial derivative to the equation in (1.1); after that we multiply
by d,u(x,t) X€2 »(x +v1), and finally we integrate in the x-variable to obtain the identity

2dt/(8 u)z)(ebdx——/(a u) (ng) dx—/(a D“+18 u) Oy uxgbdx—i-/a (uoyu) 0y uxebdx—O

Ay (1) Ax(t) As(t)

Step 1.1: Combining the local theory we obtain the following

T T
v 2,2 N/
/0 |[A1()]|dr < z/(; /R(axu) (x&p) dxdr < ||u||LC%OHX<3—a)/2.

Step 1.2: Integration by parts and Plancherel’s identity allow us to rewrite the term A; as

1 1
Az(t)zzf axu[D§+1ax;X§b]axudx=—§f dulHDI2; 52,10, dx. (6.2)
R R

Since @ + 2 > 1, we have by (3.20) that the commutator [HD;‘”; Xi »] can be decomposed as
[HDY%; 42,1 = —3Pu(a+2) + 3HPy (0 +2)H — Ry(a +2) (6.3)

for some positive integer n, which will be fixed later.
Inserting (6.3) into (6.2)

Az(l):%/ OxU Rn(a+2)8xudx+%/ OxU Pn(a+2)8xudx—éll/ Oxu HP,(a+2)Ho u dx
R R R

= A2 1(t) + Az 2(t) + Az 3(1).

Now, we proceed to fix the value of n present in the terms Aj 1, Az > and Aj 3, according to a determinate
condition.
First, notice that

Az,l(t)=%f Dx?—tuR,,(oz+2)Dx7—ludx=%/HMDX{Rn(a—i—Z)DxHu}dx.
R R

Then we fix n such that 2n + 1 < a 4 20 < 2n + 3, which according to the case we are studying (j = 1),
corresponds to @ = o« +2 and o = 1. This produces n = 1.

For this n in particular we have by Proposition 3.25 that R|(« 4 2) maps L% into Li.

Hence,

o —

I 2 4
Ax1() S II’Hu(t)IILz 1D+ 2 plly = CIIMoIILglle+“X€ plless
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which after integrating in time yields

T 5 4/'\
/ AsaO1dr < luolZ, sup [1DER2, 1.
0 Y 0<t<T §

Next, we turn our attention to A, ». Replacing Pj(« +2) into Aj
_ = % 2.2 v/ ~ O(TH 20,2 N\
Apa(t)=c1 | (Dy® Oxu) (x:p) dx —c3 | (Dy® Hu)™(x;,)" dx
R R
=A221(1) +A222(0).

We shall underline that A, 1(¢) is positive; additionally it represents explicitly the smoothing effect for
the case j = 1.
Regarding A» 72, the local theory combined with interpolation leads to

T
/0 |[Az222(0)]dr ||M||L<;OHY(3—a>/2. (6.4)

After substituting (3.21) into A, 3 and using the fact that the Hilbert transform is skew-symmetric

+1

~ 1edd ~ ot
Ars(t) =& / (D" w)*(x2,) dx — & / (HD,? w)*(x2,)" dx = Az 3,1 (1) + Az 32(0).
R R

Notice that the term Aj 3, is positive and represents the smoothing effect. In contrast, the term A 37 is
estimated as we did with A3 5> in (6.4). So, after integration in the time variable

T
| 1423200180 S bl o
0 X
Finally, after apply integration by parts
1 1
A3(1) = 5 / Ot (D10)* 42, dx — 5 / u(@10)* (x2 ) dx = Az1(1) + Az2(0).
R R

On one hand,

1431 (D] < ||axu(t)||L§°/(axu)z)(ez,bdx’
R

where the integral expression on the right-hand side is the quantity to be estimated by means of Gronwall’s
inequality.
On the other hand,

T
A32(0) < u ()l fo @) (2, dx.

By Sobolev embedding we have after integrating in time

T T
| 143200100 5 sup o) [ [ @,y axar <c.
0 0 JR

0<t<T
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Since ||0ul| iz < 00, after gathering all estimates above and applying Gronwall’s inequality we
obtain
ot 1+t
Sp (19t xep 12+ D7 duunels o + 11D

UTe, b|| 272 = CT 1> (6.5)
0<t<T L7 Ly ,

where ¢ | = ¢ | (o; €; T [luoll jyo-or2; 9xuoXe,pllz2) > O for any € > 0, b > 5¢ and v > 0.
This estimate finishes step 1 corresponding to the case j = 1.
The local smoothing effect obtained above is just HT“ derivatives; see [Isaza et al. 2016a]. So, the
iterative argument is carried out in two steps, the first step for positive integers m and the second one for
-«
m+ —-
. : (1-a)/2
Step 2: After applying the operator D,
pli-o/2
X

dy to the equation in (1.1) and multiplying the result by
3xMX2b(X + vt) one gets

; 1=« ; 1= 1= 17
o2 0 duD,? deuxl, — Di® 9 DiT0uD? duyl, + Dy dx(udsu)Dy? dsuxl, =0,
which after integrating in the spatial variable becomes

1—o 17 ’
2dt/(D 79 u)zxfbdx—vf(z) 2 9eu)*(x2,) dx

A1)

1-a 1-a l-a 1-a
—/(sz 3. D9 u) D,? axuxibdx+/ 2 9y (udcu) Dy? deuyZ,dx =0.
R R

Ax(1) As3(r)

Step 2.1: First observe that by the local theory

/ |A1(t)|dt =< |U|//(D 2 Oy M) (X6 b) dx dt < ||u||LooH(3 ®)/2.
0

Step 2.2: Concerning the term A,, integration by parts and Plancherel’s identity yield

1

Az(z)=—§/ p. " Hu[HD7™; x2, 1D 2

Hu dx. (6.6)

Since 2 + « > 1, we have by (3.20) that the commutator [HD)‘?“; Xi »] can be decomposed as
[HD % x2,1+ S Pu(e +2) + Ry (@ +2) = 1HP (e +2)H 6.7)

for some positive integer n, which as in the previous cases will be fixed suitably.
Substituting (6.7) into (6.6)

Ar(t) = %'/R %HM(R (a+2)D3THu)dx

3—a 3—a 3—a
+i/D Hu(P, (@ +2)D, Hu)dx—%/  UUHP, (o +2)yHD." Hu) dx

= A2,1(t) +A2,2([) +A2,3(t)'
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Fixing the value of n present in the terms Aj 1, A2 and A, 3 requires an argument almost similar to the
one used in step 1. First, we deal with A, ; where a simple computation produces

3 3
A 1(1) = %/ HuD.? {Ry(a+2)D.? Hu)dx.
R
We fix n € Z" in such a way that
2n+1<a+20 <2n+3,
wherea =a+2and o = 377“ in order to obtain n = 1 or n = 2. For the sake of simplicity we choose n = 1.

Hence, by construction R;(« + 2) satisfies the hypothesis of Proposition 3.25, and

— —

[A21(D] S IIHu(t)IIL;IID,?(Xf,b)IIL; S IIMOIIL;IIDi(Xib)IIL;-
Thus

T —
/ |A2,1(0)]dr S lluollz2 sup IID,SC(XZ;,)IIL;-
0

0<t<T
Next, after replacing Pi(«¢ +2) in Az

a-+2 / oa+2
Apa(t) = (T) fR (Hogu)*(x2,) dx —c3< T

) fR (0xu)*(x2)" dx
=A221(1)+ A2 22().

The smoothing effect corresponds to the term A 5 ; and it will be bounded after integrating in time. In
contrast, bounding A» 7 » requires only the local theory; in fact

T
/ [A222(0)|dt S llully oo yye-ere.
0 re

Concerning the term A 3 we have after replacing Pj(« 4 2) and using the properties of the Hilbert
transform that

2 2
Ar3(n) = (%) fR (3§M)2(X€2,b)/dx—cs(a:; ) /R (Dxu)* (42 )" dx

= A23,1(t) + Az 32(1).

As before, A 31 > 0 and represents the smoothing effect. Additionally, the local theory and interpolation

yield
T
/ 1A 32001 dt < Nl o
0 X

Step 2.3: It only remains to handle the term A3. We can write

l-a l-a -
D% 3, (udst) Xep = —3[Dx” 3x; Xeb] 3x((teptt)* + (Pe ptt)* + (Yeu?))

I—a l—a

+ [DxT Oy; uXé,b] ax((Xe,b”) + (u¢e,b) + (ure)) + M)(e,beT 83”
= A3.1(0) + As (1) + A33(t) + A3 4(1) + A3 5(1) + A3 6(t) + Az 7(2). (6.8)
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First, we rewrite A3 | as
l—a

~ 1452 14152
A31(1) = caHIDy 7 5 Xew] dx((uxen)®) +calHs xes] Dx 2 dx((xeptt)?),

where ¢, denotes a non-null constant. Next, combining (3.4), (3.14) and Lemma 3.15 one gets

~ 141z
IA3 1Oz S Dy (uxe )z llullie + luollz2 llullLee,

~ ]_}_1*7‘1 ~
[A32O N2 S IDx 2 (uep)ll 2 lullzge + luoll 2 llull e

Next, we recall that by construction
dist(supp(xe.s). supp(¥e)) = 5.
so, by Lemma 3.16

~ 1o
1 &332 = NID22 9 xel ez S ol 2 lull

We can rewrite A3z 4 as

l—a 1—

~ 1+ 1+5*
A3,4(t) = cH[Dy : 5 MXe,b] Ox (”Xe,b) —c[H; MXe,b] 0y Dy : (uXe,b)

for some non-null constant c.
Thus, by the commutator estimates (3.2) and Lemma 3.13

l—a

~ 1+
||A3,4(I)I|L§ S ”ax(uXe,b)||L§°||Dx : (MXe,b)”Li-

Applying the same procedure to Kg, 5 yields

-« 1-

~ 1+5% 1+
IA3s(O N2 S 10x@xep)llellDe * (udep)llrz + 10xwdep)lLellDx * (uxen)llz2-

Since the supports of x. ; and VY. are separated, we obtain by Lemma 3.16

~ 5 14 L
IA36(D)Ilz2 = lluxesds Dy * We)ll2 S lluollz2llullLee.
To finish with the estimates above we use the relation

Xeb(X) F+ e p(x)+Yc(x) =1 forallx e R.
Then

l—a I—a

DT uxe) = DY T uxey +IDET T xepl e + ude s +uire)
=hL+hL+5L+14.
Notice that || /]| L2 is the quantity to estimate. In contrast, /]| L2 and | I3]| 12 can be handled by
Lemma 3.13 combined with the local theory. Meanwhile /3 can be bounded by using Lemma 3.16.
We notice that the gain of regularity obtained in the step 1 implies that || D;JF(HO’)/ 2(u¢67 pllr2 < oo.

To show this we use Theorem 3.7 and Holder’s inequality as follows:

14+ 14 1+ 15 L
1D el < ol + el +12ge ) Dy wllpz + 14 ) HD,” ullz. (69)
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The second term on the right-hand side after we integrate in time is controlled by using Sobolev’s
embedding. Meanwhile, the third term can be handled after integrating in time and using (6.5) with
(e.b) = (5.0+%).
The fourth term in the right-hand side can be bounded by combining the local theory and interpolation.
Hence, after integration in time

14132

| Dy (u(be,b)”L%L)Z( <0, (6.10)
which clearly implies | Dy ™' ™*"? (ug. ) || 2,2 < 00, as required. We can handle || Dy ™'~ (ue )|l .2
similarly.

Finally,
1 e 1 la
A3,7(t)=—§/ deuxZ,(Dy® 9 u)zdx—ifu(xeb) (Dy? 9cu)? dx
= A3.7.1() + A372(0).

We have

1—a
|A37,1(0)] < 119x u(t)llLvo/(D 2 9eu)*x 2, dx

where the right-hand side can be estimated using Gronwall’s inequality and the local theory ||9u|| ; 1 120 <00,
Sobolev’s embedding leads us to

T 1o
| 14n201d £ (sup o ) [ / Xewtp(Dy? By d db.
0 0<t<T
Gathering all the information corresponding to this step combined with Gronwall’s inequality yields
1—
= 2 2 2 2
sup 1D P 0ate sl + 10212+ IHO 2 0 < 6o 6.11)

1— 2
|DY

with ¢f , =], (a; € T; v; ||MO||H§3701)/2; dxuoXe,bllz2) for any € >0, b > 5¢ and v > 0.

This finishes step 2, corresponding to the case j = 1 in the induction process.
Next, we present the case j = 2, to show how we proceed in the case j even.

Case j =2. Step I: First we apply two spatial derivatives to the equation in (1.1); after that we multiply
by afu(x, t) Xez »(x +vt), and finally we integrate in the x-variable to obtain the identity

2
—5/(afu)z(xib)/dx—f(afoj“axu) Ruxl, dx-i—/ 92 (udxu)dzuxZ, dx =0. (6.12)
R R R

Ar(r) Az (1) A3z (1)
As was done in the previous steps, we first proceed to estimate Aj.

Step 1.1: By (6.11) it follows that

T T
f |A1(r)|dz5ff(afu)z(xgb)’dxdzgcfz. (6.13)
0 0JR
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Step 1.2: To extract information from the term A, we use integration by parts and Plancherel’s identity
to obtain

1 1
Az(t)zzf 7ul DI, x2 )] afudx=—§/ ITu[HDIY?; x2,107u dx. (6.14)
R R

Although this stage of the process is related to the one performed in step 1 (for j = 1),we will use
again the commutator expansion in (3.20), taking into account in this case thata = o +2 > 1 and n is
a nonnegative integer whose value will be fixed later.

Then,

As(t) = ; f d2u Ry(s +2) dZudx + - 1 / 9Zu Py(s +2) d2u dx — 1 / ZuHP, (s +2)Hd2u dx
= A1 (1) + A2 2(1) + Az 3(1).
Essentially, the key term which allows us to fix the value of n is A, ;. Indeed, after some integration by parts
Ay (1) = %/Ru 2R, (a+2) d%udx = %/Ru 32{R,(a +2) 3%u} dx.

We fix n such that it satisfies
2n+1<a-+20 <2n-+3.

In this case witha =a +2 > 1 and 0 =2, we obtain n = 2.
Hence by construction Proposition 3.25 guarantees that D2 R,(a +2) D? is bounded in L2.
Thus

A2 1] S @72 D7 R (e +2) Diull 2 < clluoli 7 DS (x2 )11 -

Since we fixed n = 2, we proceed to handle the contribution coming from A;» and A» 3.
Next,

Aoa(t) =1 / (DL 922 (42, dr—s f D) (xe;,)“)dx+05< ) / (DL 232, d

=A221()+A222(t)+A223().

Notice that A5 21 > 0 represents the smoothing effect.
We recall that
X S K pyo) forallx e R, jeZ.

T Te e
| 1aezaiars [ 0 Fwin ., axan
0 0 JR 3

Taking (e, b) = (g, b+ %) in (6.5) combined with the properties of the cutoff function we have

Then

T
/ |A222@)|dt Sy
0

To finish the terms that make A, we proceed to estimate Aj 2 3.
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As usual the low regularity is controlled by interpolation and the local theory. Therefore

T
| 14223018 S Wl -

Next,

ol 2 2,2
Ars(t) = & / (HD,* 92uP(x2,) dx
R . ot 2,2 \03)
—63/(Dx2 deu)*(x2 )" dx+(
R

=A31(t)+Ax32(t) + Ax33().

o+2
64

atl
)Cs (Dx* Hu)*(x2,)® dx
R

A 31 is positive and it will provide the smoothing effect after being integrated in time.
The terms A, 32 and A3 33 can be handled exactly in the same way that we treated A2 and A3 23
respectively, so we will omit the proof.

Step 1.3: Finally,

5 1

a0 =3 [ @i a5 [ u@uro,) ax
R R
= A31(t) + A3 2(0).

First,

|A3,1 (D] S 10cu(0) ] Lo / (@7u)*x2, dx, (6.15)

R

by the local theory d,u € LY([0,T]: LP(R)) (see Theorem C(b)), and the integral expression is the
quantity we want estimate.
Next,

|A32(0)] S llu(e) |l Lo fR (37u)*(x2,) dx. (6.16)

After applying the Sobolev embedding and integrating in the time variable we obtain
T T
/ |As201de S ( sup u(®)|l ) / / (@7u)*(x2,) dx dt,
0 0<t<T ’ 0 JR

and the integral term in the right-hand side was estimated previously in (6.13).
Thus, after grouping all the terms and applying Gronwall’s inequality we obtain

2 2 ol 2 ol 2 «
sup (10 uxepllz2 +1Dx* dcunepll;z o +11Dx* Hozunepllss 2 <5y (6.17)
OSIST X Tx Tx

where C;,l = C;I(oe; €; T;v; ”MOHH;}'fa)/Z; ||8%u0)(€,b||L’%) for any € > 0, b > 5¢ and v > 0.

Step 2: From equation in (1.1) one gets after applying the operator D)(cl_a)/ 2 32 and multiplying the result
by DY "%82ux2, (x + vr)

l—a
2

1o 1o 1o 1o l-o
D,? 330,uD\* dfux2, — Dy? 0D uDy® 9uxl, + Dy 0 (udu)Dy* diuxl, =0,
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which after integration in the spatial variable becomes

1d

loa I—a
Ea/R(Dx2 Bﬁu)Zngdx—%/R(sz 02u)?(x2,) dx

A1 (1)
I—a I—a l—a l—a
—/(sz 32D1H, u)(D,> afu)xgbdx+/(0x2 37 udsu))(Dy? d3u)x2, dx = 0.
R R

Ax(1) As3()

To estimate A; we will use different techniques from the ones implemented to bound A in the previous
step. The main difficulty we have to face is dealing with the nonlocal character of the operator D; for
s € RT\2N; the case s € 2N is less complicated because DS becomes local, so we can integrate by parts.

The strategy to solve this issue will be the following. In (6.17) we proved that u has a gain of % deriva-
tives (local), which in total sum to 2+ ”T“ This suggests that if we can find an appropriate channel where
we can localize the smoothing effect, we shall be able to recover all the local derivatives rwith r <24 1%

Henceforth we will employ recurrently a technique of localization of the commutator used by Kenig,
Linares, Ponce and Vega [Kenig et al. 2018] in the study of propagation of regularity (fractional) for
solutions of the k-generalized KdV equation. Indeed, the idea consists in constructing an appropriate
system of smooth partitions of unit length, localizing the regions where the information obtained in the
previous cases is available.

‘We recall that for € > 0 and b > 5¢

Ne,b =V Xe,bXe/,b and Xe.b +¢e,b +ve=1. (6.18)
Step 2.1: We claim
14
IDx* 83 unep)ll 22 < 00 (6.19)

Combining the commutator estimate (3.14), (6.18), Holder’s inequality and (6.17) yields

oo
1D, 02unes)ll 2.2
4o +1+a

2414 PERESS
<D * unepllp22+Dx * s neplxeptudeptuve)ll 2

< (k2 1+ 15 1+ 14 24142
S ) HIDx 7 uxep)llpzpz H1Dx = dep)llp2 2 Hluollz+HnesDx - * w22 (6.20)

B B> B3

Since xe¢/s5. = 1 on the support of x. ;, we have
Xeb(X)Xg.e(X) = xep(x) forall x € R.
Thus, combining Lemma 3.15 and Young’s inequality we obtain
IDE 2 e llie S 102uxenlz + Ncuxe )iz + ol 2. (6.21)
Then, an application of (6.17) adapted to every case yields

2
By S 1102uxeslizrs + 10xuxs.elze s + luollz S e5y +¢iy + luoll 2 (6.22)
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Notice that B, was estimated in the case j = 1, step 2, see (6.10), so we will omit the proof. Next, we
recall that by construction

l\)lm

dist(supp(7e,5), supp(¥e)) =
Hence by Lemma 3.16

2+ 142
By=|nepDx * (w22 S Imeplligree luollzz- (6.23)

The claim follows by gathering the calculations above.
At this point we have proved that locally in the interval [e, b] there exist 2 + O‘zil derivatives. By
Lemma 3.15 we get

24 1—a l+ot
1Dy 2 (unep)llzre S o (nep)ll 22 + lluoll L2 < oo.

As before

l—a l—a l—a

2+ 24150 24150
D, : UNe,b = Dy : (une,b) — [Dy : 5 ne,b](uXG,b + M¢e,b + l’“//E)

The argument used in the proof of the claim yields

1—a

24152
| Dy : uﬂe,b”L%Lg < X.
Therefore,

l—a

1=«
/ [A1()]dr < IUI//(D 2 82u) (Xeb) dxdr < ||D ik W?eb”Lsz < 00. (6.24)
0

Step 2.2: Now we focus our attention on the term A,. Notice that after integration by parts and Plancherel’s
identity

S—a S—a
Ag(t):—%/ D,? u[HDF; x2,1Dy” udx. (6.25)
R

The procedure to decompose the commutator will be similar to that in the previous step; the main
difference relies on the fact that the quantity of derivatives is higher in comparison with step 1.
Concerning this, we notice that 2 + « > 1 and by (3.20) the commutator [HD;‘C‘”; Xi »] can be
decomposed as
[HDS: X214 3 Pa(d +2) + Ry(@ +2) = SHP, (0 + 2)H (6.26)

for some positive integer n. We shall fix the value of n satisfying a suitable condition.
Substituting (6.26) into (6.25) produces

Az(z)Z%/R D2 u(R, (@ +2)Ds7 u)dx

Stx S5—a S—a S—a
+%/ L u(Py, (a+2)D2u)dx——/D2u(HP (0 +2)HD,* u)dx
R

= A 1 (1) + Az 2(t) + Az 5(1). (6.27)
Now we proceed to fix the value of n present in Ay 1, A2 2 and Aj 3.

First we deal with the term that determines the value n in the decomposition associated to A,. In this
case it corresponds to Ay 1.
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Applying Plancherel’s identity, A, ; becomes

S5—a 5—a
2

As (1) = % / uD.? {R,(a¢+2)D,? u}dx.
R
We fix n such that it satisfies (3.26); i.e.,
2n+1<a+20 <2n+3,

witha=ao+2and o = S_T"‘, which produces n = 2 or n = 3. Nevertheless, for the sake of simplicity
we take n = 2.

Hence, by construction R,(« + 2) is bounded in L)% (see Proposition 3.25).

Thus,

—

T T -
[ 1A @1ar = [ IR 10702+ dr S ol sup 1DT0G
0 0 * *

0<t<T

Since we have fixed n = 2, we obtain, after substituting P>(« 4 2) into A; 2,

Aoa(t) = &1 / (M3 (12 dx — & / (020)> (2 )™ dx + f (M) (2 dx
R R R

=A221(t)+Az22(1) + Az 3(2).

We underline that A; 5 1 is positive and represents the smoothing effect.
On the other hand, by (6.11) with (¢, b) = (£, €) we have

T T
[ 1aenaiar=c [ [ @i o2 avars s [@wid arsen 628
0 0 JR R

0<t<T

Next, by the local theory
T
/0 [A223(0]dt S llull o - (6.29)

After replacing P>(a 4 2) into A 3, and using the fact that the Hilbert transform is skew adjoint

Ays(t) = (“T”) / @3 (x2,) dx
: o+2 2.\2, 2 m o+2 2,2 \(5
e / (HO2u) (42" dx +cs / @) (%) dx
16 R 64 R

=A31(t) +Ax32(t) + Ax33(2).

Notice that Ay 3,1 > 0 and it represents the smoothing effect. However, A, 32 can be handled if we take
(e, b) = (£, €) in (6.5) as follows:

Aaa) = [ @il 2" ax S [ @il ax
R ' ' R '
Thus,
T
/0 [A233(0)|dt S sup /I;(ax”)%(;edeCT,l'

0<t<T
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To finish the estimate of A, it only remains to bound A; 3. To do this we recall that
) < +
|X » (O] S Xe b+€(x) forallx eR, jeZ",

which together with property (9) of x.  yields

//(Hazu)Z e dxdr SIHBZun, 4, 100 ||L2L2 Sy,

where the last inequality is obtained taking (e, b) = (g, b+ %) in (6.11). The term A5 3 3 can be handled
by interpolation and the local theory.

Step 2.3: Finally we turn our attention to As.We start rewriting the nonlinear part as

73 (u 0y M)Xeb—_%[ Tax, Xeb) 3x ((Uxep)* + e ) + (Yeu®))
+[D ax:uXeb]a((uXeb)+(u¢eb)+(l“//e))+u)(ebDTa
= X3,1 (t) + Az 2(1) + A3,3(l) + A3,4(f) + Ass5() + A3,6(l) + A3,7(I)- (6.30)

Hence, after substituting (6.29) into A3 and applying Holder’s inequality

I o
Az(t) = Z /A3m(t)D > 9 MXe,bdX-i-/ A37(t) Dy? 32uxepdx

1<m<6
~ 2412 I
< Z ||A3,m(t)||L§”Dx : M(I)Xe,h(' +Ut)”L}C+/ A3 7(t) Dy ? 8 uXe,bdx
1<m<6
2+ 12
=D 7 u@xen(- +vDlz D Az )+ Az7(0).

1<m<6

Notice that the first factor in the right-hand side is the quantity to be estimated by Gronwall’s inequality.
So, we shall focus on establishing control of the remaining terms.
First,combining (3.4), (3.14) and Lemma 3.15 one gets that

~ 241z
IA3 1l SIHDx * (uxen) g2 lullzoe + luoll 2 llullzoe, (6.31)
~ oqlze
IA320 N2 SIDx * (e )2 llullLee + lluoll 2 lull o (6.32)
To finish with the quadratic terms, we employ Lemma 3.16:

1 &350z < Nuoll 2 llull -

Combining (3.2) and (3.14) we obtain

l—a

~ 2+7
A34O N2 SN0 xep) e IDx * (uxen)llz2-

Meanwhile,

~ 24152 24152
14352 < 0xxep)leell Dy * (ugep)llrz + 10x (e )l Dx > (uxep)llz2-
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Next, we recall that by construction

dist(supp(xe.). SUPP(Ye)) = 5.
Thus by Lemma 3.16
1436022 S lluoll 2 lluell e

To complete the estimates in (6.31)—(6.32) it only remains for us to bound ||D)%+(l_“)/ 2(u Xe.n) |l L2

1D e )l 12, and DT ugpe )1 12
For the first term we proceed by writing

l—a —a

2415 2+ 241
Dy : (MXe,b) = D, : UXeb + [D, B Xe,b](”Xe,b + M¢e,b +ue)
=hL+hL+5L+14

Notice that || || L2 is the quantity to be estimated by Gronwall’s inequality. Meanwhile, || /|| L2 I 13]| L2
and || /4]| 2 were estimated previously in the case j = 1, step 2.
Next, we focus on estimating the term ||D§+(1+“)/ 2(ud)e,b)ll L2 which will be treated by means of

Holder’s inequality and Theorem 3.7 as follows:

1

g - 2413
1D el S ol luelF +11m g, 3 D

Ita Ita I4a
2 2

o o
Tl Ing o De® dulls + 1D, ula.

After integrating in time, the second and third terms on the right-hand side can be estimated taking
(e,b) = (;—4 b+ ;—Z) in (6.17) and (6.5) respectively. Hence, after integrating in time it follows by
interpolation that ||Df“l_“)/z(uq&e,b)”L%L; < 00.

We can bound ||D§+(1_a)/2(uq~5€,b)||L§ analogously.

Finally, after integrating by parts

2
= A37,1(t) + A3 72(0).

1 1-a 1-a
Az7(t) = —3 / deuxZ,(Dy® 97u)*dx — / Uxeb Xl p(Dy? 7u)* dx
R R

First,
1-o
32001 S 100z | (D7 8,
R
where the last integral is the quantity that will be estimated using Gronwall’s inequality, and the other

factor will be controlled after integration in time.
After integration in time and Sobolev’s embedding it follows that

T T 11—«
/ A3 72()] df < / / u (2 (D2 92y dx dr
0 0 JR
T 1=a
< ( sup ||u(t)||Hi-<a)+)/ /(sz 02u)2 (x2,) dx dt
) 0 JR

0<t<T

and the last term was already estimated in (6.24).
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Thus, after collecting all the information in this step and applying Gronwall’s inequality together with
hypothesis (1.11), we obtain
sup D> 02uxe. pllga +H105unesllys o+ IHOUNE b 2 < €5
O<t=<T

||D)(Cl_a)/28§uoxe’b||L§) for any € > 0, b > 5¢ and v > 0.

where ¢5 , = ¢ ,(a; €; T v; ||uo||Hg3-a>/z;
According to the induction argument we shall assume that (1.12) holds for j < m with j € Z and

j=>2ie.,

Ita

sup ||3’uxeb||Lz+||D ajuneb”Lsz‘l’”HD : 3JunebI|Lsz <cjy (6.33)
0<t<T
for j=1,2,...,m withm > 1, forany € > 0, b > 5¢ v>0.

Step 3: We will assume j an even integer. The case where j is odd follows by an argument similar to
the case j = 1.
By reasoning analogous to that employed in the case j=2it follows that

l —a
o> 8J0,u Dy = dluxl2, — Dy = 3/ D3, u D, = dlux2, + Dy = 7 (u 0, u)D Y JuyZ, =0,
wh1ch after integrating in time yields the identity

1o |
2dt /(D 29wy dx_%/ﬂ%(sz 8ju)*(x2,) dx

Ay (1)

—/(sz 3/ D9, u)(D,? a;uxib)dx+/ D,? 3 (ud,u)(D,? dluy2,)dx =0. (6.34)
R R

Ax () As3()
Step 3.1: We claim that

T2 & (Wnep)ll 22 < 0. (6.35)

We proceed as in the case j = 2. A combination of the commutator estimate (3.14), (6.18), Holder’s
inequality and (6.33) yields

I4a 1+a

= J+3 j+ie
1D 0 une )iz g2 < ID3 2 unepllpzs + MDD 2 5 el +udes +uvoll 2

1+
< D2+ || D] 2<uxeb)||Lsz

By
j— l+

+I-l—oz
+ lluollz2 + | Dx (ud>e o)z 2 4 lIme, yDy 2 @y)ll2 2 - (6.36)

B> Bs

Since /5, = 1 on the support of x. ;, we have
Xeb(X) X5 ,e(X) = Yep(x) forall x € R.
Combining Lemma 3.15 and Young’s inequality
.+L71
1Dy % (uxes)llz2

j 2 (j—k) k
SIdfuxeslie+ Do weilxy Meeldguxs.ells + lull o ye-on + luoll 2. (6.37)
2<k<j-—1
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Hence, taking (¢, b) = (5 e) in (6.33) yields
BiSciit D vjcia tlull e yson + lluoll oz (6.38)
2<k<j—1
B, can be estimated as in step 2 of the case j = 1, so it is bounded by the induction hypothesis.
Next, since

l\.)lm

dist(supp(ne,5), supp(¥e)) >

we have by Lemma 3.16

el lta
7.6 D & @yllr2 = lIne, Dy @yllrz S e prellrgelluollz2.

Gathering the estimates above, (6.35) follows.

We have proved that locally in the interval [e, b] there exist j + % derivatives. So, by Lemma 3.15
we obtain

5 5
1D e, DIVEVERS 1D (nep)ll 22 + lluoll2;

then, as before

.+1 —a .+ —
DI T uney = ¢;DIT @) — i IDIT s nepluxe s +uden +u).
where ¢; is a constant depending only on j.
Hence, if we proceed as in the proof of the claim (6.35) above, we have
Tans unepll 22 < 00. (6.39)
Therefore

T
| 1ai@iar =10l F uni, 1 < oo
0

Step 3.2: To handle the term A, we use the same procedure as in the previous steps. First,

1 2j+1-a 2ia. 2j+1—a
Az(t)=—§/Dx > u[HDZT™; x2,1D; * udx (6.40)
since "
[HD2%; x2,1+ 2Py +2) + Ry(a +2) = $HP, (a +2)H (6.41)

for some positive integer n. Substituting (6.41) into (6.40) produces
2j+1-a 2j+l—a
Ay(t) = % / D. 2 u(R,(a+2)D. * u)dx
R

1 2j+1-a 2j+l-a 1 2j+l-a 2j+1-a
+ZfDx 2 u(Py(a+2)D, * u)dx—Z/Dx 2 u(HPy(a +2)HD, * wu)dx
R R

= A 1(1) + Az2(2) + A23(1). (6.42)
As above we deal first with the crucial term in the decomposition associated to A,, that is, Aj ;.

Applying Plancherel’s identity yields

2j+1—a 2j+1-a

AZ,](I):%/qu > {Ry(@+2)D; * u}dx.
R

We fix n such that (3.26) is satisfied. In this case we have to takea = o +2 and 0 = M

As occurs in the previous cases it is possible for n = j + 1.
Thus, by construction R (« + 2) is bounded in L)zc (see Proposition 3.25).

to getn = j.
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Then -
2j+3
A2 (O] S luoll7 1D (k2 )l
and

2543,

J 2

sup || Dx (Xe,b)”Lé'
0<t<T

T
f 1Az (D] dt S Nluoll?,
0 X

Substituting Pj(a +2) into Aj >
a+2 ; a+2)\ < _ .
a2 = (“77) [0 w2,y av e (“57) Yean 14 [ 01262, ax
4 R ’ 2 = R ’

j—1
= Ap21(1) + Z Az (1) + Az j ().
I=1
Note that A3 5 1 is positive and it gives the smoothing effect after integration in time, and A5 > ; is bounded

by using the local theory. To handle the remainder terms we recall that by construction

|Xe) VO] S e e (0 S X 106 COXL 10 (6) (6.43)
forxeR, jeZ" Y
Hence for j > 2

T T
j—l+1 2
| 1aeiotars [ oF e, axar

T
5/0 A(D;—l+1u)2xg,b+lgexé’b+.gk dx dt; (6.44)

thus if we apply (6.33) with (g, b+ 4{) instead of (e, b) we obtain

T
J—l+1, 32 ’ *
/0 /R (DL ) Oty e k! o) drdr <
forl=1,2,...,j—1.

Meanwhile,
@42 ~ a+2) < B .
Ar3() = —— /(@f“u)z(X?,b)/dx +(—— ) D cun (=04 /(’HD){ )2 (x2 )+ dx
4 R 4 =1 R ’
j-1
= Aps () + ) Agzi(t) + Az j (). (6.45)

=1
As we can see Aj 3.1 > 0 and it represents the smoothing effect. Additionally, applying an argument

similar to that employed in (6.43)—(6.44), it is possible to bound the remainder terms in (6.45). Anyway,

T
/ A2z (D)]dt Sy 1<1<j—1
0

Step 3.3: It only remains to estimate Az to finish step 3.
l—a

1o 1o ~
D,? 3 udu)xep = —2[Dx> )5 Xep10: (Uxes)” + e ) + (Yeu?))

—u

[ErN JE
+[Dx* 03 uxeplox (Uxe,p) + WUep) + (uPe)) +uxe s D 9] (0u)

= A3.1(1) + As (1) + A3 3(t) + Az 4(1) + A3 5(t) + Az 6(0) + Az 7(2). (6.46)
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Substituting (6.46) into Az and applying Holder’s inequality

Asz(t) = Z /A3k(t)D 3JMXebdx+/A37(t)D 3 uxe pdx

1<k<6
< 3 1Al DIT T u k(- +vt>||Lz+fA37(z)D df uxe. dx.
1<k<6
+
— 1D T O xen (- Dl Y As(t) + Asa(0).

1<m<6

The first factor on the right-hand side is the quantity to be estimated.
We will start by estimating the easiest term:

JE

As 7(z)_—§f d.uxl, (Dx 7 Bfu)zdx—/Ruxe,bX;b(sz 3 u)* dx
= A37,1(t) + A3 72(1).

‘We have that

A3 71 (0] < 119 u(r)||Loof(D " odu)x2, dr,

2435

where the last integral is the quantity that we want to estimate, and the another factor will be controlled

after integration in time.
After integration in time and Sobolev’s embedding

T T 1-a
/ Ay 20l dr < f / w2y (D7 9wy di
0 0 JR ’
T l—a |
< (sup ()l o) / / (D™ 0Ju)? (x2,) dx dr,
0<t<T 0 JR

where the integral expression on the right-hand side was already estimated in (6.39).

To handle the contribution coming from ;1'3’ 1 and ;1'3,2, we apply a combination of (3.4), (3.14) and

Lemma 3.15 to obtain

~ j+1*70‘
IA3 1Dl SIDx 2 (uxep)llzzllullze + lluoll 2 lullLe,
I—a

~ ]+7 ~
IA32Oll2 SIDx * (e p)llpzllullze + lluoll g2 llullLee

The condition on the supports of x. ; and ¥, combined with Lemma 3.16 implies

14330122 S Nuoll g2 llull e
By using (3.2) and (3.14)

~ j+l;‘1
1A34(Ollz2 S I10x xep) el Dy 2 (uxen)lr2,
1—a

~ '+l;°‘ '+7
1A35Ollz2 S U0xuxen) e 1Dy 2 uep)llrz + 105 e )l DY 2 (uxes)llzz-

(6.47)
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An application of Lemma 3.16 leads to

~ iyl
A6z = luxesdDr' 7 @yllz S luoll 2 lullz. (6.48)
To complete the estimate in (6.47)—(6.48) we write

Xeb(X) +@ep(x) +Ye(x) =1 forall x € R;
then

I iy l—a s l—a

- (Uxep) =DL 2 uxes+IDL 7 xewlUxes + U +utpre)
=h+hL+15L+14.

J
x

Notice that || ;]2 is the quantity to be estimated. In contrast, /4 is handled by using Lemma 3.16. In
regards to || Iz]| L%'and 11312, Lemma 3.13 combined with the local theory, and the step 2 in the case
j =1 produces the required bounds.

By Theorem 3.7 and Holder’s inequality
]+ I+a

" (uden) 12

j+i
Slullzall Dy % depllps +

I Dx

Zﬁ' x¢eb

B=Jj LE
< 1/2 1/2 B j—p+e B j-B+t
luoll 5 lull o+ —||a ¢e.b Dy ullpz+ ) —||a e H Dy ullz,  (6.49)
ﬂe@l(J) /36@2(1)
where QQ;(j), Q2(j) denote odd integers and even integers in {0, 1, ..., j} respectively.

To estimate the second term in (6. 49) note that 8 Pe b 1S supported n [ b] then

B+ B+
> Ena%ebDj Tulas Y ﬂ,nl[ Y
BeQ1()) BeQ1(j)

j=B+eF
< Z ﬂ'nnebyeD wll 2.

Hence, after integrating in time and applying (6.33) with (e, b) = (26—4, b+ ;—Z) we obtain

j—B+ 1
Z B! ||)77 b+;ZD F u”L%Lg N Z (Cj_ﬁ,ﬂz <00
Be(j) BeQ1(j)
by the induction hypothesis.

Analogously, we can handle the third term in (6.49):

-+t 1
2 g 100D il S Y )t g pon <
BEQ2(j).B#] BEQ2(j).B#]
Therefore, after integrating in time and applying Holder’s inequality we have

5
Next, by interpolation and Young’s inequality

jH5 jHE
IDx % (uoep)llzrz SIDx * (udep)ll 22+ lluollrz < oo. (6.50)
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If we apply (6.49)—(6.50) then

e~
1Dy * (ugep)llp2p2 < oo.

Finally, after collecting all of the information and applying Gronwall’s inequality we obtain

-«
2 q) 2 i+1 2 i+1 2
sup | Dy* 8){MXe,b||Lz + ||8){+ une,b”Lz 12 + ”/Ha){-i_ M"e,b”LZ 12 =< C;yg,
OSIST X T x T"x
where C;k-,z = C;f,g(a; € T;v; ||M0||HX<3—a>/2§ ||D)(cl_a)/23){uoxs,b||L%) for any € > 0, b > 5¢ and v > 0.
This finishes the induction process.
To justify the previous estimates we shall follow the following argument of regularization. For
arbitrary initial data ug € H*(R) s > 3= we consider the regularized initial data ug = pu * ug with
p € CP(R), suppp C(—=1,1), p =0, [lpllpr =1 and

pu)=u'p() for >0,
The solution u* of the IVP (1.1) corresponding to the smoothed data ug = Py * ug satisfies
ut € C([0, T]1: H*(R));
we note that the time of existence is independent of w.
Therefore, the smoothness of u* allows us to conclude that
m+ 15 lta

2 2 m+1 2
sup ”a)’cnuu)(e,b”Lz + || Dy MM”Lz 12 + |H Dy ’ M“ne,blle 12 <c*,
OSIST X T™x T™x

where c* =c*(a; €; T; v; ||ug ”H;S—a)ﬁ; ek ugxe,b ||L3). In fact our next task is to prove that the constant c*

is independent of the parameter w.
The independence from the parameter © > 0 can be reached first noticing that

" A
[ty ||H,f3_")/2 = ||M0||H\g3—u>/2||pu||L§° = ||M0||H§3—a>/2||pu||L; = ||M0||H_Xg3—u>/2-

Next, since e p(x) = 0 for x <€, restricting to u € (0, €) it follows by Young’s inequality

oo
2
/ @) dx < 19l 1920 20000 = 10200122 0,000
€
Using the continuous dependence of the solution upon the data we have that

sup lu”(t) — u(t)HHx(S—a)/Z MTO) 0.
1€[0,T]
Combining this fact with the independence of the constant ¢* from the parameter p, weak compactness

and Fatou’s lemma, the theorem holds for all ug € H*(R), s > 3_7“ ]

Remark 6.51. The proof of Theorem B remains valid for the defocusing dispersive generalized Benjamin—
Ono equation

du—DoJu—udu=0, x,teR 0<a<l,

u(x,0) =ugp(x).
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In this direction, the propagation of regularity holds for u(—x, —t), where u(x, ) a solution of (1.1). In
other words, this means that for initial data satisfying the conditions (1.9) and (1.11) on the left-hand side
of the real line, Theorem B remains valid backward in time.

A consequence of the Theorem B is the following corollary, which describes the asymptotic behavior
of the function in (1.10).

Corollary 6.52. Letu € C([—T, T]: HC~9/2(R)) be a solution of the equation in (1.1) described by
Theorem B.
Then, foranyt € (0, T]and é > 0

00 1 . ¢
/_OO PRV (@/u)?(x, 1) dx < - (6.53)

where x_ = max{0, —x}, c is a positive constant and (x) := /1 + x2.
For the proof of (6.53) we use the following lemma provided in [Segata and Smith 2017].

Lemma 6.54. Let f : [0, 00) — [0, 00) be a continuous function. If for a > 0

a
f fx)dx <ca”,
0

then for every § > 0

o

f(x)
/0 W dx <c(p).

Proof. The proof follows by using a smooth dyadic partition of unit of R™. O

Remark 6.55. Observe that the lemma also applies when integrating a nonnegative function on the
interval [—(a + €), —e€], implying decay on the left half-line.

Proof of Corollary 6.52. We shall recall that Theorem B with xg = 0 asserts that any € > 0

o
sup/ (8u)?(x, 1) dx < c*.
€

tel0,T] Je—vt

For fixed ¢ € [0, T'] we split the integral term as follows:

[OO Bu)*(x, 1) dx:/e (a){u)z(x,z)dx+foo(a;u)2(x,z) dx.

—vt
The second term in the right-hand side is easily bounded by using Theorem B with v = 0. Hence, we just
need to estimate the first integral in the right-hand side.
Notice that after making a change of variables,

/ (3){”)2()6, 1) dx :/ (agu)z(x +2¢,t)dx <c*.
€—vt —

(e—vt)
Thus by using Lemma 6.54 and Remark 6.55 we find

h ! 3t +2eyde = [ —L(aiuy? dx < &
_mm(xu) (x +2€¢,1) —_Oo<x>j+5(x”)(X,l‘) =5
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In summary, we have proved that for all j € Z*, j >2 and any § > 0

€ 1 - o*
/_Oo )75 @fu)“(x,r)dx < e (6.56)

/ 00(8){ u)*(x, ) dx < c*. (6.57)

If we apply the Lemma 6.54 to (6.57) we obtain extra decay in the right-hand side. This allow us to
obtain a uniform expression that combines (6.56) and (6.57); that is, there exists a constant ¢ such that for
anyt € (0,7]and § >0

/oo ;(aguf(x,t)dx <= O

C
0o <x—>'i+6 t
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