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Higher genus relative and orbifold
Gromov–Witten invariants
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Given a smooth projective variety X and a smooth divisor D �X , we study relative
Gromov–Witten invariants of .X;D/ and the corresponding orbifold Gromov–Witten
invariants of the r th root stack XD;r . For sufficiently large r , we prove that orbifold
Gromov–Witten invariants of XD;r are polynomials in r . Moreover, higher-genus
relative Gromov–Witten invariants of .X;D/ are exactly the constant terms of the
corresponding higher-genus orbifold Gromov–Witten invariants of XD;r . We also
provide a new proof for the equality between genus-zero relative and orbifold Gromov–
Witten invariants, originally proved by Abramovich, Cadman and Wise (2017). When
r is sufficiently large and X D C is a curve, we prove that stationary relative
invariants of C are equal to the stationary orbifold invariants in all genera.
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1 Introduction

Gromov–Witten theory associated to a smooth projective variety X is an enumerative
theory about counting curves in X with prescribed conditions. Gromov–Witten invari-
ants are defined as intersection numbers on the moduli space Mg;n;d .X / of n–pointed,
genus g , degree d 2H2.X;Z/, stable maps to X .

Given a smooth divisor D in X , one can study the enumerative geometry of counting
curves with prescribed tangency conditions along the divisor D . There are at least two
ways to impose tangency conditions.
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1.1 Relative Gromov–Witten invariants

The first way to impose tangency conditions is to consider relative stable maps to .X;D/,
developed in Ionel and Parker [16], Li and Ruan [21] and Li [22].

For a degree d 2 H2.X;Z/, we consider a partition Ek D .k1; : : : ; km/ 2 .Z>0/
m

of
R

d ŒD�. That is,
mX

iD1

ki D

Z
d

ŒD�:

A cohomology weighted partition k of
R

d ŒD� is a partition Ek whose parts are weighted
by cohomology classes of H�.D;Q/. More precisely,

kD f.k1; ı1/; : : : ; .km; ım/g

such that

�
Pm

iD1 ki D
R

d ŒD�,
� ıi 2H�.D;Q/ for 1� i �m.

Cohomology weighted partitions will appear in the degeneration formula for Gromov–
Witten invariants.

Convention 1.1 When X is a curve and D is a point, the cohomology weights are
just the identity class of H�.pt;Q/. In this case, we will not distinguish k and Ek .

We consider the moduli space Mg; Ek;n;d .X;D/ of .mCn/–pointed, genus g , degree
d 2 H2.X;Z/, relative stable maps to .X;D/ such that the relative conditions are
given by the partition Ek . We assume the first m marked points are relative marked
points and the last n marked points are nonrelative marked points. Let evi be the i th

evaluation map, where

evi W Mg; Ek;n;d .X;D/!D for 1� i �m;

evi W Mg; Ek;n;d .X;D/!X for mC 1� i �mC n:

There is a stabilization map

sW Mg; Ek;n;d .X;D/!Mg;mCn;d .X /:

Write x i D s� i , which is the class pullback from the corresponding descendant class
on the moduli space Mg;mCn;d .X / of stable maps to X . Consider

� ıi 2H�.D;Q/ for 1� i �m,
� 
mCi 2H�.X;Q/ for 1� i � n,
� ai 2 Z�0 for 1� i �mC n.
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Relative Gromov–Witten invariants of .X;D/ are defined as

(1)
� mY

iD1

�ai
.ıi/

ˇ̌̌ nY
iD1

�amCi
.
mCi/

�.X ;D/
g; Ek;n;d

WDZ
ŒM

g;Ek;n;d
.X ;D/�vir

 
a1

1
ev�1.ı1/ � � � 

am
m ev�m.ım/ 

amC1

mC1
ev�mC1.
mC1/

� � � 
amCn

mCn ev�mCn.
mCn/:

We refer to [16; 21; 22] for more details about the construction of relative Gromov–
Witten theory.

1.2 Orbifold Gromov–Witten invariants

Another way to impose tangency conditions is to consider orbifold Gromov–Witten
invariants of the r th root stack XD;r of X for a positive integer r ; see Cadman [6].
By Geraschenko and Satriano [13], root construction is essentially the only way to
construct stack structures in codimension one. The construction of root stacks can be
found in Abramovich, Graber and Vistoli [5, Appendix B] and Cadman [6].

Example 1.2 For a positive integer r , the r th root stack of P1 over the point 0 2 P1

is denoted by P1Œr �. The root stack P1Œr � is the weighted projective line with a single
stack point of order r at 0. We will be dealing with this stack when we study stationary
Gromov–Witten theory of curves in Section 5.

The evaluation maps for orbifold Gromov–Witten invariants land on the inertia stack
of the target orbifold. The coarse moduli space IXD;r of the inertia stack of the root
stack XD;r can be decomposed into a disjoint union of r components

IXD;r DX t

r�1G
iD1

D;

where there are r � 1 components isomorphic to D . The component X is called the
identity component. Other components are called twisted sectors.

The partition Ek can be used to impose orbifold data of orbifold stable maps as follows.
We assume that r > ki for all 1� i �m. For orbifold invariants of the root stack XD;r ,
we consider the moduli space Mg; Ek;n;d .XD;r / of .mCn/–pointed, genus g , degree d ,
orbifold stable maps to XD;r whose orbifold data is given by the partition Ek , such that:

� For 1� i �m, the coarse evaluation map evi at the i th marked point lands on the
twisted sector D with age ki=r . These marked points are orbifold marked points.
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� The coarse evaluation maps evi at the last n marked points all land on the
identity component X of the coarse moduli space of the inertia stack IXD;r .
These marked points are nonorbifold marked points.

Orbifold Gromov–Witten invariants of XD;r are defined as

(2)
� mY

iD1

�ai
.ıi/

nY
iD1

�amCi
.
mCi/

�XD;r

g; Ek;n;d

WDZ
ŒM

g;Ek;n;d
.XD;r /�vir

x 
a1

1
ev�1.ı1/ � � � x 

am
m ev�m.ım/ x 

amC1

mC1
ev�mC1.
mC1/

� � � x 
amCn

mCn ev�mCn.
mCn/;

where the descendant class x i is the class pullback from the corresponding descendant
class on the moduli space Mg;mCn;d .X / of stable maps to X .

The basic constructions and fundamental properties of orbifold Gromov–Witten theory
can be found in Abramovich [1], Abramovich, Graber and Vistoli [4; 5], Chen and
Ruan [9] and Tseng [32].

1.3 Relations and questions

By [25, Theorem 2], relative Gromov–Witten invariants of a smooth pair .X;D/
can be uniquely and effectively reconstructed from the Gromov–Witten theory of X ,
the Gromov–Witten theory of D , and the restriction map H�.X;Q/! H�.D;Q/.
On the other hand, for the smooth pair .X;D/, we conjectured1 and proved in
[34] that the Gromov–Witten theory of root stack XD;r is also determined by the
Gromov–Witten theory of X , the Gromov–Witten theory of D , and the restriction
map H�.X;Q/!H�.D;Q/. This provides another piece of evidence that these two
theories may be related.

The relationship between relative and orbifold Gromov–Witten invariants in genus
zero has been established by Abramovich, Cadman and Wise [2] when the target is a
smooth pair .X;D/. The relationship was first observed in Cadman and Chen [7] for
genus-zero maps to X D P2 with tangency conditions along a smooth plane cubic D .
It was observed that, for large and divisible r , orbifold Gromov–Witten invariants
of the root stack P2

D;r
stabilize and coincide with relative Gromov–Witten invariants

1For smooth Deligne–Mumford stacks Y and a smooth divisor D , we proved the conjecture when D

is disjoint from the locus of stack structures of X [34]. The more general version of our conjecture is
recently proved by [8].
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of .P2;D/. It was proved in [2] that genus-zero orbifold Gromov–Witten invariants of
XD;r for large and divisible r agree with genus-zero relative Gromov–Witten invariants
of .X;D/ for any X and any D . The proof used comparison of virtual fundamental
classes of different moduli spaces.

The goal of this paper is to study the relationship between these relative and orbifold
Gromov–Witten invariants in all genera. In general the result of [2] does not hold for
higher-genus invariants, as shown by a counterexample (due to D Maulik) for genus-one
invariants in [2, Section 1.7]. Naturally, we ask the following questions.

Question 1.3 What is the precise relationship between relative and orbifold Gromov–
Witten invariants in higher genus?

Question 1.4 Will the equality between higher-genus relative and orbifold Gromov–
Witten invariants hold under some assumptions?

In this paper, we answer the first question for invariants of smooth projective varieties
and answer the second question for invariants of target curves.

1.4 Higher-genus invariants of general targets

For a smooth pair .X;D/, the orbifold invariants of XD;r in general depend on r .
On the other hand, the relative invariants of .X;D/ do not depend on r . Hence, it is
not expected that the exact equality between invariants of XD;r and .X;D/ holds in
general. The precise relationship is the following:

Theorem 1.5 Given a smooth projective variety X , a smooth divisor D �X , and a
sufficiently large integer r , the orbifold Gromov–Witten invariant� mY

iD1

�ai
.ıi/

nY
iD1

�amCi
.
mCi/

�XD;r

g; Ek;n;d

of XD;r is a polynomial in r . Moreover, relative Gromov–Witten invariants of .X;D/
are the r0–coefficients of orbifold Gromov–Witten invariants of XD;r . More precisely,

(3)
� mY

iD1

�ai
.ıi/

ˇ̌̌ nY
iD1

�amCi
.
mCi/

�.X ;D/
g; Ek;n;d

D

�� mY
iD1

�ai
.ıi/

nY
iD1

�amCi
.
mCi/

�XD;r

g; Ek;n;d

�
r0

;

where the notation Œ �r0 stands for taking the coefficient of the r0–term of a polynomial
in r .
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Remark 1.6 Theorem 1.5 can also be formulated on the cycle level. This is because
the techniques that we are using in this paper are the degeneration formula and the
virtual localization formula. Both formulas are on the level of virtual cycles. The
virtual class version of Theorem 1.5 can be proved by straightforward adaptations of
the arguments in this paper. In particular, a virtual class version of Theorem 1.5 is
stated in Fan, Wu and You [12] for genus-zero invariants and in their work [11] for
higher-genus invariants. Note that the results in [12] and [11] extend the result of this
paper to include relative invariants with negative contact orders.

Theorem 1.5 directly implies the following result.

Corollary 1.7 The relative Gromov–Witten invariants of .X;D/ are completely de-
termined by the orbifold Gromov–Witten invariants of the root stacks XD;r for all
sufficiently large r .

Example 1.8 In genus zero, relative invariants of .X;D/ are equal to orbifold invari-
ants of XD;r for r sufficiently large; see Abramovich, Cadman and Wise [2]. There is
a counterexample in genus one given by Maulik in [2, Section 1.7]. It is worth pointing
out that Maulik’s counterexample does fit into our result. The example is as follows.
Let X DE �P1, where E is an elliptic curve. Consider the divisor D DX0[X1 ,
the union of 0 and 1 fibers of X over P1. One can consider the root stack XD;r;s

obtained from taking r th root along X0 and sth root along X1 . One can compare
relative invariants of .X;D/ and orbifold invariants of the root stack XD;r;s . Taking a
fiber class f 2H2.X / of the fibration X ! P1, the genus-one relative and orbifold
invariants with no insertions are computed in [2, Section 1.7]:

h i
.X ;D/

1;f
D 0; h i

XD;r;s

1;f
D r C s:

Hence, we have
h i

.X ;D/

1;f
D
�
h i

XD;r;s

1;f

�
r0s0 :

The proof of Theorem 1.5 follows from the degeneration formula and virtual localization
computation.

By the degeneration formula, we can reduce Theorem 1.5 to the comparison between
the following invariants of (relative) local models. We can consider the degeneration
of X (resp. XD;r ) to the normal cone of D (resp. Dr ). Indeed, let Y WD P .OD˚N /,
where N is the normal bundle of D � X . We will consider relative invariants of
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.Y;D0[D1/, where D0 and D1 are the zero and infinity sections, respectively. On
the other hand, we will consider orbifold-relative invariants of .YD0;r ;D1/, where
YD0;r is the r th root stack of the zero-section D0 of Y . Theorem 1.5 reduces to
the comparison between relative invariants of .Y;D0 [D1/ and orbifold-relative
invariants of .YD0;r ;D1/.

The relationship between invariants of .Y;D0[D1/ and of .YD0
;D1/ can be found

by C�–virtual localization. Localization computation relates both relative invariants
of .Y;D0[D1/ and orbifold-relative invariants of .YD0;r ;D1/ to rubber integrals
with the base variety D .

A key point for the localization computation is the polynomiality of certain cohomology
classes on the moduli space Mg;n;d .D/ of stable maps to D , which is proved in
[18, Corollary 11]; see Section 3.2.2. For the relationship between relative and orbifold
Gromov–Witten theory of curves, the corresponding result is the polynomiality of
certain tautological classes on the moduli space Mg;n of stable curves proved, in
[17, Proposition 5].

We can use the localization computation in the proof of Theorem 1.5, without the need
of polynomiality, to provide in Section 4 a new proof of the main theorem of [2]. The
different behavior between genus-zero invariants and higher-genus invariants can be
seen directly from the difference of their localization computations.

We restrict our discussions to the case when X is a smooth projective variety, but
Theorem 1.5 can be extended to the case when X is an orbifold. The key ingredient is the
generalization of the polynomiality in Janda, Pandharipande, Pixton and Zvonkine [18]
to orbifolds. When X is a one-dimensional orbifold, we only need the orbifold version
of the polynomiality in Janda, Pandharipande, Pixton and Zvonkine [17], which has
been proved in our previous work [33] on double ramification cycles on the moduli
spaces of admissible covers.

1.5 Stationary invariants of target curves

We answer Question 1.4 for stationary Gromov–Witten invariants of target curves.

Gromov–Witten theory of target curves has been completely determined in the trilogy
of papers [29; 28; 30] by Okounkov and Pandharipande. Gromov–Witten theory of a
target curve C is closely related to Hurwitz theory of enumerations of ramified covers
of C . The GW/H correspondence proved in [29] showed a correspondence between

Geometry & Topology, Volume 24 (2020)
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stationary Gromov–Witten invariants of C and Hurwitz numbers of C . The main
result of [28] showed that equivariant Gromov–Witten theory of P1 is governed by the
2–Toda hierarchy. The Virasoro constraints for target curves were proven in [30], the
third part of the trilogy.

Moreover, Gromov–Witten theory of P1 can be considered as a more fundamental
object than Gromov–Witten theory of a point; see [28]. The stationary Gromov–Witten
invariants of P1 arise as Eynard–Orantin invariants; see Norbury and Scott [27] and
Dunin-Barkowski, Orantin, Shadrin and Spitz [10]. As an application, Gromov–Witten
theory of a point arises in the asymptotics of large degree Gromov–Witten invariants
of P1 ; see [27] and Okounkov and Pandharipande [31].

Now we consider stationary invariants of curves. Let X D C be a smooth projective
curve and q be a point in C . We consider the stationary relative invariants of .C; q/
given by

(4)
� nY

iD1

�amCi
.!/

ˇ̌̌
Ek

�.C;q/
g;n; Ek;d

WD

Z
ŒM

g;n;Ek;d
.C;q/�vir

nY
iD1

 
amCi

mCi ev�mCi !;

where ! 2H 2.C;Q/ denotes the class that is Poincaré dual to a point.

We consider the root stack C Œr � of C by taking the r th root along q . The stationary
orbifold invariants of C Œr � are defined as

(5)
� nY

iD1

�ai
.!/

�C Œr �
g;n; Ek;d

WD

Z
ŒM

g;n;Ek;d
.C Œr �/�vir

mY
iD1

ev�i .1ki=r /

nY
iD1

x 
amCi

mCi ev�mCi !;

where 1ki=r is the identity class in the twisted sector of age ki=r .

Theorem 1.9 Let C be a smooth target curve in any genus. When r is sufficiently
large, the stationary Gromov–Witten invariants of .C; q/ are equal to the stationary
Gromov–Witten invariants of the root stack C Œr �. That is,

(4)D (5):

Remark 1.10 Theorem 1.9 can be extended slightly by string and dilaton equations
for Gromov–Witten theory of .C; q/ and C Œr � with insertions �0.1/ and �1.1/.

The proof is based on the degeneration of the target and the equality in genus zero.

As an application for the equality between stationary invariants, we obtain the GW/H
correspondence for orbifold Gromov–Witten invariants of the root stack C Œr1; : : : ; rl �

obtained by taking sufficiently large r th
i root at the point qi 2 C for 1� i � l .
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1.6 Further discussions

The exact equality between stationary relative invariants of curves and stationary
orbifold invariants of curves is in fact a unique feature of Gromov–Witten theory of
curves. The higher-dimensional analogue of the equality between stationary invariants
of curves is not correct.2 It can already be seen from the counterexample given by
Maulik in [2, Section 1.7]. The counterexample is about invariants of X WDE �P1,
where E is an elliptic curve, with no insertions. These invariants can be viewed as
stationary invariants without any insertions. Moreover, the proof of the equality of
stationary invariants of curves in Section 5.1 used the degeneration formula to reduce
the equality to the case of invariants with no insertions. For Gromov–Witten theory
of curves, the equality reduces to the trivial case. It does not reduce to the trivial case
beyond Gromov–Witten theory of curves. Indeed, Maulik’s counterexample shows that
the equality is not true in general. In [2, Section 1.7], this counterexample is interpreted
as a result of the nontriviality of the Picard group of the elliptic curve E .

1.7 Plan of the paper

In Section 2, we reduce the comparison between relative and orbifold invariants to
(relative) local models by applying degeneration formulas to relative and orbifold
invariants. In Section 3, we prove Theorem 1.5 for local models by virtual localization.
Our localization computation is also used in Section 4 to provide a new proof of
the equality between genus-zero relative and orbifold invariants. In Section 5, we
present the proof of Theorem 1.9. As an easy consequence of Theorem 1.9, we extend
the GW/H correspondence to stationary orbifold invariants of curves when the root
constructions on the curve are taken to be sufficiently large.

Acknowledgements We would like to thank F Janda, R Pandharipande, A Pixton and
D Zvonkine for sharing the draft of their paper [18] with us. We also want to thank
Longting Wu for pointing out how to include orbifold/relative descendant classes in
Theorem 1.5. You would like to thank Vincent Bouchard, Qile Chen, Honglu Fan and
Zhengyu Zong for helpful discussions. We would also like to thank the anonymous
referees for their extremely useful comments and corrections. Tseng is supported in
part by NSF grant DMS-1506551. You is supported by the postdoctoral fellowship of
NSERC and Department of Mathematical Sciences at the University of Alberta.

2In this context, based on the degeneration and localization analysis, a reasonable analogue of stationary
invariants for higher-dimensional target is to require that the restrictions of all cohomological insertions
to D vanish.
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2 Degeneration

In this section, we show that Theorems 1.5 and 1.9 can be reduced to the case of
P1–bundles by the degeneration formula. It can be understood by observing that the
comparison between relative and orbifold invariants is “local over the divisor D”,
hence it is sufficient to compare invariants of local models. The degeneration formula
gives the precise statement for this observation.

Following [34], we consider the degeneration of XD;r to the normal cone of Dr , the
divisor of XD;r lying over D �X . The degeneration formula in [3, Theorem 0.4.1]
shows that orbifold Gromov–Witten invariants of XD;r are expressed in terms of relative
Gromov–Witten invariants of .XD;r ;Dr / and of .Y;D1/, where Y WD P .O˚N / is
obtained from the normal bundle N of Dr �XD;r ; the infinity section D1 of Y!Dr

is identified with Dr �XD;r under the gluing.

By [3, Proposition 4.5.1], relative Gromov–Witten invariants of .XD;r ;Dr / are equal to
relative Gromov–Witten invariants of .X;D/, and relative Gromov–Witten invariants
of .Y;D1/ are equal to relative Gromov–Witten invariants of .YD0;r ;D1/, where
Y WD P .O˚N / is obtained from the normal bundle N of D � X , and YD0;r is
the root stack of Y constructed by taking the r th root along the zero-section D0 of
Y !D .

Then, the degeneration formula for the orbifold Gromov–Witten invariants of XD;r is
indeed written as

(6)
� mY

iD1

�ai
.ıi/

nY
iD1

�amCi
.
mCi/

�XD;r

g; Ek;n;d

D

X Q
i �i

jAut.�/j

� mY
iD1

�ai
.ıi/

Y
i2S

�amCi
.
mCi/

ˇ̌̌
�

��;.YD0;r ;D1/

g1; Ek;jS j;E�;d1

�

�
�_

ˇ̌̌ Y
i 62S

�amCi
.
mCi/

��;.X ;D/
g2;E�;n�jS j;d2

;

where �_ is defined by taking the Poincaré duals of the cohomology weights of the
cohomology weighted partition �, and jAut.�/j is the order of the automorphism group
Aut.�/ preserving equal parts of the cohomology weighted partition �. The sum is
over all splittings of g and d , all choices of S � f1; : : : ; ng, and all intermediate
cohomology weighted partitions �. The superscript � stands for possibly disconnected
Gromov–Witten invariants.
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Remark 2.1 The degeneration of XD;r can also be constructed as follows. One can
first consider the degeneration of X to the normal cone of D . The total space of
the degeneration admits a divisor B whose restriction to the general fiber is D and
restriction to the special fiber is D0 , the zero-section of Y D P .OD ˚N /. Taking the
r th root stack along B , we have a flat degeneration of XD;r to X glued together with
YD0;r along the infinity section D1 � YD0;r . It yields the same degeneration formula
as in (6).

For relative Gromov–Witten invariants of .X;D/, we consider the degeneration of X

to the normal cone of D . It yields the following degeneration formula of [22]:

(7)
� mY

iD1

�ai
.ıi/

ˇ̌̌ nY
iD1

�amCi
.
mCi/

�.X ;D/
g; Ek;n;d

D

X Q
i �i

jAut.�/j

� mY
iD1

�ai
.ıi/

ˇ̌̌ Y
i2S

�amCi
.
mCi/

ˇ̌̌
�

��;.Y;D0[D1/

g1; Ek;jS j;E�;d1

�

�
�_

ˇ̌̌ Y
i 62S

�amCi
.
mCi/

��;.X ;D/
g2;E�;n�jS j;d2

:

The sum is also over all intermediate cohomology weighted partitions � and all splittings
of g , d and n.

The degeneration formulae (6) and (7) take the same form. Hence, the comparison
between orbifold invariants of XD;r and relative invariants of .X;D/ reduces to the
comparison between invariants of .YD0;r ;D1/ and invariants of .Y;D0[D1/. More
precisely, it is sufficient to compare the relative invariant

(8)
� mY

iD1

�ai
.ıi/

ˇ̌̌ nY
iD1

�amCi
.
mCi/

ˇ̌̌
�

�.Y;D0[D1/

g; Ek;n; E�;d

of .Y;D0[D1/ and the orbifold-relative invariant

(9)
� mY

iD1

�ai
.ıi/

nY
iD1

�amCi
.
mCi/

ˇ̌̌
�

�.YD0;r ;D1/

g; Ek;n; E�;d

of .YD0;r ;D1/, where � is a cohomology weighted partition of
R

d ŒD1�.

Remark 2.2 By the degeneration formula, we should compare disconnected invariants
instead of connected invariants. However, the relationship between disconnected
invariants follows from the relationship between connected invariants. Hence, it is
sufficient to compare connected invariants.
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As a result, the comparison can be considered as local over the relative/orbifold
divisor D . The pairs .YD0;r ;D1/ and .Y;D0 [D1/ can be viewed as (relative)
local models of XD;r and .X;D/. Therefore, Theorem 1.5 follows from the following
theorem for local models.

Theorem 2.3 For r sufficiently large, the orbifold-relative invariant� mY
iD1

�ai
.ıi/

nY
iD1

�amCi
.
mCi/

ˇ̌̌
�

�.YD0;r ;D1/

g; Ek;n; E�;d

is a polynomial in r , and

(10)
�� mY

iD1

�ai
.ıi/

nY
iD1

�amCi
.
mCi/

ˇ̌̌
�

�.YD0;r ;D1/

g; Ek;n; E�;d

�
r0

D

� mY
iD1

�ai
.ıi/

ˇ̌̌ nY
iD1

�amCi
.
mCi/

ˇ̌̌
�

�.Y;D0[D1/

g; Ek;n; E�;d

:

Similarly, the following theorem for .P1Œr �;1/ and .P1; 0;1/ implies Theorem 1.9.

Theorem 2.4 For r sufficiently large, the stationary orbifold-relative invariants of
.P1Œr �;1/ are equal to the stationary relative invariants of .P1; 0;1/:

(11)
�
k

ˇ̌̌ nY
iD1

�amCi
.!/

ˇ̌̌
�

�.P1;0;1/

g; Ek;n; E�;d

D

� nY
iD1

�amCi
.!/

ˇ̌̌
�

�.P1Œr �;1/

g; Ek;n; E�;d

:

Remark 2.5 Theorems 2.3 and 2.4 can also be stated for disconnected invariants,
since their proofs also work for disconnected invariants.

3 Local model

In this section, we prove Theorem 2.3 by using virtual localization calculations of [18]
to obtain identities of cycle classes on moduli spaces.

Let D be a smooth projective variety equipped with a line bundle L, and let Y be the
total space of the P1–bundle

� W P .OD ˚L/!D:

Following [25], let e1; : : : ; es be a basis of H�.D;Q/. We view ei as an element of
H�.Y;Q/ via pullback by � . Let ŒD0�; ŒD1� 2 H 2.Y;Q/ denote the cohomology
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classes associated to the zero and infinity divisors. The cohomological insertions of the
invariants will be taken from the following classes in H�.Y;Q/:

e1; : : : ; es; ŒD0� � e1; : : : ; ŒD0� � es; ŒD1� � e1; : : : ; ŒD1� � es:

We write YD0;r for the root stack of Y constructed by taking the r th root along the
zero-section D0 . The r th root of D0 is denoted by Dr .

3.1 Relative invariants

Now consider the moduli space Mg; Ek;n; E�.Y;D0 [D1/ of relative stable maps to
.Y;D0[D1/ with tangency conditions at relative divisor D0 (resp. D1 ) given by
the partition Ek (resp. E�) of

R
d ŒD0� (resp.

R
d ŒD1�). The length of E� is denoted by l.�/,

and the length of Ek is still denoted by m. The following relation between the moduli
space Mg; Ek;n; E�.Y;D0[D1/ of relative stable maps to rigid target and the moduli space
Mg; Ek;n; E�.Y;D0[D1/

� of relative stable maps to nonrigid target is proven in [25].

Lemma 3.1 [25, Lemma 2] Let p be a nonrelative marking with evaluation map

evpW Mg; Ek;n; E�;d .Y;D0[D1/! Y:

Then

(12) ŒMg; Ek;n; E�;d .Y;D0[D1/
��vir
D��

�
ev�p.ŒD0�/\ŒMg; Ek;n; E�;d

.Y;D0[D1/�
vir�

D��
�
ev�p.ŒD1�/\ŒMg; Ek;n; E�;d

.Y;D0[D1/�
vir�;

where
�W Mg; Ek;n; E�;d .Y;D0[D1/!Mg; Ek;n; E�;d .Y;D0[D1/

�

is the canonical forgetful map.

The proof is through C�–localization on the moduli space M
g; Ek;n; E�;d

.Y;D0[D1/.
The following identity directly follows from Lemma 3.1.

Lemma 3.2 For n> 0,

(13)
� mY

iD1

�ai
.ıi/

ˇ̌̌
�amC1

.ŒD1� � ımC1/

mCnY
iDmC2

�ai
.ıi/

ˇ̌̌
�

�.Y;D0[D1/

g; Ek;n; E�;d

D

� mY
iD1

�ai
.ıi/

ˇ̌̌ mCnY
iDmC1

�ai
.ıi/

ˇ̌̌
�

��;.Y;D0[D1/

g; Ek;n; E�;d

;

where ıi 2 ��.H�.D;Q// for mC 1 � i � mC n are cohomology classes pulled
back from H�.D;Q/.
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3.2 Orbifold-relative invariants

We use the localization formula of [14; 15] (see also [17; 23; 26]) to study the moduli
space Mg; Ek;n; E�.YD0;r ;D1/ with prescribed orbifold and relative conditions given by
Ek and E� respectively. Our goal is to find an identity (see identity (18)) that is similar to
identity (12), then relates orbifold-relative invariants of .YD0;r ;D1/ to rubber integrals
as well.

3.2.1 The virtual localization formula The fiberwise C�–action on

� W P .OD ˚L/!D

induces a C�–action on YD0;r and consequently a C�–action on the moduli space
Mg; Ek;n; E�;d .YD0;r ;D1/. The class ŒMg; Ek;n; E�.YD0;r ;D1/�

vir is computed, via the
virtual localization formula, in [18, Section 3]. For the purpose of our paper, we only
need the explicit formula; see Lemma 3.3. Hence, we will state the formula in this
section and refer readers to [17, Section 3] for the derivation of the formula.

The C�–fixed loci of Mg; Ek;n; E�;d .YD0;r ;D1/ are labeled by decorated graphs. In order
to state the virtual localization formula, we recall the definition of decorated graphs;
we follow the notation of [23]. A decorated graph � contains the following data:

� V .�/ is the set of vertices of � . Each vertex v is decorated by the genus g.v/ and
the degree d.v/ 2H2.D;Z/. The degree d.v/ must be an effective curve class. The
genus and degree conditions required are

g D
X

v2V .�/

g.v/C h1.�/ and d D
X

v2V .�/

d.v/:

Each vertex v is labeled by 0 or 1. The labeling map is denoted by

i W V .�/! f0;1g:

� E.�/ is the set of edges of � . We write E.v/ for the set of edges attached to
the vertex v 2 V .�/ and write jE.v/j for the number of edges attached to the vertex
v 2 V .�/. Each edge e is decorated by the degree de 2Z>0 corresponding to the d th

e

power map
P1Œr �! P1Œr �:

� The set of legs is in bijective correspondence with the set of markings. For 1 �

j �m, the legs are labeled by kj 2 Z>0 and are incident to vertices labeled 0. For
mC1� j �mCn, the legs are labeled by 0. For mCnC1� j �mCnC l.�/, the
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legs are labeled by �j�m�n 2 Z>0 and are incident to vertices labeled 1. We write
S.v/ to denote the set of markings assigned to the vertex v .

� The set of flags of � is defined to be

F.�/D f.e; v/ 2E.�/�V .�/ j v 2 eg:

If the flag is at 0, it is labeled by an element k.e;v/ 2 Zr . In fact, in our example,
k.e;v/ D de;

by compatibility along the edge. See, for example, [19; 23; 20].

� � is a connected graph, and � is bipartite with respect to labeling i . Each edge is
incident to a vertex labeled by 0 and a vertex labeled by 1.

� A vertex v 2 V .�/ is stable if 2g.v/ � 2 C val.v/ > 0, where val.v/ is the
total number of marked points and incident edges associated to the vertex v 2 V .�/.
Otherwise, v 2 V .�/ is called unstable. We write V S .�/ for the set of stable vertices
of � . We use FS .�/ to denote the set of stable flags; that is, the set of flags whose
associated vertices are stable.

� The compatibility condition at a vertex v over 0:

(14)
X

j2S.v/

kj �

X
e2E.v/

k.e;v/ D

Z
d.v/

c1.L/ mod r:

The compatibility condition at a vertex is used in the proof of [18, Lemma 12], which
will be used later in this section.

� The compatibility condition at a vertex v over 1:X
e2E.v/

k.e;v/�
X

j2S.v/

�j�m�n D

Z
d.v/

c1.L/:

Recall that a vertex v 2 V .�/ is unstable if d.v/D 0 and 2g.v/� 2C val.v/� 0. By
[18, Lemma 12], for r sufficiently large, there are only two types of unstable vertex:

� v is labeled by 0, g.v/D 0, v carries one marking and one incident edge;

� v is labeled by 1, g.v/D 0, v carries one marking and one incident edge.

Following [18], if the target expands at D1 , the C�–fixed locus corresponding to the
decorated graph � is isomorphic to

M � D

Y
v2V S .�/

i.v/D0

Mg.v/;val.v/;d.v/.Dr /�DjE.�/j

Y
v2V S .�/
i.v/D1

Mg.v/;val.v/;d.v/.Y;D0[D1/
�
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quotiented by the automorphism group Aut.�/ of � and the product
Q

e2E.�/Zde
of

cyclic groups associated to the edges.

If the target does not expand, then the moduli spaces of rubber maps do not appear and
the invariant locus is the moduli space of stable maps to Dr . That is,

M � DMg;mCnCl.�/;��d .Dr /;

since there is only one vertex over 0. The natural morphism

�W M � !Mg; Ek;n; E�;d .YD0;r ;D1/

is of degree jAut.�/j
Q

e2E.�/ de .

The following localization formula is given in [18, Section 3].

Lemma 3.3 The virtual localization formula is written as

ŒMg; Ek;n; E�;d .YD0;r ;D1/�
vir
D

X
�

1

jAut.�/j
Q

e2E.�/ de
� ��

�
ŒM � �

vir

e.Normvir
� /

�
;(15)

where the sum is taken over decorated graphs � ; the inverse of the virtual normal bundle
1=e.Normvir

� / is the product of the following factors when r is sufficiently large.

� For each stable vertex v over 0 in � , there is a factor

(16)
� Y

e2E.v/

rde

t C ev�e c1.L/� de
x .e;v/

�
�

� 1X
iD0

�
t

r

�g.v/�1CjE.v/j�i
ci.�R���L/

�
;

where � W Cg.v/;val.v/;d.v/.Dr / ! Mg.v/;val.v/;d.v/.Dr / is the universal curve,
L! Cg.v/;val.v/;d.v/.Dr / is the universal r th root and O.1=r/ is a trivial line
bundle with a C�–action of weight 1=r .

� If the target expands over the infinity section, there is a factor

(17)

Q
e2E.�/ de

�t � 1
:

3.2.2 Identity on cycle classes

Lemma 3.4 Let p be an interior marking, that is, p is neither a relative marking nor
an orbifold marking. For r sufficiently large,

(18)
�
�orb
�

�
ev�p.ŒD1�/\ ŒMg; Ek;n; E�;d .YD0;r ;D1/�

vir��
r0

D �rel
�

�
ŒMg; Ek;n; E�;d .Y;D0[D1/

��vir�;
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where �orb and �rel are the forgetful maps3

�orb
W Mg; Ek;n; E�;d .YD0;r ;D1/ !Mg;mCnCl.�/;d .Y /;

�rel
W Mg; Ek;n; E�;d .Y;D0[D1/

�
!Mg;mCnCl.�/;d .Y /:

Proof The localization formula (15) gives

(19) ev�p.ŒD1�/\ ŒMg; Ek;n; E�;d .YD0;r ;D1/�
vir

D

X
�

1

jAut.�/j
Q

e2E.�/ de
� ��

�
.�ev�p.c1.L//� t/ �

ŒM � �
vir

e.Normvir
� /

�
;

where �ev�p.c1.L//� t is the restriction of the class ŒD1� to the infinity section D1 .
Following Lemma 3.3, the inverse of the virtual normal bundle 1=e.Normvir

� / is the
product of the following factors:

� For each stable vertex v over the zero-section, there is a factor

(20)
� Y

e2E.v/

rde

t C ev�e c1.L/� de
x .e;v/

�
�

� 1X
iD0

�
t

r

�g.v/�1CjE.v/j�i
ci.�R���L/

�

D t�1

� Y
e2E.v/

de

1C .ev�e c1.L/� de
x .e;v//=t

�
�

� 1X
iD0

tg.v/�i.r/i�g.v/C1ci.�R���L/
�

D t�1

� Y
e2E.v/

de

1C .ev�e c1.L/� de
x .e;v//=t

�
�

� 1X
iD0

.t r/g.v/�i.r/2i�2g.v/C1ci.�R���L/
�
:

� If the target expands over the infinity section, there is a factor

(21)

Q
e2E.�/ de

�t � 1
:

We consider the pushforward to the moduli space Mg;mCnCl.�/;��d .D/ by forgetful
maps. Following [17] and [18], we want to extract the coefficient of t0r0 from the

3More precisely, �rel is the forgetful map to Mg;mCnCl.�/;��d .D/ followed by the inclusion
Mg;mCnCl.�/;��d .D/ ,!Mg;mCnCl.�/;d .Y / .
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contributions.4 We set s WD t r and extract the r0s0 –coefficient instead. Let

yci D r2i�2gC1�orb
� ci.�R���L/:

The inverse of the virtual normal bundle can be rewritten as the product of the factors

(22) r

s

Y
e2E.v/

de

1C r
s
.ev�e c1.L/�de .e;v//

� 1X
iD0

ycis
g.v/�i

�
for v2V S .�/\i�1.0/;

and

(23) �
r

s
�rel
�

�Q
e2E.�/ de

1C r
s
 1

�
if the target expands:

Corollary 11 of [18] states that, for each i � 0, the class yci is a polynomial in r when
r is sufficiently large.

In addition, we have

�ev�p.c1.L//� t D�ev�p.c1.L//�
s

r
:

Since the irreducible component containing the nonrelative and nonorbifold marked
point p maps to D1 , the target always expands at D1 . Therefore, there is exactly
one factor of (23) from contributions at D1 .

Each factor of (22) and (23) is of positive power in r and contributes at least one r .
Therefore, to extract the coefficient of r0 , there can be only one such factor, which, of
course, has to be the factor (23) from the only stable vertex over the infinity divisor (there
is only one stable vertex over the infinity because there are only unstable vertices over 0

and the decorated graph is connected). Note that the term ev�p.c1.L// also disappears,
because its product with (22) and (23) only produces positive powers of r . Therefore,
the fixed locus is described by the decorated graph with one stable vertex of full genus g

over the infinity section D1 and m unstable vertices over the zero-section Dr .

The appearance of higher powers of the target descendant class  1 in the expansion
of (23) will also contribute a positive power of r , hence the terms involving  1 are
not allowed either.

Then we extract the coefficient of s0 ; the result is exactly the right-hand side of (18).

4In [18], they considered the localization formula for Mg; Ek;n; E�;d .YD0;r ;D1/ multiplied by t . We
instead consider the localization formula for ev�p.ŒD1�/\ŒMg; Ek;n; E�;d .YD0;r ;D1/�

vir , where a factor of t

will come from ev�p.ŒD1�/ . In other words, in [18] they want the coefficient of t�1 in their localization
formula, while we want the coefficient of t0 in ours.
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We consider the invariant

(24)
�� mY

iD1

�ai
.ıi/

�
�amC1

.ŒD1� � ımC1/

mCnY
iDmC2

�ai
.ıi/

ˇ̌̌
�

�.YD0;r ;D1/

g; Ek;n; E�;d

;

where ıi 2��.H�.D;Q// for mC1� i �mCn are cohomology classes pulled back
from H�.D;Q/. We have the following relation between orbifold-relative invariants
of .YD0;r ;D1/ and rubber integrals.

Lemma 3.5 For r sufficiently large and n> 0, the orbifold-relative Gromov–Witten
invariant (24) of .YD0;r ;D1/ is a polynomial in r . Moreover,

(25)
��� mY

iD1

�ai
.ıi/

�
�amC1

.ŒD1� � ımC1/

mCnY
iDmC2

�ai
.ıi/

ˇ̌̌
�

�.YD0;r ;D1/

g; Ek;n; E�;d

�
r0

D

� mY
iD1

�ai
.ıi/

ˇ̌̌ mCnY
iDmC1

�ai
.ıi/

ˇ̌̌
�

��;.Y;D0[D1/

g; Ek;n; E�;d

:

Proof Identity (25) follows from identity (18) in Lemma 3.4, as the invariants are de-
fined by integrating against the virtual fundamental class and pushing forward to a point.

Polynomiality of the invariant (24) follows from the localization analysis and the
polynomiality of the class yci . Indeed, it is sufficient to consider the factor (22):

(26) 1

t

Y
e2E.v/

de

1C 1
t
.ev�e c1.L/� de .e;v//

� 1X
iD0

yci.t r/
g.v/�i

�
;

the only factor that depends on r . A negative power of r appears only when i > g.v/,
but the appearance of a negative power of r also results in the same negative power of t

in the factor. Hence negative powers of r do not contribute to the coefficient of t0 .

Combining Lemmas 3.2 and 3.5, we obtain the identity between relative invariants of
.Y;D0[D1/ and orbifold-relative invariants of .YD0;r ;D1/ with exactly one class
of the form �a.ŒD1� � ı/.

Proposition 3.6 For r sufficiently large,

(27)
��� mY

iD1

�ai
.ıi/

�
�amC1

.ŒD1� � ımC1/

mCnY
iDmC2

�ai
.ıi/

ˇ̌̌
�

�.YD0;r ;D1/

g; Ek;n; E�;d

�
r0

D

� mY
iD1

�ai
.ıi/

ˇ̌̌
�amC1

.ŒD1� � ımC1/

mCnY
iDmC2

�ai
.ıi/

ˇ̌̌
�

�.Y;D0[D1/

g; Ek;n; E�;d

:
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3.3 Proof of Theorem 2.3

In this section, we complete the proof of Theorem 2.3, hence completing the proof of
Theorem 1.5. A special case of Theorem 2.3 is already given in Proposition 3.6. Indeed,
the general case of Theorem 2.3 can be derived from Proposition 3.6. In other words:

Lemma 3.7 All relative Gromov–Witten invariants of .Y;D0 [D1/ in (8) and all
relative-orbifold Gromov–Witten invariants of .YD0;r ;D1/ in (9) satisfy the same
universal formulas, in which they are determined by invariants of the form given in
Proposition 3.6.

We need to prove the identity for the following three types of invariants, which generate
all Gromov–Witten invariants of interest following the description of the cohomological
insertions of the invariants at the beginning of Section 3.

Type I No descendant insertions of the form �a.ŒD0� � ı/ or �a.ŒD1� � ı/, where
a 2 Z�0 and ı 2H�.D;Q/.

Suppose
R

d ŒD1�¤ 0. By the divisor equation, we haveD mQ
iD1

�ai
.ıi/

ˇ̌̌ nQ
iD1

�amCi
.ımCi/

ˇ̌̌
�
E.Y;D0[D1/

g; Ek;n; E�;d

D
1R

d ŒD1�

D mQ
iD1

�ai
.ıi/

ˇ̌̌
�0.ŒD1�/

nQ
iD1

�amCi
.ımCi/

ˇ̌̌
�
E.Y;D0[D1/

g; Ek;nC1; E�;d

�
1R

d ŒD1�

nP
jD1

D mQ
iD1

�ai
.ıi/

ˇ̌̌
�amCj�1.ŒD1� � ımCj /

Q
i2f1;:::;ngnj

�amCi
.ımCi/ˇ̌̌
�
E.Y;D0[D1/

g; Ek;nC1; E�;d
:

Applying the divisor equation to the corresponding orbifold-relative invariant of
.YD0;r ;D1/ yieldsD� mQ

iD1

�ai
.ıi/
� nQ

iD1

�amCi
.ımCi/

ˇ̌̌
�
E.YD0;r ;D1/

g; Ek;n; E�;d

D
1R

d ŒD1�

D� mQ
iD1

�ai
.ıi/
�
�0.ŒD1�/

nQ
iD1

�amCi
.ımCi/

ˇ̌̌
�
E.YD0;r ;D1/

g; Ek;nC1; E�;d

�
1R

d ŒD1�

nP
jD1

D� mQ
iD1

�ai
.ıi/
�
�amCj�1.ŒD1� � ımCj /

Q
i2f1;:::;ngnj

�amCi
.ımCi/ˇ̌̌
�
E.YD0;r ;D1/

g; Ek;nC1; E�;d
:
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Therefore, the divisor equations for invariants of .Y;D0 [D1/ and invariants of
.YD0;r ;D1/ take the same form. Hence Theorem 2.3 for invariants of Type I follows
from Proposition 3.6 by divisor equations when

R
d ŒD1�¤ 0.

Suppose
R

d ŒD1� D 0 and there is at least one nonrelative marked point. We may
rewrite the relative invariant (8) of .Y;D0[D1/ as

(28)
D mQ

iD1

�ai
.ıi/

ˇ̌̌ nQ
iD1

�amCi
.ımCi/

ˇ̌̌
�
E.Y;D0[D1/

g; Ek;n; E�;d
;

where ımCi 2 �
�H�.D;Q/ for 1 � i � n. In this case, decorated graphs in the

localization computation do not have edges, hence there is only one vertex. Therefore,
the C�–fixed locus is just the moduli space rubber maps: Mg; Ek;n; E�;d .Y;D0[D1/

� .
The invariant (28) is zero because the virtual dimension of the C�–fixed locus is 1 less
than the virtual dimension of Mg; Ek;n; E�;d .Y;D0[D1/. Consider the corresponding
orbifold invariant of .YD0;r ;D1/,

(29)
D mQ

iD1

�ai
.ıi/

nQ
iD1

�amCi
.ımCi/

ˇ̌̌
�
E.YD0;r ;D1/

g; Ek;n; E�;d
:

Again, the decorated graph has no edge. By the virtual dimension constraint and the
localization formula (15), the coefficient of t0r0 of the invariant (29) is zero.

Suppose
R

d ŒD1� D 0 and there is no nonrelative marked point. Choose a class
H 2 ��H 2.D;Q/ such that

R
d H ¤ 0. By the divisor equation, this type of invariant

can be reduced to the Type I invariants with one nonrelative marked point of insertion H.

Hence we have completed the proof for Type I invariants.

Type II At least one descendant insertions of the form �a.ŒD1� �ı/ and no descendant
insertions of the form �a.ŒD0� � ı/.

Lemma 3.8 Theorem 2.3 for invariants of Type II follows from the result for invariants
of Type I.

Proof We may rewrite the invariant (8) of .YD0;r ;D1/ as

(30)
D� mQ

iD1

�ai
.ıi/
� n0Q

iD1

�amCi
.ımCi/

n1Q
iD1

�amCn0Ci
.ŒD1��ımCn0Ci/

ˇ̌̌
�
E.YD0;r ;D1/

g; Ek;n0Cn1; E�;d
:

We can apply the degeneration formula to .YD0;r ;D1/ over the infinity divisor D1 .
Hence the invariant (30) equals:
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(31)
P Q

i �i

jAut.�/j

D� mQ
iD1

�ai
.ıi/
� Q

i2S

�amCi
.ımCi/

ˇ̌̌
�
E�;.YD0;r ;D1/

g1; Ek;jS j;E�;d1

�

D
�_

ˇ̌̌ Q
i2f1;:::;n0gnS

�amCi
.ımCi/

n1Q
iD1

�amCn0Ci
.ŒD1� � ımCn0Ci/ˇ̌̌

�
E�;.Y;D0[D1/

g2;E�;n0�jS jCn1; E�;d2

:

The relative invariant of .Y;D0[D1/ corresponding to the invariant (30) is

(32)
D mQ

iD1

�ai
.ıi/

ˇ̌̌ n0Q
iD1

�amCi
.ımCi/

n1Q
iD1

�amCn0Ci
.ŒD1��ımCn0Ci/

ˇ̌̌
�
E.Y;D0[D1/

g; Ek;n0Cn1; E�;d
:

Applying the degeneration formula, the invariant (32) equals

(33)
P Q

i �i

jAut.�/j

D mQ
iD1

�ai
.ıi/

ˇ̌̌ Q
i2S

�amCi
.ımCi/

ˇ̌̌
�
E�;.Y;D0[D1/

g1; Ek;jS j;E�;d1

�

D
�_

ˇ̌̌ Q
i2f1;:::;n0gnS

�amCi
.ımCi/

n1Q
iD1

�amCn0Ci
.ŒD1� � ımCn0Ci/ˇ̌̌

�
E�;.Y;D0[D1/

g2;E�;n0�jS jCn1; E�;d2

:

The Type II orbifold-relative invariants of .YD0;r ;D1/ and relative invariants of
.Y;D0[D1/ satisfy the same form of degeneration formula. Note that the invariants
on the first line of (31) and the invariants on the first line of (33) are of Type I. Hence
Theorem 2.3 for invariants of Type II follows from the result for Type I invariants.

Type III At least one descendant insertion of the form �a.ŒD0� � ı/.

The basic divisor relation in H 2.Y;Q/ gives

ŒD1�D ŒD0�� c1.L/:

Using this formula, invariants of Type III can be written as sum of invariants of Type I
and Type II. Hence Theorem 2.3 for invariants of Type III follows from Theorem 2.3
for Type I and Type II invariants.

It is straightforward to see that the polynomiality of the orbifold-relative invariant (9) of
.YD0;r ;D1/ follows from the above discussion. Indeed, the polynomiality eventually
reduces to the polynomiality for the invariants in Proposition 3.6, as the universal
formulas that we have described in Type I, Type II and Type III are polynomials, so
they preserve the polynomiality. The polynomiality for invariants in Proposition 3.6 is
proved in Lemma 3.5.

The proof of Theorem 2.3 is complete.
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4 Genus-zero relative and orbifold invariants

It is proved in [2] that relative invariants of .X;D/ and orbifold invariants of XD;r

are equal in genus zero provided that r is sufficiently large. The proof in [2] is through
comparison between virtual fundamental classes on different moduli spaces. In this
section we give a new proof for the exact equality between genus-zero relative invariants
of .X;D/ and genus-zero orbifold invariants of the root stack XD;r for sufficiently
large r . Our new proof is through the degeneration formula and virtual localization.
The reason that the equality fails to hold for higher-genus invariants can be seen directly
from the localization computation.

We consider the genus-zero relative and orbifold invariants

(34)
D mQ

iD1

�ai
.ıi/

ˇ̌̌ nQ
iD1

�amCi
.
mCi/

E.X ;D/
0; Ek;n;d

WD

Z
ŒM

0;Ek;n;d
.X ;D/�vir

 
a1

1
ev�1.ı1/ � � � 

am
m ev�m.ım/

� 
amC1

mC1
ev�mC1.
mC1/ � � � 

amCn

mCn ev�mCn.
mCn/

and

(35)
D mQ

iD1

�ai
.ıi/

nQ
iD1

�amCi
.
mCi/

EXD;r

0; Ek;n;d

WD

Z
ŒM

0;Ek;n;d
.XD;r /�vir

x 
a1

1
ev�1.ı1/ � � � x 

am
m ev�m.ım/

� x 
amC1

mC1
ev�mC1.
mC1/ � � � x 

amCn

mCn ev�mCn.
mCn/:

Theorem 4.1 [2, Theorem 1.2.1] For r sufficiently large , the genus-zero relative and
orbifold invariants coincide:

(34)D (35):

Degeneration formulas in Section 2 show that it is sufficient to prove equality between
genus-zero invariants of .YD0;r ;D1/ and genus-zero invariants of .Y;D0 [D1/.
Following the same procedure of Section 3, we first prove the following identity on
cycles classes in genus zero.

Lemma 4.2 Let p be a nonorbifold and nonrelative marked point. For r sufficiently
large, we have

(36) �orb
�

�
ev�p.ŒD1�/\ ŒM 0; Ek;n; E�;d

.YD0;r ;D1/�
vir�

Š �rel
�

�
ŒM 0; Ek;n; E�;d .Y;D0[D1/

��vir�:
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Proof Following the proof of Lemma 3.4, the localization formula is

(37) ev�p.ŒD1�/\ ŒM 0; Ek;n; E�;d .YD0;r ;D1/�
vir

D

X
�

1

jAut.�/j
Q

e2E.�/ de
� ��

��
�ev�p.c1.L//� t

�
�
ŒM � �

vir

e.Normvir
� /

�
:

The inverse of the virtual normal bundle 1=e.Normvir
� / can be written as the product

of the following factors:

� For each stable vertex v over the zero-section, there is a factor

(38)
Q

e2E.v/

rde

t C ev�e c1.L/� de
x .e;v/

� 1P
iD0

�
t

r

��1CjE.v/j�i
ci.�R���L/

�
D

�
r

t

�jE.v/j Q
e2E.v/

de

1C 1
t
.ev�e c1.L/� de

x .e;v//

�

� 1P
iD0

�
t

r

��1CjE.v/j�i
ci.�R���L/

�
D

r

t

Q
e2E.v/

de

1C 1
t
.ev�e c1.L/� de

x .e;v//

� 1P
iD0

�
t

r

��i
ci.�R���L/

�
:

� If the target expands over the 1–section, there is a factor

(39)

Q
e2E.�/ de

�t � 1
D�

1

t

Q
e2E.�/ de

1C 1=t
:

Note that the vertex contribution over the zero-section is the corresponding vertex
contribution in Lemma 3.4, by setting g.v/D 0 for all v . Therefore, we have the factor
.t=r/�i in (38) instead of the factor .t=r/g.v/�i . As a result, each factor contains
only negative powers of t and contributes at least one t�1 . In order to extract the
t0 –coefficient from (37), there can only be one stable vertex in the decorated graph � .
Since the nonorbifold and nonrelative marked point p has to land on the infinity
divisor D1 , the only stable vertex is over 1. Therefore, the decorated graph � is
of a stable vertex of genus 0 over 1, and m unstable vertices over 0. Since every
 1 class comes with an extra factor of t�1 , no term with  1 class appears in the
coefficient of t0 . What is left is exactly the right-hand side of (36).

Remark 4.3 The proof does not work for higher-genus invariants due to the fact that
the contributions from stable vertices over the zero-section contain nonnegative powers
of t . Therefore, the coefficient of t0 does not get simplified as in the genus-zero case.
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Hence, for higher-genus invariants, one needs to pushforward to the moduli space of
stable maps to X and also take the coefficient of r0 , as discussed in Lemma 3.4.

Proof of Theorem 4.1 By the degeneration formulas in Section 2, we only need to
compare relative and orbifold invariants of relative local models. Lemma 4.2 implies
an equality between genus-zero invariants when there is exactly one insertion of the
form �a.ŒD1� �ı/ and all other insertions are of the form �a.ı/, where the cohomology
class ı is pulled back from H�.D;Q/. In other words, in the genus zero case, the
orbifold invariant in Proposition 3.6 is constant in r . Then Theorem 4.1 follows from
Lemma 3.7. In other words, we can follow the same analysis as in Section 3.3 to
prove that the general case follows from Proposition 3.6. More explicitly, we consider
the three types of invariants in Section 3.3 and restrict the discussion to genus-zero
invariants. By running through the argument in Section 3.3 for genus-zero invariants,
we see that all these three types of genus-zero orbifold invariants are constant in r

because the orbifold invariant in Proposition 3.6 is constant in r when g D 0. The
proof of Theorem 4.1 is complete.

5 Stationary Gromov–Witten theory of curves

In this section, we prove Theorem 2.4 for the equality between stationary Gromov–
Witten invariants of .P1Œr �;1/ and stationary Gromov–Witten invariants of .P1; 0;1/.
The proof is based on the degeneration formula in the proof of Theorem 2.3, and the
equality for genus-zero invariants.

5.1 The proof of Theorem 2.4

By Lemma 3.8, the proof of Theorem 2.4 is reduced to the case of orbifold-relative
stationary invariants of .P1Œr �;1/ with no stationary marked points; that is,

(40) h j�i
.P1Œr �;1/

g; Ek;0; E�;d
:

This is where we need the invariants to be stationary. More specifically, we consider the
degeneration formula (31) in the proof of Lemma 3.8 such that all stationary marked
points are distributed to the component containing 1. There are no insertions in the
invariant (40), therefore the virtual dimension Mg; Ek;0; E�;d .P

1Œr �;1/ has to be zero.
That is,

2g� 2CmC l.�/D 0:
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This means gD 0, mD 1 and l.�/D 1. These are genus-zero invariants of .P1Œr �;1/

when there is only one relative marked point, one orbifold marked point, and no
nonrelative and nonorbifold marked points.

Similarly, for relative invariants of .P1; 0;1/, we only need to consider genus-zero
invariants of .P1; 0;1/ with a single relative marked point at 0 and 1, respectively,
and no nonrelative marked points.

Hence, it is sufficient to prove the equality

h j.d/i
.P1Œr �;1/

0;.d/;0;.d/;d
D h.d/j j.d/i

.P1;0;1/

0;.d/;0;.d/;d
;

where .d/ represents the trivial partition of d with only one part. It is simply a special
case of the equality for genus-zero invariants. This completes the proof of Theorem 2.4.

Remark 5.1 Theorem 2.4 can also be proved by localization comparison, which is
similar to the proof of Theorem 2.3. The key point for the proof of Theorem 2.4 using
the localization technique is that one can match the vertex contributions using (the dis-
connected version of) the formulas for double Hurwitz numbers in [24, Proposition 5.4]
and [20, Theorem 1]. Alternatively, one can simply use the formula for double Hurwitz
numbers in [20, Theorem 1] to prove that the stationary orbifold invariants are constants
in r . Hence, by Theorem 1.5, they have to be the same as stationary relative invariants.

5.2 Application: stationary orbifold invariants as Hurwitz numbers

In the celebrated paper [29] by Okounkov and Pandharipande, stationary relative
Gromov–Witten invariants of target curves are proven to be equal to Hurwitz numbers
with completed cycles, that is, the sum of the Hurwitz numbers obtained by replacing
�a.!/ by the associated ramification conditions. The ramification conditions associated
to �a.!/ are universal, independent of all factors including the target curve. This is
known as GW/H correspondence for relative theory of target curves. Theorem 1.9 states
an equality between stationary relative invariants and stationary orbifold invariants of
r th –root stacks of target curves. Therefore stationary orbifold Gromov–Witten invariants
of r th –root stacks of target curves are equal to Hurwitz numbers with completed cycles
when r is sufficiently large.

We briefly review the theory in [29]. The Hurwitz theory of a smooth curve C describes
the enumeration of covers of C with prescribed ramification data given by the cover
over the branch points.
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Let d > 0, and let E�1; : : : ; E�l be partitions of d assigned to l distinct points q1; : : : ; ql

of C . A Hurwitz cover of C of genus g with ramification profiles E�1; : : : ; E�l over
q1; : : : ; ql is a morphism

� W C 0! C

satisfying the following properties:

� C 0 is a nonsingular, connected, genus g curve.

� For 1 � i � l , the divisors ��1.qi/ have ramification profiles equal to the
partition E�i .

� The map � is unramified over C n fq1; : : : ; qlg.

The Hurwitz number

H C
d .E�

1; : : : ; E�l/

is defined to be the weighted count of the distinct Hurwitz covers � of genus g with
ramification profiles given by E�1; : : : ; E�l over q1; : : : ; ql . Each such cover is weighted
by 1=Aut.�/.

Hurwitz numbers H C
d
.E�1; : : : ; E�l/ can be extended to all degree d and all partitions E�i .

Let

E�i
D .�i

1; : : : ; �
i
l.i//

and j�i j D
Pl.i/

j �i
j , where l.i/ is the length of E�i . Hurwitz numbers H C

d
.E�1; : : : ; E�l/

are defined as follows:

� H C
0
.∅; : : : ;∅/D 1, where ∅ stands for the empty partition.

� If jE�i j> d for some i , then the Hurwitz number vanishes.

� If jE�i j � d for all 1� i � l , then the Hurwitz number is defined as

(41) H C
d .E�

1; : : : ; E�l/D

lY
iD1

�
m1.E�

i
C/

m1.E�i/

�
�H C

d .E�
1
C; : : : ; E�

l
C/;

where E�i
C is the partition of d determined by adjoining d � jE�i j parts of size 1:

E�i
C D .�

i
1; : : : ; �

i
l.i/; 1; : : : ; 1/I

and m1.E�/ is the multiplicity of the 1 in E�.
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Let S.d/ be the symmetric group. The class algebra Z.d/�QS.d/ is the center of
the group algebra QS.d/. Let CE� 2 Z.d/ be the conjugacy class corresponding to the
partition E�. Let � be an irreducible representation of S.d/. The conjugacy class CE�
acts as a scalar operator on � with eigenvalue

fE�.�/D
� d

jE�j

�
jCE�j

���

dim�
;

where ��
E�

is the character of any element of CE� in the representation � and dim� is
the dimension of the representation �.

Let P be the set of all partitions. There is a linear, injective Fourier transform

(42) �W

1M
dD0

Z.d/!QP ; CE� 7! fE�:

The image of � is the set of so-called shifted symmetric functions ƒ�. An element f
of the algebra of shifted symmetric functions ƒ� can be concretely given as a sequence
of polynomials

f D ff .n/g; f .n/ 2QŒ�1; : : : ; �n�
�S.n/;

where QŒ�1; : : : ; �n�
�S.n/ denotes the invariants of the shifted action of the symmetric

group S.n/ on the algebra QŒ�1; : : : ; �n�. The shifted action is defined by permutation
of the variables �i . The sequence ff .n/g is such that

� the f .n/ are of uniformly bounded degree,

� the f .n/ are stable under restriction, that is, f .nC1/j�nC1D0 D f
.n/ .

The shifted symmetric power sum pk 2ƒ
� is defined by

pk.�/D

1X
iD1

��
�i � i C 1

2

�k
�
�
�i C 1

2

�k�
C .1� 2�k/�.�k/:

For each partition E�, define pE� 2ƒ
� as

pE� D
Y

p�i
:

The completed conjugacy classes are defined by

C E� D
1Q
i �i

��1.pE�/ 2

j�jM
dD0

Z.d/:

The completed cycles are defined by

.a/D C .a/; aD 1; 2; : : : :
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More concretely, the completed cycle .a/ is obtained from the cycle .a/ by adding
multiples of constant terms and nonnegative multiples of nontrivial conjugacy classes
of strictly smaller size. More details can be found in [29, Section 0.4].

The following GW/H correspondence is proved in [29]:

Theorem 5.2 [29, Theorem 1] Let C be a smooth target curve of any genus. The
GW/H correspondence for the relative Gromov–Witten theory of C is

(43)
� nY

iD1

�ai
.!/

ˇ̌̌
�1
ˇ̌̌
� � �

ˇ̌̌
�l

��;.C;q1;:::;ql /

g;n;E�1;:::;E�l ;d

D
1Q
.ai !/

H C
d ..a1C 1/; : : : ; .anC 1/; E�1; : : : ; E�l/;

where ! 2H 2.C;Q/ is the Poincaré dual of the point class.

Theorems 1.9 and 5.2 together imply the following GW/H correspondence for orbifolds:

Corollary 5.3 Let C be a smooth target curve in any genus. Let C Œr1; : : : ; rl � be the
root stack over C by taking the r th

i root at the point qi 2 C for the l distinct points
q1; : : : ; ql of C . When the ri are sufficiently large for all 1 � i � l , we have the
GW/H correspondence

(44)
� nY

iD1

�ai
.!/

��;C Œr1;:::;rl �

g;n;E�1;:::;E�l;d

D
1Q
ai !

H C
d ..a1C 1/; : : : ; .anC 1/; E�1; : : : ; E�l/;

where ! 2H 2.C;Q/ is the Poincaré dual of the point class.
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